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ABSTRACT

In this paper, we propose a method for high-capacity reversible data
hiding in compressible encrypted images. While reversible data hiding
in encrypted images (RDH-EI) has been actively studied, most previous
research in this field has focused on the hiding capacity. We previously
proposed an RDH-EI method that achieves both a high hiding capacity
and high compression performance simultaneously. The method can
effectively compress marked encrypted images using lossless image coding
standards with a hiding capacity of up to about 1 bpp. In addition, there
is an option to decrypt marked encrypted images without data extraction,
so marked images can be obtained, still containing the embedded data,
i.e., payload. Without losing the advantages of the previous method,
we propose an extended method, in which the highest frequency bin
is constantly used for data hiding. Consequently, the hiding capacity
is further enhanced up to 2.45 bpp for each color component in the
proposed method. Through our experiments, we prove the superiority
of the proposed method.
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1 Introduction

With the rapid development of cloud services, we currently have more and
more opportunities to store and share images through external servers and
services. In addition, the data amount of each image is increasing due to
higher resolutions; it is thus desirable to compress images. As a result, data
hiding has been attracting attention as a technique for protecting copyright. In
particular, reversible data hiding (RDH) has been actively studied since it can
completely restore an original image by extracting embedded data (hereafter,
a payload) [2, 6, 14, 17, 22, 24]. RDH methods could be particularly useful
in fields where the preservation of the original state is required, such as for
medical, satellite, and military images.

More recently, methods for reversible data hiding in encrypted images
(RDH-EI) have also been studied [1, 3, 5, 7, 15, 16, 18–21, 25, 27–29]. For
these methods, we assume that an image owner first encrypts a target image,
and a third party such as a service provider (hereafter, a data hider) then
embeds arbitrary data in the encrypted domain. This allows the image owner
and data hider to perform independent processing without disclosing the
image content to the data hider. We can suppose multiple applications, e.g.,
cloud storage, photo sale services, and medical image management [18]. For
instance, in cloud storage, an image owner would first encrypt his/her images
to protect privacy and then upload the encrypted images to a cloud. On
the cloud provider side, administrative data such as server information and
annotation data is embedded into the images for management purposes. A
high hiding capacity is one of the common requirements in the field of data
hiding techniques. In RDH-EI, it is particularly desirable to embed image
information, e.g., categorical data and annotation data, to obtain an outline
of an image in the encrypted domain.

Puteaux et al. proposed a high-capacity RDH-EI method for gray-scale
images by using most-significant-bit substitution instead of the commonly used
least-significant-bit substitution [19]. Applied to color images, that method
achieved a high hiding capacity of 1.64 bpp on average for each color component.
However, since the encryption process uses the pixel-by-pixel XOR operation,
compression of marked encrypted images is ineffective. In a previous work, the
authors proposed an effective method in terms of both compression efficiency
and hiding capacity [16]. In the method, a grayscale-based encryption-then-
compression (EtC) system [4] was introduced for the encryption process, which
enabled lossless compression of marked encrypted images using international
standards. For the data hiding process, a prediction error expansion with
histogram shifting (PEE-HS) method [14] was adopted to achieve a high hiding
capacity of up to about 1 bpp for each color component. Note that the PEE-
HS method was modified from the original [14] to be effectively applied to
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EtC images. Furthermore, by decrypting a marked encrypted image without
extracting the payload, we can obtain a marked image in which the payload is
still contained.

In this paper, we extended the data hiding process of our previous method
so as to significantly improve the hiding capacity without losing the advantages.
Our previous method never uses bins repeatedly that have been once used for
data hiding in the prediction error histogram. Thus, even when a bin that has
already been used still has the highest frequency, we could not use the bin
again. We focused on capacity enhancement by constantly using the highest
frequency bin without any constraints in this paper. The proposed method
achieves a higher hiding capacity of 2.45 bpp for each color component by
selecting two bins for data hiding from all bins each time, including bins that
have already been used. Experimental results demonstrate the effectiveness of
the proposed method in terms of the hiding capacity, compression performance
of marked encrypted images, and marked image quality.

2 Related Work

2.1 RDH-EI Methods

RDH methods have been generally studied in the plane domain, but recently,
those in the encrypted domain have also been attractive for researchers in
terms of security enhancement [1, 3, 5, 7, 15, 16, 18–21, 25, 27–29]. RDH-EI
can clearly separate the roles of image owner and data hider. The image owner
first encrypts target images; the data hider embeds arbitrary payloads into the
encrypted images without knowing the image content. The data hider may
embed payloads for authentication or management, so a high hiding capacity
is required. Additionally, from the aspect of storage equipment for the service
provider, a high compression performance for marked encrypted images would
be desirable.

RDH-EI methods can be divided into two types: reserving room before
encryption (RRBE) and vacating room after encryption (VRAE). In the former,
an original image is pre-processed by an image owner before encryption so as
to ensure an embeddable area. The image owner encrypts the pre-processed
image and then sends the encrypted image to a data hider. The data hider
embeds an arbitrary payload into the reserved area. In comparison, the pre-
processing step is not required in the latter methods. An image owner encrypts
an original image directly and then sends the encrypted image to a data hider.
The data hider then embeds the information into the encrypted image. A
data hider vacates the embeddable area in the encrypted image and hides the
desired payload into the area.
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2.1.1 Reserving Room Before Encryption (RRBE)

Many RRBE methods have been proposed to pursue a high hiding capacity [1,
5, 7, 19–21, 27]. For example, Puteaux et al. [20] boldly introduced most
significant bits (MSBs) for prediction and replacement instead of using least
significant bits (LSBs). Several methods were proposed by extending this
method [20] to enhance the hiding capacity or security [5, 21, 27]. Nevertheless,
these extended methods cannot fully retrieve the original image in multiple
cases, so Hirasawa et al. [7] modified some conditions of the original method [20]
and attained full reversibility. Later, Puteaux et al. [19] proposed a more
efficient method for grayscale images, in which full reversibility was guaranteed,
and the hiding capacity was drastically enhanced. In the method, all bit-planes
of a target image are processed recursively from the MSBs to the LSBs to
the maximum extent. When the method was applied to color images, the
hiding capacity was 1.64 bpp on average for each color component. That
method, however, has a constraint in the restoration process; data extraction
should be conducted before decryption no matter the case. Arai et al. [1]
proposed another method that independently conducts encryption and data
hiding by using bit-plane partitions. Thus, decryption and data extraction can
be performed without restriction on their order. This method was originally
proposed for grayscale images. When we simply extended the method for color
images, the hiding capacity was 1.99 bpp for each color component. These
high-capacity methods [1, 5, 7, 19–21, 27], however, can never compress marked
encrypted images that were bit-wise encrypted using an exclusive-or operation.
Further, in RRBE, an image owner should preliminarily reserve the embeddable
area before encryption. This would limit the range of practical applications.

2.1.2 Vacating Room After Encryption (VRAE)

In recent years, VRAE methods have also attracted attention in this field [3,
16, 25]. In VRAE, a data hider vacates an embeddable area in an encrypted
image. Thus, pre-processing is not required on the image owner side, and the
embeddable area consequently can be concealed from the image owner. It is
apparent that VRAE is more suitable for practical use than RRBE. Wang et al.
[25] proposed a method using pixel value ordering (PVO). An original image
is divided into blocks with 2× 2 pixels and then encrypted by not only block
shuffling but also pixel shuffling within each block. Data hiding is conducted
by PVO. Accordingly, the method attained a hiding capacity of up to 0.5 bpp.
Chen and Chang [3] proposed another method, in which the hiding capacity
surpassed Wang et al.’s method [25]. The method divides an original image
into blocks with 3× 3 pixels and performs block-by-block encryption. Multiple
upper bit-planes in each block are then replaced with a payload. In light of
the compression capability, however, it is difficult for these two methods to
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compress marked encrypted images. Further, these methods should extract
the payload before decryption. For instance, Figure 1(b) shows a decrypted
image obtained by Chen et al.’s method [3]. It is hard to recognize the image
content. Additionally, this image still contains a payload, but the payload
cannot be extracted from the decrypted image. Thus, decryption without
data extraction is meaningless in these methods. The image content cannot
be confirmed because the pixel values have been significantly varied by the
data-hiding process. In contrast, the proposed method discloses the image
content by decryption only without data extraction.

Figure 1: Decrypted image without data extraction by previous method [3] (kodim5). (a)
Original image, (b) decrypted image.

2.1.3 Our Goal

To tackle the above issue, we previously proposed a novel VRAE method
that achieved both a high hiding capacity and high compression performance
simultaneously [16]. This method introduced an EtC system [4], which is a
block-wise encryption, so the inter-pixel correlation in each block is stable
before/after encryption. Since we could obtain prediction values with high
accuracy in the encrypted domain, the hiding capacity was 0.94 bpp on average
for each color component when using PEE-HS [14]. Further, this method can
compress marked encrypted images using lossless image coding standards such
as JPEG-LS [26] and JPEG 2000 [10]. It can omit the data extraction process
and decrypt only marked encrypted images. This leads to the derivation
of marked images with a payload, in which the image content is disclosed.
Preserving the advantages of the method [16], this paper proposes an extended
VRAE method, where the hiding capacity is over 2.5 times more.

2.2 Existing Compressible RDH-EI Method

We previously proposed an RDH-EI method that simultaneously had both a
high hiding capacity and high compression performance [16]. Figure 2 shows
an outline of the method. In the encryption process, that method uses Chuman
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Figure 2: Block diagram of proposed method and previous method [16].

et al.’s method [4], where the security has been enhanced compared with the
conventional EtC systems [9, 11, 13]. The inter-pixel correlation within each
block is consistent before/after the EtC process; thus, we can obtain accurate
prediction results for the target pixels by using the median edge detection
(MED) predictor even in the encrypted domain. Accordingly, our previous
method achieved a high hiding capacity of 0.94 bpp on average through the
extension of a PEE-HS method [14]. PEE-HS methods have been widely
researched, and many of them achieved a high hiding capacity. These methods
were, however, designed for plain images with inter-pixel correlation, so it is not
straightforward to apply them to encrypted images. In the previous method,
we extended the PEE-HS method enough for application to EtC images.

Furthermore, marked encrypted images can be efficiently compressed using
lossless image coding standards, such as JPEG-LS [26] and JPEG 2000 [10].
This is because the inter-pixel correlation within each block is retained even af-
ter encryption and data hiding. This method can not only perfectly retrieve an
original image and payload but also decrypt a marked encrypted image without
data extraction. In this case, a receiver obtains a marked image containing a
payload. Obviously, the method can only extract the payload from the marked
encrypted image. Thus, we can give a selectable privilege for each receiver.

In the previous method, PEE-HS utilizes multiple bins with high frequencies
in a prediction error histogram to embed a payload. The number of bins to be
used for data hiding is determined depending on the threshold L. A higher
hiding capacity can be attained as the value of L becomes larger. However,
general PEE-HS methods including the method [14] have prohibited each bin
from being used multiple times. Thus, even when a bin that has been once
used still has the highest frequency, the bin is never used again. Alternatively,
bins with lower frequencies need to be used as L becomes larger.

In the next section, we significantly enhance the hiding capacity by redefin-
ing the conditions of the bins to be used for data hiding without losing the
advantages of our previous method [16]. Specifically, we focused on constantly
using the highest frequency bin without any constraints in the PEE-HS process.
The main contribution of this paper is that we designed an extended PEE-HS
method that can be effectively used for EtC images.

3 Proposed Method

In this section, we propose an extended RDH-EI method with a high hiding
capacity and almost the same compression performance compared with our
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previous RDH-EI method [16]. The maximum hiding capacity has been
intensely extended. Since the proposed method retains the advantages of the
previous method [16], marked encrypted images can be efficiently compressed
using lossless image coding standards and also be decrypted without data
extraction. The outline of the proposed method is analogous to that of the
previous method [16]. We describe the detailed procedures in accordance with
Figure 2.

3.1 Image Encryption

The proposed method adopts Chuman et al.’s method [4] for the encryption
process. Note that we omit the color transformation process in the method
[4] to guarantee full reversibility and alternatively combine R, G, and B
components into a single component on the xy plane in order to form an 8-bit
image. This 8-bit image is called a grayscale-based image hereafter.

Step 1-1: Combine R, G, and B components of an original image I, and
single grayscale-based image IG is derived.

Step 1-2: Divide IG into multiple blocks with B ×B pixels.

Step 1-3: Execute position scrambling, block rotation/flip, and negative-
positive transformation on each block, and obtain an encrypted
image IGE .

3.2 Data Hiding

In the proposed method, a payload is embedded based on PEE-HS [14]. We
preliminarily perform preprocessing on IGE so as to prevent overflows (OFs)
and underflows (UFs) in the pixel values. Note that we should exclude the
top-left pixels in each block defined in Section 3.1 from the entire process of
data hiding. We explain each part below.

3.2.1 Histogram Modification

Data hiding using PEE-HS may cause an OF and UF in the value of each
pixel. With the following steps, our method preliminarily modifies an image
histogram to prevent OFs and UFs in the pixel values. Here, we define L as
a parameter to control the hiding capacity; L denotes the number of times a
series of the data hiding process is executed.

Step 2-1: Explore the smallest bin (hereafter, ZP1) among bins with no pixel
in an encrypted image histogram.

Step 2-2: To prevent UFs, add 1 to pixels with a value lower than ZP1.
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Step 2-3: Repeat Steps 2-1 and 2-2 L− 1 times.

Step 2-4: Explore the largest bin (hereafter, ZP2) among bins with no pixel
in the encrypted image histogram.

Step 2-5: To prevent OFs, subtract 1 from pixels with a value higher than
ZP2.

Step 2-6: Repeat Steps 2-4 and 2-5 L− 1 times.

If there is no ZP1 or/and ZP2 in the histogram, we instead use two bins
next to each other with the lowest sum of their frequencies. These bins are
integrated into one bin, and another bin becomes empty (LP1 or LP2). In
such a case, we need to build a location map to identify their original pixel
values in the restoration process. The values of ZP s/LP s and the location
map are embedded with a pure payload.

3.2.2 PEE-HS

We extended the original PEE-HS [14] to enhance the hiding capacity. Conse-
quently, the proposed method achieves a hiding capacity of 2.45 bpp, which
is more than twice the previous capacity [16]. We describe the data-hiding
procedure in reference to Figure 3.

Step 3-1: For pixels pi,j in each block, where 0 ≤ i < B and 0 ≤ j < B,
derive predicted values p̂i,j by

p̂i,j =


min(pi−1,j , pi,j−1), if pi−1,j−1 ≥ max(pi−1,j , pi,j−1)

max(pi−1,j , pi,j−1), if pi−1,j−1 ≤ min(pi−1,j , pi,j−1)

pi−1,j + pi,j−1 − pi−1,j−1, otherwise.
(1)

In respect to p0,j and pi,0, obtain p̂0,j and p̂i,0 with

p̂0,j = p0,j−1, 1 ≤ j < B, (2)

p̂i,0 = pi−1,0, 1 ≤ i < B, (3)

respectively.

Step 3-2: Calculate prediction errors ei,j as follows:

ei,j = p̂i,j − pi,j . (4)

Step 3-3: Explore two bins Es and El (Es < El), which are next to each
other with the highest sum of frequency, from a prediction error
histogram (see Figures 3a and 3d).
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Step 3-4: In the prediction error histogram, vacate the neighboring bins to
Es and El (see Figures 3b and 3e):

e′i,j =


ei,j + 1, if ei,j > El

ei,j − 1, if ei,j < Es

ei,j , otherwise,
(5)

where e′i,j denotes the prediction error after the vacating process.

Step 3-5: Embed a payload w into pixels with e′i,j = Es or e′i,j = El (see
Figures 3c and 3f):

ẽ′i,j =


e′i,j + 1, if e′i,j = El and wk = 1

e′i,j , if e′i,j = El and wk = 0

e′i,j − 1, if e′i,j = Es and wk = 1

e′i,j , if e′i,j = Es and wk = 0,

(6)

where ẽ′i,j and wk denote the prediction error with a payload bit
and the k-th bit of w, respectively.

Step 3-6: Repeat Steps 3-3, 3-4, and 3-5 L− 1 times.

Step 3-7: Marked pixel values p̃i,j are given by

p̃i,j = p̂i,j − ẽ′i,j . (7)

Step 3-8: Integrate all the blocks into a marked encrypted image ĨGE .

The value of L and L pairs of Es and El should be stored as additional
information to extract a payload. They are replaced with the LSBs of the
pixels excluded from the above process. The LSBs before replacement are
embedded with a pure payload.

3.3 Image Restoration

Here, we elaborate the image decryption and data extraction processes. The
proposed method has two types of restoration options as shown in Figure 4.
First, our method can perfectly retrieve an original image with the normal
restoration process consisting of data extraction and image decryption (see
Figure 4a). With this option, we first extract the threshold L and L pairs of
Es and El from a marked encrypted image. The image is divided into blocks,
and the payload is extracted from them using L, Es, and El. We retrieve the
histogram of the encrypted image and then decrypt and integrate the blocks.
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Figure 3: Procedure of data hiding using prediction error histogram (first and second times).
(a) Exploration of Es and EL (first time), (b) derivation of empty bins (first time), (c) data
hiding for pixels with ei,j = Es and El (first time), (d) exploration of Es and EL (second
time), (e) derivation of empty bins (second time), (f) data hiding for pixels with ei,j = Es

and El (second time).
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Figure 4: Restoration options. (a) Data extraction and image decryption, (b) image
decryption without data extraction.

Finally, the RGB color components are restructured, and the original image is
obtained.

With the other option, we can omit the data extraction as shown in
Figure 4b. In this case, we can directly decrypt a marked encrypted image
without data extraction and obtain a marked image. This means that the
proposed method can perform image decryption without revealing the payload.

In Step 3-3, the original PEE-HS excludes any pairs that have been once
used for data hiding. However, in our experiments, such pairs still had the
highest sum of frequency even after embedding payload bits in many cases.
Thus, in the proposed method, we constantly explore a pair with the highest
sum of frequency in all pairs of adjacent bins without exclusion. Further,
the amount of additional information can be reduced by composing a pair of
adjacent bins instead of non-adjacent bins. These modifications lead to the
notable enhancement of the hiding capacity.

4 Experimental Results

In comparison with another VRAE method with high capacity [16], we eval-
uated the effectiveness of the proposed method from three aspects: hiding
capacity, lossless compression performance using JPEG-LS [26] and JPEG
2000 [10], and marked-image quality. In addition, to confirm the influences of
encryption, we also generated marked images using the data hiding algorithm
of the proposed method and evaluated the performance. As shown in Table 1,
we used test images from three different datasets [8, 12, 23]. Figure 5 shows
two examples of the test images. We concatenated three color components

Table 1: Image datasets.

Database Kodak [12] USC-SIPI [23] IHC [8]
# of images 24 6 6
Image size [pixels] 512× 768 512× 512 864× 1152
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Figure 5: Examples of test images. (a) kodim4, (b) kodim18.

Figure 6: Marked encrypted images (kodim4). (a) L = 10, (b) L = 25, (c) L = 45.

horizontally in the order of R, G, and B. The fundamental block size for
encryption was 16× 16 pixels. In this experiment, threshold L, which is the
number of times a series of the data hiding process is performed, was ranged
from 1 to 45. Figures 6 and 7 depict the marked encrypted images obtained
by the proposed method. It can be clearly seen that the encrypted images
included more noise as the payload amount increased.

4.1 Hiding Capacity and Compression Performance

We first compared the hiding capacity between the proposed method and the
previous method [16]. Figure 8 shows the capacity of each method. Focusing
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Figure 7: Marked encrypted images (kodim18). (a) L = 10, (b) L = 25, (c) L = 45.

on Figure 8a, the previous method had a maximum capacity of 0.94 bpp
for each color component in the case of L = 30 and thereafter decreased in
capacity as the value of L increased. This is because the increment of additional
information exceeded the increment of the hiding capacity. Consequently, the
total capacity for the pure payload got smaller. In contrast, the proposed
method attained a much higher capacity than the previous method after the
value of L exceeded 8. The hiding capacity of the proposed method was 0.94
bpp on average with L = 10 and 2.01 bpp with L = 45. Eventually, the
proposed method achieved a maximum hiding capacity of 2.45 bpp on average
for each color component, while the value of L for the maximum capacity was
different among the test images. As is obvious, the hiding capacity in the
case of data hiding only was higher than the others. Figures 8b and 8c show
trends analogous to Figure 8a. Figure 9 shows the hiding capacity when using
different block sizes, i.e., 8×8 and 32×32 pixels. By using a larger block size,
the hiding capacity becomes higher.

We evaluated the lossless compression performance using JPEG-LS [26]
and JPEG 2000 [10]. Figure 10 shows the mean bitrates of images, which
were encrypted, marked, and then compressed. The bitrate of the proposed
method linearly varied depending on the hiding capacity. When the capacity
was less than 1 bpp, the compression performance of the proposed method
was analogous to that of the previous method [16]. Even in the case of around
2 bpp, JPEG-LS and JPEG 2000 compression for the images was still effective
with the proposed method. The proposed method can enhance the hiding
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Figure 8: Hiding capacity.

capacity up to 2.45 bpp. In this case, however, it would be difficult to effectively
compress the marked encrypted images. For comparison, Figure 10 also shows
the mean bitrate of images that were marked only and then compressed. The
encryption process was omitted for the images, so the compression performance
naturally increased. Figure 11 illustrates the compression performance using
different block sizes. The inner-pixel correlation degraded as the block size
became smaller, and thus, the compression performance also declined.

We used an Intel(R) Core i9-9900K CPU operating at 3.60GHz with
16× 2 GB of RAM. The program was implemented using MATLAB R2022a.
Figure 12 shows the computational cost of our new data hiding algorithm.
The cost is nearly equal to that of the previous data hiding algorithm.
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Figure 9: Hiding capacity using different block sizes (Kodak).

4.2 Decryption without Data Extraction

Generally, decryption should be conducted after data extraction in the restora-
tion process. As shown in Figure 1(b), if the marked encrypted image obtained
by the previous method [3] is directly decrypted without data extraction, the
image content is kept confidential. On the other hand, the proposed and
previous [16] methods have another option to obtain a marked image with high
quality by decrypting the marked encrypted image without data extraction.
The marked image still contains a payload while disclosing the image content.
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Figure 10: Lossless compression performance using JPEG-LS and JPEG2000.
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Figure 11: Lossless compression performance using different block sizes (Kodak).

Figure 12: Processing time.

We then evaluated the marked-image quality using PSNR and SSIM in
terms of the hiding capacity. The PSNR and SSIM values were calculated
using the luminance component. Figure 13 shows the marked-image quality
of the proposed, proposed without encryption, and previous methods. It is
clear that there is a trade-off between the hiding capacity and marked-image
quality. From the aspect of PSNR, the proposed method was superior to the
previous method in most cases. The SSIM values of the proposed method
were analogous to those of the previous method with a hiding capacity of less
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Figure 13: Marked-image quality using PSNR and SSIM.
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Figure 14: Marked-image quality using different block sizes (Kodak).

Figure 15: Marked images (kodim4, block size = 16). (a) L = 10 (PSNR = 26.05 dB/SSIM =
0.8219), (b) L = 25 (PSNR = 18.19 dB/SSIM = 0.5372), (c) L = 45 (PSNR = 17.04
dB/SSIM = 0.3683).

than 1 bpp. Compared with the method without encryption, the proposed
method achieved higher quality. This is because the distortion caused by the
preprocessing of data hiding was alleviated through the EtC process. Figure 14
exhibits the marked-image quality using different block sizes. Both the PSNR
and SSIM values became slightly higher as the block size got larger.

Figures 15 and 16 exhibit examples of marked images obtained by the
proposed method under different L values. We could sufficiently identify the
image context from the marked image with any value of L. However, it is clear
that the marked image quality got worse as the hiding capacity increased. We
are aware that this is a limitation of this paper and part of our future work.



20 Motomura et al.

Figure 16: Marked encrypted images (kodim18, block size = 16). (a) L = 10 (PSNR = 26.06
dB/SSIM = 0.8957), (b) L = 25 (PSNR = 18.50 dB/SSIM = 0.6628), (c) L = 45 (PSNR =
13.94 dB/SSIM = 0.4716).

5 Conclusion

We proposed an extended RDH-EI method to significantly enhance the hiding
capacity. In this method, the data-hiding algorithm has been refined on the
basis of our previous method. In PEE-HS, which was a data hiding algorithm
in the previous method, each bin could be selected as an embeddable field
only once even when the bin still had the highest frequency in the prediction
error histogram. We modified such a condition so that the bins with the
highest frequency would be constantly selected. Consequently, the maximum
hiding capacity in the proposed method has been extended up to 2.45 bpp
for each color component, while that in the previous method was 0.94 bpp at
most. Through experiments, we confirmed that the proposed method enhanced
the hiding capacity without losing the advantages of our previous method.
Even when the hiding capacity was about 2 bpp, JPEG-LS and JPEG 2000
compression of the marked encrypted images was still effective.
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