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# FUGLEDE-KADISON DETERMINANTS OVER FREE GROUPS AND LEHMER'S CONSTANTS 

FATHI BEN ARIBI


#### Abstract

Lehmer's famous problem asks whether the set of Mahler measures of polynomials with integer coefficients admits a gap at 1. In 2019, Lück extended this question to FugledeKadison determinants of a general group, and he defined the Lehmer's constants of the group to measure such a gap.

In this paper, we compute new values for Fuglede-Kadison determinants over non-cyclic free groups, which yields the new upper bound $\frac{2}{\sqrt{3}}$ for Lehmer's constants of all torsion-free groups which have non-cyclic free subgroups.

Our proofs use relations between Fuglede-Kadison determinants and random walks on Cayley graphs, as well as works of Bartholdi and Dasbach-Lalin.

Furthermore, via the gluing formula for $L^{2}$-torsions, we show that the Lehmer's constants of an infinite number of fundamental groups of hyperbolic 3-manifolds are bounded above by even smaller values than $\frac{2}{\sqrt{3}}$.


## Introduction

The Mahler measure $\mathcal{M}(P) \geqslant 0$ of a polynomial $P(X) \in \mathbb{C}[X]$, given as the geometric mean of $P$ over the unit circle, is a widely studied object in number theory. In particular, the famous Lehmer's problem asks if 1 is an accumulation point of Mahler measures of polynomials with integer coefficients. If, on the contrary, there should exist a gap around 1, one popular candidate for the lowest such Mahler measure greater than 1 is $\mathcal{M}(L)=1.176280818 \ldots$, the Mahler measure of Lehmer's polynomial $L(X)$.

Fuglede-Kadison determinants are analytic variants of the usual determinant for operators over (possibly infinite-dimensional) Hilbert spaces such as the completion $\ell^{2}(G)$ of a group algebra. Fuglede-Kadison determinants are technical to define and notoriously difficult to compute. The most common exact computations of a Fuglede-Kadison determinant are either 1 or of the form $\exp \left(\frac{\operatorname{vol}(M)}{6 \pi}\right)$ where $\operatorname{vol}(M)$ is a hyperbolic volume (via Theorem 1.11). In this paper, we expand this range of explicit computations in the case of free groups (see Theorem 0.2).

Certain operators over $\ell^{2}(\mathbb{Z})$ can be identified with elements of the ring of Laurent polynomials $\mathbb{C}[\mathbb{Z}] \cong \mathbb{C}\left[X^{ \pm 1}\right]$, and their Fuglede-Kadison determinants are then given by the appropriate Mahler measure. In 2019, this led Lück [18] to generalise Lehmer's problem to other groups than $G=\mathbb{Z}$ and study accumulation points of Fuglede-Kadison determinants. In particular, Lück defined the four Lehmer's constants $\Lambda(G), \Lambda^{w}(G), \Lambda_{1}(G), \Lambda_{1}^{w}(G)$ of a group $G$, that are greater than 1 exactly when there is a gap around 1 for certain Fuglede-Kadison determinants with integer coefficients (see Section 1.3 for more details).

In [18], Lück presented several open questions, among which the following one:

[^0]Question 0.1 (Question 1.9 (2)). - For which torsion-free groups $G$ do we have

$$
\Lambda(G)=\Lambda^{w}(G)=\Lambda_{1}(G)=\Lambda_{1}^{w}(G)=\mathcal{M}(L)=1.17628 \ldots ?
$$

A partial negative answer to Question 0.1 was given by Lück (see Example 1.10) for two Lehmer's constants of the fundamental group $G_{W e}$ of the Weeks manifold; for this group, Lück proved that $\Lambda\left(G_{W e}\right) \leqslant \Lambda^{w}\left(G_{W e}\right)<\mathcal{M}(L)=1.17628 \ldots$

In this paper, we go further and answer Question 0.1 in the negative for all four Lehmer's constants over a large class of torsion-free groups (which includes the fundamental group of the Weeks manifold).

Our first step, of independent interest, consists in computing new values for Fuglede-Kadison determinants of specific operators over free groups:

Theorem 0.2 (Theorem 2.3). - Let $d \geqslant 3$. Let $x_{1}, \ldots, x_{d-1}$ be $d-1$ generators of the free group $\mathbb{F}_{d-1}$. Let $\zeta_{1}, \ldots, \zeta_{d-1} \in \mathbb{C}$ such that $\left|\zeta_{1}\right|=\cdots=\left|\zeta_{d-1}\right|=1$. Then:

$$
\operatorname{det}_{\mathbb{F}_{d-1}}\left(\operatorname{Id}+\zeta_{1} R_{x_{1}}+\cdots+\zeta_{d-1} R_{x_{d-1}}\right)=\frac{(d-1)^{\frac{d-1}{2}}}{d^{\frac{d-2}{2}}}
$$

Our main tools to prove Theorem 0.2 are relations between Fuglede-Kadison determinants and combinatorics on Cayley graphs of free groups (specifically works of Bartholdi and Dasbach-Lalin [2, 10]). Connections between Fuglede-Kadison determinants and random walks on Cayley graphs were surveyed and studied in [14].

As a consequence of Theorem 0.2, we find a new upper bound $\frac{2}{\sqrt{3}}$ for Lehmer's constants over a large class of torsion-free groups:

Theorem 0.3 (Corollary 2.5). - Any torsion-free group $G$ that contains a subgroup $\mathbb{F}_{2}$ (such as the fundamental group of a hyperbolic 3-manifold) satisfies

$$
\Lambda(G), \Lambda_{1}(G), \Lambda^{w}(G), \Lambda_{1}^{w}(G) \in\left[1, \frac{2}{\sqrt{3}}\right]
$$

Since $\frac{2}{\sqrt{3}}=1.1547 \ldots<1.176 \ldots=\mathcal{M}(L)$, Theorem 0.3 answers Question 0.1 in the negative for the large class of torsion-free groups with non-cyclic free subgroups. In particular, this class includes the fundamental group $G_{W e}$ of the Weeks manifold, for which all four Lehmer's constants are consequently smaller than $\mathcal{M}(L)$.

In Section 3 we go further and find upper bounds smaller than $\frac{2}{\sqrt{3}}$ for an infinite subclass of the class of torsion-free groups with non-cyclic free subgroups. This subclass includes the fundamental groups of hyperbolic 3-manifolds with volume smaller than $6 \pi \ln \left(\frac{2}{\sqrt{3}}\right)$, and notably once again the group $G_{W e}$.

Theorem 0.4 (Theorem 3.2 and Corollary 3.3). - There exists an infinite family of hyperbolic 3-manifolds with finite volume such that for each such manifold $M$, and each group $G$ admitting $\pi_{1}(M)$ as a subgroup,

$$
\Lambda_{1}^{w}(G) \leqslant \Lambda_{1}^{w}\left(\pi_{1}(M)\right) \leqslant \exp \left(\frac{\operatorname{vol}(M)}{6 \pi}\right)<\frac{2}{\sqrt{3}}
$$

To prove Theorem 0.4, we prove that the $L^{2}$-torsions of the considered manifolds can be expressed as a single Fuglede-Kadison determinant of an operator of size 1, via the specific example of the Whitehead link and the formula for Dehn surgery for $L^{2}$-torsions (see Theorem 1.12).

Finally, in Section 4, we present a combinatorial method for computing upper bounds for Fuglede-Kadison determinants over groups with solvable word problem, and we illustrate it for the group of the figure-eight knot.

The article is organised as follows: in Section 1 we recall preliminaries on FugledeKadison determinants and Lehmer's constants; in Section 2 we compute new values of Fuglede-Kadison determinants over free groups via combinatorial group theory; in Section 3 we review Lehmer's constants for groups of hyperbolic 3-manifolds; finally, in Section 4, we study upper approximations of Fuglede-Kadison determinants.

In the proof of Theorem 2.3, several antiderivatives were found using Wolfram Alpha [20], on a computer equipped with a Intel® Core ${ }^{\mathrm{TM}}$ i5-8500 CPU @ 3.00 GHz $\times 6$ processor.

## 1. Preliminaries

In this section, we will set some notation and recall some fundamental properties. We will mostly follow the conventions of [5] and [17].
1.1. Mahler measure of a polynomial. Let $P \in \mathbb{C}\left[X_{1}, \ldots, X_{d}\right]$ denote a $d$ variable polynomial. Then its Mahler measure $\mathcal{M}(P)$ is the nonnegative real number

$$
\mathcal{M}(P):=\exp \left(\frac{1}{(2 \pi)^{d}} \int_{0}^{2 \pi} \cdots \int_{0}^{2 \pi} \ln \left(\left|P\left(e^{i \theta_{1}}, \ldots, e^{i \theta_{d}}\right)\right|\right) d \theta_{1} \ldots d \theta_{d}\right) \in \mathbb{R}_{\geqslant 0} .
$$

Remark that this definition immediately extends to $d$-variable Laurent polynomials $P \in \mathbb{C}\left[X_{1}^{ \pm 1}, \ldots, X_{d}^{ \pm 1}\right]$. This will be useful in Section 1.2, where the group algebra $\mathbb{C}\left[\mathbb{Z}^{d}\right]$ will be naturally identified with the algebra of Laurent polynomials $\mathbb{C}\left[X_{1}^{ \pm 1}, \ldots, X_{d}^{ \pm 1}\right]$. We refer to [6] (among others) for a survey on Mahler measures.

Example 1.1. - For $d=1$, and $P(X)=C \cdot X^{-l} \cdot \prod_{j=1}^{r}\left(X-\alpha_{j}\right) \in \mathbb{C}\left[X^{ \pm 1}\right]$ (where $C, \alpha_{1}, \ldots, \alpha_{r} \in \mathbb{C}$ and $l \in \mathbb{N}$ ), there is a closed formula

$$
\mathcal{M}(P)=|C| \cdot \prod_{j=1}^{r} \max \left\{1,\left|\alpha_{j}\right|\right\} .
$$

When $P$ has two or more variables, the Mahler measure is known for several classes of examples, such as the following one:

Example 1.2 ([6], Section 4). - The two-variable polynomial $1+X+Y \in \mathbb{C}[X, Y]$ has Mahler measure $\mathcal{M}(1+X+Y)=e^{\frac{1}{\pi} \Im \operatorname{Li}_{2}\left(e^{i \pi / 3}\right)}=1.38135 \ldots$

Example 1.3. - Lehmer's polynomial $L(X) \in \mathbb{Z}[X]$ is defined as

$$
L(X):=X^{10}+X^{9}-X^{7}-X^{6}-X^{5}-X^{4}-X^{3}+X+1 .
$$

Its Mahler measure is equal to $\mathcal{M}(L)=1.176280818 \ldots$
Question 1.4 (Lehmer's problem). -
(1) Does there exist a constant $\Lambda>1$ such that for all Laurent polynomials with integer coefficients $P(X) \in \mathbb{Z}\left[X, X^{-1}\right]$ with $\mathcal{M}(P)>1$, we have

$$
\mathcal{M}(P) \geqslant \Lambda ?
$$

(2) If the answer to (1) is yes, is the constant $\Lambda$ equal to the Mahler measure of Lehmer's polynomial, i.e.

$$
\Lambda=\mathcal{M}(L)=1.176280818 \ldots ?
$$

1.2. Fuglede-Kadison determinant. In this section we will give short definitions of the von Neumann trace and the Fuglede-Kadison determinant. More details can be found in [17] and [5].

Let $G$ be a finitely generated group. The Hilbert space $\ell^{2}(G)$ is the completion of the group algebra $\mathbb{C} G$, and the space of bounded operators on it is denoted $B\left(\ell^{2}(G)\right)$. We will focus on right-multiplication operators $R_{w} \in B\left(\ell^{2}(G)\right)$, where $R$. denotes the right regular action of $G$ on $\ell^{2}(G)$ extended to the group ring $\mathbb{C} G$ (and further extended to the rings of matrices $M_{p, q}(\mathbb{C} G)$ ).

For any element $w=a_{0} \cdot 1_{G}+a_{1} g_{1} \cdots+a_{r} g_{r} \in \mathbb{C} G$, the von Neumann trace $\operatorname{tr}_{G}$ of the associated right multiplication operator is defined as

$$
\operatorname{tr}_{G}\left(R_{w}\right)=\operatorname{tr}_{G}\left(a_{0} \operatorname{Id}_{\ell^{2}(G)}+a_{1} R_{g_{1}} \cdots+a_{r} R_{g_{r}}\right):=a_{0}
$$

and the von Neumann trace for a finite square matrix over $\mathbb{C} G$ is given as the sum of the traces of the diagonal coefficients.

Now the most concise definition of the Fuglede-Kadison determinant $\operatorname{det}_{G}(A)$ of a right-multiplication operator $A$ is probably

$$
\operatorname{det}_{G}(A):=\lim _{\varepsilon \rightarrow 0^{+}}\left(\exp \circ\left(\frac{1}{2} \operatorname{tr}_{G}\right) \circ \ln \right)\left(\left(A_{\perp}\right)^{*}\left(A_{\perp}\right)+\varepsilon \mathrm{Id}\right) \geqslant 0
$$

where $A_{\perp}$ is the restriction of $A$ to an orthogonal complement of the kernel, $*$ is the adjunction and $\ln$ the logarithm of an operator in the sense of the holomorphic functional calculus. Compare with [17, Theorem 3.14] and Proposition 1.5 below. We call the operator $A$ of determinant class if $\operatorname{det}_{G}(A) \neq 0$.

The following properties concern the classical Fuglede-Kadison determinant $\operatorname{det}_{G}$ described in [17, Chapter 3], which is not always multiplicative if one deals with non injective operators. Moreover, this determinant forgets about the influence of the spectral value 0 , which surprisingly makes it take the value 1 for the zero operator. More recent articles have used the regular Fuglede-Kadison determinant $\operatorname{det}_{G}^{r}$ instead, which is defined for square injective operators, is zero for non injective operators, and is always multiplicative. In this paper we will work with both types of determinants, but the reader should be reassured that most of the statements we will make remain unchanged while replacing one determinant with the other (up to assumptions on injectivity usually). Similarly, the statements of the following Proposition 1.5 admit immediate variants with $\operatorname{det}_{G}^{r}$. All statements of Proposition 1.5 follow from [17, Chapter 3], except for (6), which directly follows from the others.

Proposition 1.5 ([17]). - Let $G$ be a countable discrete group and let

$$
A, B, C, D \in \sqcup_{p, q \in \mathbb{N}} R_{M_{p, q}(\mathbb{C} G)}
$$

be general right multiplication operators. The Fuglede-Kadison determinant satisfies the following properties:
(1) (multiplicativity) If $A, B$ are injective, square and of the same size, then

$$
\operatorname{det}_{G}(A \circ B)=\operatorname{det}_{G}(A) \operatorname{det}_{G}(B)
$$

(2) (block triangular case) If $A, B$ are injective and square, then

$$
\operatorname{det}_{G}\left(\begin{array}{cc}
A & C \\
0 & B
\end{array}\right)=\operatorname{det}_{G}(A) \operatorname{det}_{G}(B),
$$

where $C$ has the appropriate dimensions.
(3) (induction) If $\iota: G \hookrightarrow H$ is a group monomorphism, then

$$
\operatorname{det}_{H}(\iota(A))=\operatorname{det}_{G}(A) .
$$

(4) (relation with the von Neumann trace) If $A$ is a positive operator, then

$$
\operatorname{det}_{G}(A)=\left(\exp \circ \operatorname{tr}_{G} \circ \ln \right)(A) .
$$

(5) (simple case) If $g \in G$ is of infinite order, then for all $t \in \mathbb{C}$ the operator Id $-t R_{g}$ is injective and

$$
\operatorname{det}_{G}\left(\operatorname{Id}-t R_{g}\right)=\max (1,|t|)
$$

(6) $\left(2 \times 2\right.$ trick) For all $A, B, C, D \in N(G)$ such that $B$ is invertible, $\left(\begin{array}{ll}A & B \\ C & D\end{array}\right)$ is injective if and only if $D B^{-1} A-C$ is injective, and in this case one has:

$$
\operatorname{det}_{G}\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)=\operatorname{det}_{G}(B) \operatorname{det}{ }_{G}\left(D B^{-1} A-C\right)
$$

(7) (relation with Mahler measure) Let $G=\mathbb{Z}^{d}$, and $P \in \mathbb{C}\left[X_{1}^{ \pm 1}, \ldots, X_{d}^{ \pm 1}\right]$ denote the Laurent polynomial associated to the operator $A \in R_{\mathbb{C Z}^{d}}$. Then

$$
\operatorname{det}_{\mathbb{Z}^{d}}(A)=\mathcal{M}(P)=\exp \left(\frac{1}{(2 \pi)^{d}} \int_{0}^{2 \pi} \cdots \int_{0}^{2 \pi} \ln \left(\left|P\left(e^{i \theta_{1}}, \ldots, e^{i \theta_{d}}\right)\right|\right) d \theta_{1} \ldots d \theta_{d}\right)
$$ where $\mathcal{M}$ is the Mahler measure.

(8) (limit of positive operators) If $A$ is injective, then

$$
\operatorname{det}_{G}(A)=\lim _{\varepsilon \rightarrow 0^{+}} \sqrt{\operatorname{det}_{G}\left(A^{*} A+\varepsilon \mathrm{Id}\right)} .
$$

(9) (dilations) Let $\lambda \in \mathbb{C}^{*}$. Then:

$$
\operatorname{det}_{G}\left(\lambda \operatorname{Id}^{\oplus n}\right)=|\lambda|^{n} .
$$

Remark 1.6. - If the group $G$ satisfies the strong Atiyah conjecture (see [17, Chapter 10]), then the right multiplication operator by any non-zero element of $\mathbb{C} G$ is injective, which makes it convenient to apply some parts of Proposition 1.5. Note that free groups and free abelian groups satisfy the strong Atiyah conjecture.
1.3. Lehmer's constants. Given a group $G$, its Lehmer's constants, as defined by Lück in [18], are:

- $\Lambda(G):=\inf \left\{\operatorname{det}_{G}(A) \mid A \in \sqcup_{p, q \in \mathbb{N}} R_{M_{p, q}(\mathbb{Z} G)}, \operatorname{det}_{G}(A)>1\right\}$,
- $\Lambda^{w}(G):=\inf \left\{\operatorname{det}_{G}(A) \mid A \in \sqcup_{n \in \mathbb{N}} R_{M_{n}(\mathbb{Z} G)}, A\right.$ injective, $\left.\operatorname{det}_{G}(A)>1\right\}$,
- $\Lambda_{1}(G):=\inf \left\{\operatorname{det}_{G}(A) \mid A \in R_{\mathbb{Z} G}, \operatorname{det}_{G}(A)>1\right\}$,
- $\Lambda_{1}^{w}(G):=\inf \left\{\operatorname{det}_{G}(A) \mid A \in R_{\mathbb{Z} G}, A\right.$ injective, $\left.\operatorname{det}_{G}(A)>1\right\}$.

Observe that $1 \leqslant \Lambda(G) \leqslant \Lambda^{w}(G) \leqslant \Lambda_{1}^{w}(G)$ and $1 \leqslant \Lambda(G) \leqslant \Lambda_{1}(G) \leqslant \Lambda_{1}^{w}(G)$.
Remark 1.7. - If $H$ is a subgroup of $G$, it follows from Proposition 1.5 (3) that $\lambda(G) \leqslant \lambda(H)$ for any $\lambda \in\left\{\Lambda, \Lambda_{1}, \Lambda^{w}, \Lambda_{1}^{w}\right\}$.

Remark 1.8. - Lehmer's constants are motivated by generalisations of the wellknown Lehmer problem (see Question 1.4). Indeed, Question 1.4 can be rephrased as
(1) Do we have $\Lambda_{1}^{w}(\mathbb{Z})>1$ ?
(2) Do we have $\Lambda_{1}^{w}(\mathbb{Z})=\mathcal{M}(L)=1.176280818 \ldots$ ?

As explained in [18], if there is no upper bound on the order of finite subgroups of $G$ (for instance if $G$ is the lamplighter group), then all four Lehmer's constants of $G$ are equal to 1 . Hence Lehmer's constants are especially interesting to study for torsion-free groups. For this class of groups, Lück stated the following natural questions:

Question 1.9 ([18]). -
(1) For which torsion-free groups $G$ are all four Lehmer's constants $\Lambda(G)$, $\Lambda^{w}(G), \Lambda_{1}(G)$ and $\Lambda_{1}^{w}(G)$ greater than 1?
(2) For which torsion-free groups $G$ do we have

$$
\Lambda(G)=\Lambda^{w}(G)=\Lambda_{1}(G)=\Lambda_{1}^{w}(G)=\mathcal{M}(L)=1.17628 \ldots ?
$$

Example 1.10 ([18], Example 13.2). - Lück provided a partial negative answer to Question 1.9 (2) by proving that

$$
\Lambda(G) \leqslant \Lambda^{w}(G) \leqslant \exp \left(\frac{\operatorname{vol}\left(M_{W e}\right)}{6 \pi}\right)=1.05128 \ldots<\mathcal{M}(L)=1.17628 \ldots
$$

for $G=\pi_{1}\left(M_{W e}\right)$ the fundamental group of the hyperbolic Weeks manifold $M_{W e}$. This manifold is the closed hyperbolic 3-manifold with smallest hyperbolic volume $\operatorname{vol}\left(M_{W e}\right)=0.942707 \ldots$ among this class, and it can be obtained by doing Dehn fillings on both boundary components of the Whitehead link exterior.

It follows from Remark 1.7 that the same upper bound on $\Lambda^{w}($.$) is true for any$ group $G^{\prime}$ containing $G$ as a subgroup.

In Section 3 we will extend this result by proving that this upper bound applies to $\Lambda_{1}^{w}(G)$, and thus to all four Lehmer's constants of $G$.
1.4. $L^{2}$-torsions. At first read, the reader can skip this section and simply think of the $L^{2}$-torsion $T^{(2)}(M)$ of a hyperbolic 3 -manifold $M$ as a positive number computed from Fuglede-Kadison determinants over $\pi_{1}(M)$ and related to the hyperbolic volume of $M$. We state here the necessary notions for Section 3 and we refer to [17] and [4] for more details.

A finitely generated Hilbert $\mathcal{N}(G)$-module is a Hilbert space $V$ on which there is a left $G$-action by isometries, and such that there exists a positive integer $m$ and an embedding $\phi$ of $V$ into $\bigoplus_{i=1}^{m} \ell^{2}(G)$ (in this paper, such spaces $V$ will always be of the form $\ell^{2}(G)^{\oplus n}$ for $\left.n \in \mathbb{N}\right)$.

For $U$ and $V$ two finitely generated Hilbert $\mathcal{N}(G)$-modules, we will call $f: U \rightarrow V$ a morphism of finitely generated Hilbert $\mathcal{N}(G)$-modules if $f$ is a linear $G$-equivariant map, bounded for the respective scalar products of $U$ and $V$ (in this paper, these morphisms will simply be right multiplication operators).

A finite Hilbert $\mathcal{N}(G)$-chain complex $C_{*}$ is a sequence of morphisms of finitely generated Hilbert $\mathcal{N}(G)$-modules

$$
C_{*}=0 \rightarrow C_{n} \xrightarrow{\partial_{n}} C_{n-1} \xrightarrow{\partial_{n-1}} \ldots \xrightarrow{\partial_{2}} C_{1} \xrightarrow{\partial_{1}} C_{0} \rightarrow 0
$$

such that $\partial_{p} \circ \partial_{p+1}=0$ for all $p$ (in this paper, $n$ will be at most 3 ).
The $p$-th $L^{2}$-homology of $C_{*} H_{p}^{(2)}\left(C_{*}\right):=\operatorname{ker}\left(\partial_{p}\right) / \overline{\operatorname{Im}\left(\partial_{p+1}\right)}$ is a finitely generated Hilbert $\mathcal{N}(G)$-module. We say that $C_{*}$ is weakly acyclic if its $L^{2}$-homology is trivial. We say that $C_{*}$ is of determinant class if all the operators $\partial_{p}$ are of determinant class.

Let $C_{*}$ be a finite Hilbert $\mathcal{N}(G)$-chain complex as above. Its $L^{2}$-torsion is

$$
T^{(2)}\left(C_{*}\right):=\prod_{i=1}^{n} \operatorname{det}_{\mathcal{N}(G)}\left(\partial_{i}\right)^{(-1)^{i}} \in \mathbb{R}_{>0}
$$

if $C_{*}$ is weakly acyclic and of determinant class, and is $T^{(2)}\left(C_{*}\right):=0$ otherwise.
Let $X$ be a connected compact CW-complex, $\pi=\pi_{1}(X)$ and $\gamma: \pi \rightarrow G$ be a group homomorphism. The cellular chain complex of $\widetilde{X}$ denoted

$$
C_{*}(\widetilde{X}, \mathbb{Z})=\left(\ldots \rightarrow \bigoplus_{i} \mathbb{Z}[\pi] \tilde{e}_{i}^{k} \rightarrow \ldots\right)
$$

is a chain complex of left $\mathbb{Z}[\pi]$-modules. Here the $\widetilde{e}_{i}^{k}$ are lifts of the cells $e_{i}^{k}$ of $X$. The group $\pi$ acts on the right on $\ell^{2}(G)$ by $g \mapsto R_{\gamma(g)}$, an action which induces a structure of right $\mathbb{Z}[\pi]$-module on $\ell^{2}(G)$. Let

$$
C_{*}^{(2)}(X, \gamma)=\ell^{2}(G) \otimes_{\mathbb{Z}[\pi]} C_{*}(\widetilde{X}, \mathbb{Z})
$$

denote the finite Hilbert $\mathcal{N}(G)$-chain complex obtained by tensor product via these left- and right-actions; we call $C_{*}^{(2)}(X, \gamma)$ an $\mathcal{N}(G)$-cellular chain complex of $X$. We then denote

$$
T^{(2)}(X, \gamma):=T^{(2)}\left(C_{*}^{(2)}(X, \gamma)\right)
$$

the twisted $L^{2}$ torsion of $X$ by $\gamma$. It is non-zero if and only if $C_{*}^{(2)}(X, \gamma)$ is weakly acyclic and of determinant class.

From classical theorems due to Chapman and Cohen, any two CW-structures $X, Y$ on a compact smooth 3 -manifold $M$ are simple homotopy equivalent, which implies that their twisted $L^{2}$-torsions satisfy $T^{(2)}(Y, \gamma)=T^{(2)}\left(X, \gamma \circ f_{\sharp}\right)$, where $f: X \rightarrow Y$ is a simple homotopy equivalence, $f_{\sharp}$ the induced isomorphism of fundamental groups, and $\gamma: \pi_{1}(Y) \rightarrow G$ a group homomorphism (see for example [3, Section 2.1.3] or [17, Chapter 3] for further details and references). As a consequence, in the remainder of the paper, for any hyperbolic 3 -manifold $M$ (i.e. a compact connected oriented 3 -manifold with empty or toroidal boundary, whose interior admits a complete hyperbolic structure of finite volume), we will write $T^{(2)}(M, \gamma)$ for simplicity, without making the CW-structure or the group isomorphism explicit.

Theorem 1.11 (Lück-Schick [19]). - Let $M$ be a hyperbolic 3-manifold of finite volume $\operatorname{vol}(M)$. Then

$$
T^{(2)}(M)=\exp \left(\frac{\operatorname{vol}(M)}{6 \pi}\right)
$$

Theorem 1.12 (Surgery formula [4]). - Let $M, N$ be hyperbolic 3-manifolds of finite volume such that $M$ is obtained from $N$ by Dehn filling on a toroidal
boundary component. Let $Q: \pi_{1}(N) \rightarrow \pi_{1}(M)$ denote the group epimorphism induced by the Dehn filling. Then

$$
T^{(2)}(N, Q)=T^{(2)}(M)=\exp \left(\frac{\operatorname{vol}(M)}{6 \pi}\right)
$$

Remark 1.13. - Initially, a general twisted $L^{2}$-torsion $T^{(2)}(M, \gamma)$ is defined as an alternated product of several Fuglede-Kadison determinants of operators of various sizes. However, in several important cases (see Section 3), convenient cellular decompositions and determinant simplifications help us see that $T^{(2)}(M, \gamma)$ can be expressed as a single Fuglede-Kadison determinant of a square operator of size 1.

## 2. Fuglede-Kadison determinants over free groups

In this section, we present a general method to compute Fuglede-Kadison determinants via counting paths on Cayley graphs, and we apply this method to symmetric operators over free groups (studied by Bartholdi and Dasbach-Lalin).
2.1. Computing Fuglede-Kadison determinants from Cayley graphs. The following proposition gives a method to compute the Fuglede-Kadison determinant $\operatorname{det}_{G}(A)$ using the generating series $u_{A^{*} A}(t)$ associated to the number of closed paths on a Cayley graph associated to $G$ and $A^{*} A$. This method was studied by Dasbach-Lalin in [10] and by Lück in [17, Section 3.7] with slight differences in notation, and we provide a complete proof here for the reader's convenience.

Proposition 2.1. - Let $G$ be a finitely presented group and let $A \in R_{\mathbb{C} G}$ denote an injective right multiplication operator on $\ell^{2}(G)$ by a non-zero element of the group algebra. Then for any $\lambda \in\left(0,\|A\|^{-2}\right)$, we have:

$$
\begin{aligned}
\operatorname{det}_{G}(A) & =\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{\sqrt{\lambda}} \exp \left(-\frac{1}{2} \int_{0}^{1} \frac{w_{\lambda, \varepsilon}(t)-1}{t} d t\right) \\
& =\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{\sqrt{\lambda}} \exp \left(-\frac{1}{2} \int_{0}^{1} \frac{\frac{1}{1-(1-\lambda \varepsilon) t} u_{A^{*} A}\left(\frac{-\lambda t}{1-(1-\lambda \varepsilon) t}\right)-1}{t} d t\right),
\end{aligned}
$$

where

$$
u_{A^{*} A}(t):=\sum_{k=0}^{\infty} \operatorname{tr}_{G}\left(\left(A^{*} A\right)^{k}\right) t^{k}
$$

is a convergent power series for $t$ small enough, and

$$
w_{\lambda, \varepsilon}(t)=\sum_{n=0}^{\infty} \operatorname{tr}_{G}\left(\left((1-\lambda \varepsilon) \operatorname{Id}-\lambda A^{*} A\right)^{n}\right) t^{n}=\frac{1}{1-(1-\lambda \varepsilon) t} u_{A^{*} A}\left(\frac{-\lambda t}{1-(1-\lambda \varepsilon) t}\right)
$$

is a convergent power series for $\varepsilon$ small enough and $|t|<1$.
Proof. - First equality: Let $\lambda \in\left(0,\|A\|^{-2}\right)$. Since $A$ is injective, Proposition 1.5 (8) implies that

$$
\operatorname{det}_{G}(A)=\lim _{\varepsilon \rightarrow 0^{+}} \sqrt{\operatorname{det}_{G}\left(A^{*} A+\varepsilon \mathrm{Id}\right)} .
$$

Let $\varepsilon>0$ such that $\lambda<\frac{1}{\|A\|^{2}+\varepsilon}<\frac{1}{\|A\|^{2}}$. Since $A^{*} A+\varepsilon$ Id is positive, we obtain:

$$
\begin{aligned}
\operatorname{det}_{G}\left(A^{*} A+\varepsilon \mathrm{Id}\right) & =\left(\exp \circ \operatorname{tr}_{G} \circ \ln \right)\left(A^{*} A+\varepsilon \mathrm{Id}\right) \\
& =\frac{1}{\lambda}\left(\exp \operatorname{tr}_{G} \circ \ln \right)\left(\lambda A^{*} A+\lambda \varepsilon \mathrm{Id}\right) \\
& =\frac{1}{\lambda}\left(\exp \circ \operatorname{tr}_{G} \circ \ln \right)\left(\operatorname{Id}-\left(\operatorname{Id}-\left(\lambda A^{*} A+\lambda \varepsilon \mathrm{Id}\right)\right)\right) \\
& =\frac{1}{\lambda}\left(\exp \circ \operatorname{tr}_{G}\right)\left(-\sum_{n=1}^{\infty} \frac{1}{n}\left(\operatorname{Id}-\left(\lambda A^{*} A+\lambda \varepsilon \mathrm{Id}\right)\right)^{n}\right) \\
& =\frac{1}{\lambda} \exp \left(-\sum_{n=1}^{\infty} \frac{1}{n} \operatorname{tr}_{G}\left(\left((1-\lambda \varepsilon) \operatorname{Id}-\lambda A^{*} A\right)^{n}\right)\right)
\end{aligned}
$$

where the first equality follows from Proposition 1.5 (4), the fourth one from holomorphic functional calculus and the fact that the spectrum of the positive operator $\lambda A^{*} A+\lambda \varepsilon$ Id is inside $(0,1)$ (since $\lambda<\frac{1}{\|A\|^{2}+\varepsilon}$ ), and the fifth one from the continuity property of the von Neumann trace.

Now, since the series $\sum_{n=1}^{\infty} \frac{1}{n} \operatorname{tr}_{G}\left(\left((1-\lambda \varepsilon) \operatorname{Id}-\lambda A^{*} A\right)^{n}\right)$ converges, then

$$
w_{\lambda, \varepsilon}(t):=\sum_{n=0}^{\infty} \operatorname{tr}_{G}\left(\left((1-\lambda \varepsilon) \operatorname{Id}-\lambda A^{*} A\right)^{n}\right) t^{n}
$$

is a convergent power series for $|t|<1$, and moreover that for all $T \in(0,1)$,

$$
\sum_{n=1}^{\infty} \frac{1}{n} \operatorname{tr}_{G}\left(\left((1-\lambda \varepsilon) \operatorname{Id}-\lambda A^{*} A\right)^{n}\right) T^{n}=\int_{0}^{T} \frac{w_{\lambda, \varepsilon}(t)-1}{t} d t .
$$

Finally, once again since $\sum_{n=1}^{\infty} \frac{1}{n} \operatorname{tr}_{G}\left(\left((1-\lambda \varepsilon) \operatorname{Id}-\lambda A^{*} A\right)^{n}\right)$ converges, we can apply Abel's theorem and make the passage $T \rightarrow 1^{-}$in the previous equality. Hence:

$$
\begin{aligned}
\operatorname{det}_{G}(A) & =\lim _{\varepsilon \rightarrow 0^{+}} \sqrt{\operatorname{det}_{G}\left(A^{*} A+\varepsilon \mathrm{Id}\right)} \\
& =\lim _{\varepsilon \rightarrow 0^{+}} \sqrt{\frac{1}{\lambda} \exp \left(-\sum_{n=1}^{\infty} \frac{1}{n} \operatorname{tr}_{G}\left(\left((1-\lambda \varepsilon) \operatorname{Id}-\lambda A^{*} A\right)^{n}\right)\right)} \\
& =\lim _{\varepsilon \rightarrow 0^{+}} \sqrt{\frac{1}{\lambda} \exp \left(-\int_{0}^{1} \frac{w_{\lambda, \varepsilon}(t)-1}{t} d t\right)},
\end{aligned}
$$

and the first equality follows.

Second equality: Now we compute, for $\varepsilon>0$ small enough and $t \in[0,1)$ :

$$
\begin{aligned}
w_{\lambda, \varepsilon}(t) & =\sum_{n=0}^{\infty} \operatorname{tr}_{G}\left(\left((1-\lambda \varepsilon) \operatorname{Id}-\lambda A^{*} A\right)^{n}\right) t^{n} \\
& =\sum_{n=0}^{\infty} \operatorname{tr}_{G}\left(\sum_{k=0}^{n}\binom{n}{k}(1-\lambda \varepsilon)^{n-k}(-\lambda)^{k}\left(A^{*} A\right)^{k}\right) t^{n} \\
& =\sum_{n=0}^{\infty} \sum_{k=0}^{n}\binom{n}{k}(1-\lambda \varepsilon)^{n-k}(-\lambda)^{k} \operatorname{tr}_{G}\left(\left(A^{*} A\right)^{k}\right) t^{n} \\
& =\sum_{k=0}^{\infty}\left(\frac{-\lambda}{1-\lambda \varepsilon}\right)^{k} \operatorname{tr}_{G}\left(\left(A^{*} A\right)^{k}\right) \sum_{n=k}^{\infty}\binom{n}{k}(1-\lambda \varepsilon)^{n} t^{n} \\
& =\sum_{k=0}^{\infty}\left(\frac{-\lambda}{1-\lambda \varepsilon}\right)^{k} \operatorname{tr}_{G}\left(\left(A^{*} A\right)^{k}\right) \frac{((1-\lambda \varepsilon) t)^{k}}{(1-(1-\lambda \varepsilon) t)^{k+1}} \\
& =\frac{1}{1-(1-\lambda \varepsilon) t} \sum_{k=0}^{\infty}\left(\frac{-\lambda t}{1-(1-\lambda \varepsilon) t}\right)^{k} \operatorname{tr}_{G}\left(\left(A^{*} A\right)^{k}\right)
\end{aligned}
$$

where the fifth equality follows from the binomial formula

$$
\frac{1}{(1-X)^{\alpha}}=\sum_{j=0}^{\infty}\binom{\alpha-1+j}{j} X^{j}
$$

which itself follows from the usual Taylor series for $(1-X)^{-\alpha}$ and the binomial coefficient identity $\binom{-\alpha}{j}=\binom{\alpha-1+j}{j}(-1)^{j}$.

Thus, by denoting $u(t):=\sum_{k=0}^{\infty} \operatorname{tr}_{G}\left(\left(A^{*} A\right)^{k}\right) t^{k}$, we have

$$
w_{\lambda, \varepsilon}(t)=\frac{1}{1-(1-\lambda \varepsilon) t} u\left(\frac{-\lambda t}{1-(1-\lambda \varepsilon) t}\right)
$$

and the second equality follows.
2.2. Fuglede-Kadison determinants for non-cyclic free groups. The following proposition follows from works of Bartholdi and Dasbach-Lalin [ 2,10 ] on counting paths on regular trees.

Proposition 2.2. - Let $d \geqslant 3$, let $x_{1}, \ldots, x_{d-1}$ be $d-1$ generators of the free group $\mathbb{F}_{d-1}$, and let $\zeta_{1}, \ldots, \zeta_{d-1} \in \mathbb{C}$ such that $\left|\zeta_{1}\right|=\cdots=\left|\zeta_{d-1}\right|=1$.

For $G=\mathbb{F}_{d-1}, A=\operatorname{Id}+\zeta_{1} R_{x_{1}}+\cdots+\zeta_{d-1} R_{x_{d-1}}$, and $t$ small enough, the following generating series is equal to:

$$
u_{A^{*} A}(t)=\sum_{k=0}^{\infty} \operatorname{tr}_{G}\left(\left(A^{*} A\right)^{k}\right) t^{k}=\frac{2 d-2}{d-2+d \sqrt{1-4(d-1) t}} .
$$

Proof. - The case where $\zeta_{1}=\cdots=\zeta_{d-1}=1$ is proven in [2, 10]. The main idea is the fact that $\operatorname{tr}_{G}\left(\left(A^{*} A\right)^{k}\right)$ counts the number of closed paths on a Cayley graph associated to $G$ with generating set related to the operator $A$. In general, one can pick from several different Cayley graphs for this purpose, see [2, 10] for specific examples and [14] for a more canonical choice of Cayley graph. As explained in $[2,10]$, we can pick a $d$-regular tree for the present problem. The generating series
$u_{A^{*} A}(t)$ is then determined as the solution of a functional equation, which is found by listing every possible form of a closed path on the graph.

Let us consider the general case. For $k \in \mathbb{N}$, the coefficient $\operatorname{tr}_{G}\left(\left(A^{*} A\right)^{k}\right)$ is equal to the sum of all terms $\zeta_{j_{1}} \overline{\zeta_{j_{2}}} \ldots \zeta_{j_{2 k-1}} \overline{\zeta_{j_{2 k}}}$ (where $j_{1}, \ldots, j_{2 k} \in\{0,1, \ldots, d-1\}$ and $\zeta_{0}:=1$ ) such that $x_{j_{1}} x_{j_{2}}^{-1} \ldots x_{j_{2 k-1}} x_{j_{2 k}}^{-1} \in \mathbb{F}_{d-1}$ is trivial (with the convention $x_{0}:=$ 1). Now, if $x_{j_{1}} x_{j_{2}}^{-1} \ldots x_{j_{2 k-1}} x_{j_{2 k}}^{-1}$ is trivial, then each non-zero index $j_{i}$ is paired with another index $j_{i^{\prime}}$ with $i^{\prime} \neq i, j_{i^{\prime}}=j_{i}$. Hence the associated term $\zeta_{j_{1}} \overline{\zeta_{j_{2}}} \ldots \zeta_{j_{2 k-1}} \overline{\zeta_{j_{2 k}}}$ is equal to 1 , like in the first case, and the result follows similarly.

In the following theorem, we compute Fuglede-Kadison determinants of basic operators on the free groups, using the explicit generating series of Proposition 2.2.

Theorem 2.3. - Let $d \geqslant 3$, and let $x_{1}, \ldots, x_{d-1}$ be $d-1$ generators of the free group $\mathbb{F}_{d-1}$. Let $\zeta_{1}, \ldots, \zeta_{d-1} \in \mathbb{C}$ such that $\left|\zeta_{1}\right|=\cdots=\left|\zeta_{d-1}\right|=1$. Then we have:

$$
\operatorname{det}_{\mathbb{F}_{d-1}}\left(\operatorname{Id}+\zeta_{1} R_{x_{1}}+\cdots+\zeta_{d-1} R_{x_{d-1}}\right)=\frac{(d-1)^{\frac{d-1}{2}}}{d^{\frac{d-2}{2}}}
$$

In particular, for any two generators $x, y$ of the free group $\mathbb{F}_{2}$, we have:

$$
\operatorname{det}_{\mathbb{F}_{2}}\left(\mathrm{Id}+R_{x}+R_{y}\right)=\frac{2}{\sqrt{3}}=1.1547 \ldots
$$

Proof. - Let $d \geqslant 3$ and $\zeta_{1}, \ldots, \zeta_{d-1}$ in the unit circle. First we use Proposition 2.1, by taking $G=\mathbb{F}_{d-1}, A=\operatorname{Id}+\zeta_{1} R_{x_{1}}+\cdots+\zeta_{d-1} R_{x_{d-1}}, \lambda \in\left(0, \frac{1}{d^{2}}\right)$, and we obtain:

$$
\begin{aligned}
\operatorname{det}_{\mathbb{F}_{d-1}}\left(\operatorname{Id}+\zeta_{1} R_{x_{1}}+\cdots+\zeta_{d-1} R_{x_{d-1}}\right) & =\operatorname{det}_{G}(A) \\
& =\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{\sqrt{\lambda}} \exp \left(-\frac{1}{2} \int_{0}^{1} \frac{w_{\lambda, \varepsilon}(t)-1}{t} d t\right),
\end{aligned}
$$

where

$$
w_{\lambda, \varepsilon}(t)=\sum_{n=0}^{\infty} \operatorname{tr}_{G}\left(\left((1-\lambda \varepsilon) \operatorname{Id}-\lambda A^{*} A\right)^{n}\right) t^{n}
$$

for $\varepsilon>0$ small enough and $t \in[0,1)$.
From Proposition 2.1, by denoting $u_{A^{*} A}(t):=\sum_{k=0}^{\infty} \operatorname{tr}_{G}\left(\left(A^{*} A\right)^{k}\right) t^{k}$, we have

$$
w_{\lambda, \varepsilon}(t)=\frac{1}{1-(1-\lambda \varepsilon) t} u_{A^{*} A}\left(\frac{-\lambda t}{1-(1-\lambda \varepsilon) t}\right) .
$$

Since it suffices to prove that

$$
\lim _{\varepsilon \rightarrow 0^{+}} \int_{0}^{1} \frac{w_{\lambda, \varepsilon}(t)-1}{t} d t=\ln \left(\frac{d^{d-2}}{(d-1)^{d-1} \lambda}\right)
$$

let us denote $I_{\lambda, \varepsilon}:=\int_{0}^{1} \frac{w_{\lambda, \varepsilon}(t)-1}{t} d t$ and prove that $I_{\lambda, \varepsilon} \underset{\varepsilon \rightarrow 0^{+}}{\rightarrow} \ln \left(\frac{d^{d-2}}{(d-1)^{d-1} \lambda}\right)$.
It follows from Proposition 2.2 that

$$
u_{A^{*} A}(t)=\frac{2 d-2}{d-2+d \sqrt{1-4(d-1) t}},
$$

thus

$$
I_{\lambda, \varepsilon}=\int_{0}^{1} \frac{\frac{1}{1-(1-\lambda \varepsilon) t} \frac{2 d-2}{d-2+d \sqrt{1+\frac{4(d-1) \lambda t}{1-(1-\lambda) t}}}-1}{t} d t .
$$

With the change of variables $x=(1-\lambda \varepsilon) t$ and by denoting $a=\frac{4(d-1) \lambda}{1-\lambda \varepsilon}$, we find $I_{\lambda, \varepsilon}=\int_{0}^{1-\lambda \varepsilon}\left(2(d-1) R(x)-\frac{1}{x}\right) d x$, where

$$
R(x):=\frac{1}{x(1-x)\left(d-2+d \sqrt{1+\frac{a x}{1-x}}\right)}=\frac{d \sqrt{1+\frac{a x}{1-x}}-(d-2)}{x\left(\left(d^{2} a-4 d+4\right) x+4 d-4\right)} .
$$

To find an antiderivative of $R(x)$, we first split it into a sum of partial fractions:

$$
R(x)=\frac{1}{4(d-1)}\left(-\frac{d-2}{x}+\frac{d-2}{x+\frac{4 d-4}{d^{2} a-4 d+4}}+d \frac{\sqrt{1+\frac{a x}{1-x}}}{x}-d \frac{\sqrt{1+\frac{a x}{1-x}}}{x+\frac{4 d-4}{d^{2} a-4 d+4}}\right) .
$$

For any generic constant $C$, an antiderivative of $x \mapsto \frac{\sqrt{1+\frac{a x}{1-x}}}{x+\frac{4 C-4}{C^{2} a-4 C+4}}$ is given by $x \mapsto 2 \sqrt{1-a} \cdot \operatorname{arsinh}\left(\sqrt{\frac{(1-x)(1-a)}{a}}\right)-2 \frac{C-2}{C} \operatorname{artanh}\left(\frac{C-2}{C} \sqrt{\frac{1-x}{a x-x+1}}\right)$, hence the cases $C=1$ and $C=d$ provide the antiderivatives of the third and fourth terms in the previous expression of $R(x)$. The arsinh terms cancel, and we find the following antiderivative $F(x)$ for the function $\left(2(d-1) R(x)-\frac{1}{x}\right)$ :

$$
\begin{aligned}
F(x)= & -\frac{d}{2} \ln (x)+\frac{d-2}{2} \ln \left|x+\frac{4 d-4}{d^{2} a-4 d+4}\right| \\
& -d \operatorname{artanh}\left(\sqrt{\frac{1-x}{a x-x+1}}\right)+(d-2) \operatorname{artanh}\left(\frac{d-2}{d} \sqrt{\frac{1-x}{a x-x+1}}\right) .
\end{aligned}
$$

From what precedes, we therefore have $I_{\lambda, \varepsilon}=F(1-\lambda \varepsilon)-F(0)$.
Recall that $a, R, F$ all depend on $\varepsilon$, although it is not apparent in the notation. Since $\lim _{\varepsilon \rightarrow 0^{+}}(a)=4(d-1) \lambda$, we can compute

$$
\lim _{\varepsilon \rightarrow 0^{+}} F(1-\lambda \varepsilon)=\frac{d-2}{2} \ln \left|\frac{d^{2} 4(d-1) \lambda}{d^{2} 4(d-1) \lambda-4 d+4}\right| .
$$

To compute $F(0)$, we first need to remark that

$$
\begin{aligned}
& \operatorname{artanh}\left(\sqrt{\frac{1-x}{a x-x+1}}\right)=\frac{1}{2} \ln \left(\frac{1+\sqrt{\frac{1-x}{a x-x+1}}}{1-\sqrt{\frac{1-x}{a x-x+1}}}\right) \\
& =\ln \left(1+\sqrt{\frac{1-x}{a x-x+1}}\right)-\frac{1}{2} \ln \left(1-\frac{1-x}{a x-x+1}\right) \\
& =\ln \left(1+\sqrt{\frac{1-x}{a x-x+1}}\right)+\frac{1}{2} \ln (a x-x+1)-\frac{1}{2} \ln (a x) .
\end{aligned}
$$

The only terms in $F(x)$ that diverge in $x=0$ are $-\frac{d}{2} \ln (x)$ and $(-d)\left(-\frac{1}{2} \ln (a x)\right)$, which cancel (leaving the term $\frac{d}{2} \ln (a)$ ). Hence we have:

$$
F(0)=\frac{d-2}{2} \ln \left|\frac{4 d-4}{d^{2} a-4 d+4}\right|-d \ln (2)+\frac{d}{2} \ln (a)+(d-2) \operatorname{artanh}\left(\frac{d-2}{d}\right) .
$$

Since $\operatorname{artanh}\left(\frac{d-2}{d}\right)=\frac{1}{2} \ln (d-1)$, we find in the limit $\varepsilon \rightarrow 0^{+}$:
$F(0) \underset{\varepsilon \rightarrow 0^{+}}{\rightarrow} \frac{d-2}{2} \ln \left|\frac{4 d-4}{d^{2} 4(d-1) \lambda-4 d+4}\right|-d \ln (2)+\frac{d}{2} \ln (4(d-1) \lambda)+\frac{d-2}{2} \ln (d-1)$, and thus $\lim _{\varepsilon \rightarrow 0^{+}} I_{\lambda, \varepsilon}=\lim _{\varepsilon \rightarrow 0^{+}} F(1-\lambda \varepsilon)-F(0)$ is equal to

$$
\lim _{\varepsilon \rightarrow 0^{+}}=\ln \left(\frac{\left(d^{2} 4(d-1) \lambda\right)^{\frac{d-2}{2}}}{(4 d-4)^{\frac{d-2}{2}} 2^{-d}(4(d-1) \lambda)^{\frac{d}{2}}(d-1)^{\frac{d-2}{2}}}\right)=\ln \left(\frac{d^{d-2}}{(d-1)^{d-1} \lambda}\right)
$$

which concludes the proof.
The methods used in Proposition 2.2 and Theorem 2.3 can be generalised to other operators and Cayley graphs, as in the following corollary.

Corollary 2.4. - Let $d \geqslant 2$, and let $x_{1}, \ldots, x_{d}$ be $d$ generators of the free group $\mathbb{F}_{d}$. Let $\zeta_{1}, \xi_{1}, \ldots, \zeta_{d}, \xi_{d} \in \mathbb{C}$ such that $\left|\zeta_{1}\right|=\left|\xi_{1}\right|=\cdots=\left|\zeta_{d}\right|=\left|\xi_{d}\right|=1$. Let $A=\zeta_{1} R_{x_{1}}+\xi_{1} R_{x_{1}^{-1}}+\cdots+\zeta_{d} R_{x_{d}}+\xi_{d} R_{x_{d}^{-1}}$. Then we have:
(1) For $t$ small enough, the following generating series is equal to:

$$
u_{A^{*} A}(t)=\sum_{k=0}^{\infty} \operatorname{tr}_{\mathbb{F}_{d}}\left(\left(A^{*} A\right)^{k}\right) t^{k}=\frac{4 d-2}{2 d-2+2 d \sqrt{1-4(2 d-1) t}}
$$

(2) The Fugelede-Kadison determinant of $A$ is equal to

$$
\operatorname{det}_{\mathbb{F}_{d}}\left(\zeta_{1} R_{x_{1}}+\xi_{1} R_{x_{1}^{-1}}+\cdots+\zeta_{d} R_{x_{d}}+\xi_{d} R_{x_{d}^{-1}}\right)=\frac{(2 d-1)^{\frac{2 d-1}{2}}}{(2 d)^{d-1}}
$$

Proof. - (1) The case where $\zeta_{1}=\xi_{1}=\cdots=\zeta_{d}=\xi_{d}=1$ follows from [2, 10] (this time the circuits are considered in a (2d)-regular tree).

The general case follows from a similar argument as in the proof of Proposition 2.2 , with a slight difference: this time no letter is trivial, thus any trivial word must be of even length, and therefore any coefficient $\zeta_{i}$ (resp. $\xi_{i}$ ) is necessarily multiplied with a coefficient equal to $\zeta_{i}^{*}$ (resp. $\xi_{i}^{*}$ ), and vice-versa.
(2) The result follows from (1) (i.e. the value of $u_{A^{*} A}(t)$ ) as in the proof of Theorem 2.3, except that each $d$ is replaced with $2 d$.
2.3. Consequences on Lehmer's constants. Now, as a consequence of Theorem 2.3, we obtain new upper bounds on Lehmer's constants and a negative answer to Question 1.9 (2) for a large class of groups:

Corollary 2.5. - For every $d \geqslant 2$, Lehmer's constants $\Lambda\left(\mathbb{F}_{d}\right), \Lambda_{1}\left(\mathbb{F}_{d}\right), \Lambda^{w}\left(\mathbb{F}_{d}\right)$ and $\Lambda_{1}^{w}\left(\mathbb{F}_{d}\right)$ do not depend on $d$. Moreover, for every $d \geqslant 2$, we have

$$
\Lambda\left(\mathbb{F}_{d}\right) \leqslant \Lambda^{w}\left(\mathbb{F}_{d}\right) \leqslant \Lambda_{1}^{w}\left(\mathbb{F}_{d}\right)=\Lambda_{1}\left(\mathbb{F}_{d}\right) \leqslant \frac{2}{\sqrt{3}}=1.1547 \ldots<\mathcal{M}(L)=1.17628 \ldots
$$

In particular, any torsion-free group $G$ containing a subgroup $\mathbb{F}_{d}$ for $d \geqslant 2$ (such as the fundamental group of a hyperbolic 3-manifold, see [1, C.3, C.26]) also satisfies

$$
\Lambda(G), \Lambda_{1}(G), \Lambda^{w}(G), \Lambda_{1}^{w}(G) \in\left[1, \frac{2}{\sqrt{3}}\right]
$$

Remark 2.6. - Note that groups containing nonabelian free groups are known as full-sized groups, see for example [7]. The conclusion of Corollary 2.5 thus applies to all torsionfree full-sized groups.

Proof. - The first statement follows from Remark 1.7 and the fact every free group $\mathbb{F}_{d}$ (for $d \geqslant 2$ ) injects in $\mathbb{F}_{2}$ and vice-versa.

In the second statement, the first two inequalities follow immediately from the definitions, and the first equality from the fact that free groups satisfy the Strong Atiyah Conjecture (see Remark 1.6 and [17, Theorem 10.19]). The third inequality follows from Theorem 2.3 and the first statement (observe that $d \mapsto \frac{(d-1)^{\frac{d-1}{2}}}{d^{\frac{d-2}{2}}}$ is increasing for $d \geqslant 3$, thus $\frac{2}{\sqrt{3}}$ is the best upper bound available).

The third statement follows from the second one and Remark 1.7: for any torsionfree group $G$ with $\mathbb{F}_{d}<G$, we have $\lambda(G) \leqslant \lambda\left(\mathbb{F}_{d}\right)$ for any $\lambda \in\left\{\Lambda, \Lambda_{1}, \Lambda^{w}, \Lambda_{1}^{w}\right\}$.

At the time of writing, $\frac{2}{\sqrt{3}}=1.1547 \ldots$ appears to be the best known upper bound for $\Lambda_{1}^{w}(G)$ when $G$ is a generic torsion-free group with non-cyclic free subgroups.

There are specific subclasses of this large class of groups where we can go further and establish upper bounds of the form $\exp \left(\frac{\operatorname{vol}(M)}{6 \pi}\right)$ that are even smaller than $\frac{2}{\sqrt{3}}=1.1547 \ldots$. We will discuss them in the next section (see Theorem 3.2 and Corollary 3.3).

For generic torsion-free groups that do not have non-cyclic free subgroups (such as amenable groups), Question 1.9 (2) appears to be still open and $\mathcal{M}(L)=$ $1.17628 \ldots$ remains the best known upper bound for all Lehmer's constants. We refer to [18] for more detailed discussions on this subject.

## 3. LEHMER'S CONSTANTS FOR GROUPS OF SMALL HYPERBOLIC MANIFOLDS

When $M$ is a hyperbolic 3-manifold, Lück's argument in [18, Section 13] for the case of closed $M$ also applies to the case of cusped $M$, and provides an upper bound on two Lehmer's constants of $\pi_{1}(M)$, as stated as follows:

Proposition 3.1. - Let $M$ be a hyperbolic 3-manifold. Then

$$
\Lambda\left(\pi_{1}(M)\right) \leqslant \Lambda^{w}\left(\pi_{1}(M)\right) \leqslant \exp \left(\frac{\operatorname{vol}(M)}{6 \pi}\right) .
$$

Proof. - This follows from [18, Section 13] and [17, Theorem 4.9].
We now show that for several hyperbolic 3-manifolds, notably the ones with smallest volume, we can strenghten Proposition 3.1 by bounding all four Lehmer's constants by the quantity $\exp \left(\frac{\operatorname{vol}(M)}{6 \pi}\right)$.

Theorem 3.2. - Let $M$ be a hyperbolic 3-manifold, either closed or with cusps, and $G=\pi_{1}(M)$. Assume that $M$ satisfies one of the two following properties:
(1) $M$ has cusps and $G$ has a presentation with two generators and one relator,
(2) $M$ is obtained by one or more Dehn fillings on a manifold $N$ satisfying (1).

Then there exists an operator $A \in R_{\mathbb{Z} G}$ such that

$$
\operatorname{det}_{G}(A)=T^{(2)}(M)=\exp \left(\frac{\operatorname{vol}(M)}{6 \pi}\right)
$$

In particular, all four Lehmer's constants of $G$ admit the upper bound $\exp \left(\frac{\operatorname{vol}(M)}{6 \pi}\right)$.

Proof. - If $M$ satisfies (1), then the result follows from [17, Theorem 4.9].
Now let us assume that $M$ satisfies (2), and let

$$
N=N_{0}, N_{1}, \ldots, N_{d-1}, N_{d}=M
$$

be a sequence of hyperbolic compact 3-manifolds with empty or toroidal boundary such that $N=N_{0}$ satisfies (1) and for $k=0, \ldots, d-1, N_{k+1}$ is obtained from $N_{k}$ by Dehn filling on a boundary component of $N_{k}$. Let us denote $G_{k}:=\pi_{1}\left(N_{k}\right)$ (for $k=0, \ldots, d$ ) and $Q_{k}: G_{k} \rightarrow G_{k+1}$ (for $k=0, \ldots, d-1$ ) the group epimorphism induced by the Dehn filling process.

Since $N$ satisfies (1), there exists an operator $A \in R_{\mathbb{Z} G_{0}}$ such that

$$
\operatorname{det}_{G_{0}}(A)=T^{(2)}(N) .
$$

Let us denote $c_{1} \in G_{1}=\pi_{1}\left(N_{1}\right)$ the homotopy class of the core of the solid torus that was glued to $N_{0}$ by the Dehn filling process; one can also see $c_{1}$ as the class of a knot $K_{1}$ we can drill out from $N_{1}$ to obtain $N_{0}$.

We remark that $c_{1}$ is non trivial. Indeed, if $c_{1}$ was trivial, then one could choose the knot $K_{1}$ to be a small unknot lying in a 3 -ball; by drilling out $K_{1}$, the boundary of this 3 -ball would then be a separating sphere in $N_{0}$, which would contradict the fact that $N_{0}$ is hyperbolic (and thus irreducible).

We now remark that $c_{1}$ has infinite order. This follows from the fact that $c_{1}$ is non-trivial, and that $G_{1}$ is torsion-free (because $N_{1}$ is hyperbolic, thus idrreducible with infinite fundamental group, see for instance [1]).

Finally, from the Dehn surgery formula for $L^{2}$-torsions (see Theorem 1.12 or [4, Proposition 4.2]), since the core class $c_{1}$ has infinite order, we have

$$
T^{(2)}\left(N_{1}\right)=T^{(2)}\left(N_{0}, Q_{0}\right)=\operatorname{det}_{G_{1}}\left(Q_{0}(A)\right)
$$

The previous argument applies for any $k$, thus by immediate induction, we have $T^{(2)}\left(N_{d}\right)=T^{(2)}\left(N_{d-1}, Q_{d-1}\right)=\cdots=T^{(2)}\left(N_{0}, Q_{d-1} \circ Q_{d-2} \circ \cdots \circ Q_{0}\right)=\operatorname{det}_{G_{d}}\left(A^{\prime}\right)$, where $A^{\prime}=\left(Q_{d-1} \circ Q_{d-2} \circ \cdots \circ Q_{0}\right)(A) \in R_{\mathbb{Z} G_{d}}$.

The conclusion follows from the Lück-Schick theorem (see Theorem 1.11).
Corollary 3.3. - Let $M$ be a hyperbolic 3-manifold obtained by Dehn fillings on the exterior of the Whitehead link. Then

$$
\Lambda_{1}^{w}\left(\pi_{1}(M)\right) \leqslant \exp \left(\frac{\operatorname{vol}(M)}{6 \pi}\right) .
$$

In particular, this applies to the Weeks manifold $M_{W e}$.
Proof. - This follows from Theorem 3.2 and the fact that the group of the Whitehead link admits for instance the presentation (by simplifying a Wirtinger presentation)

$$
\left\langle a, b \mid\left[a,[a, b]\left[a, b^{-1}\right]\right]\right\rangle,
$$

where we denote $[g, h]:=g h g^{-1} h^{-1}$ the commutator of $g, h$, and $a, b$ are the classes of meridians of each of the two components of the Whitehead link.

There is a finite number of cusped hyperbolic 3 -manifolds with volume less than $6 \pi \ln \left(\frac{2}{\sqrt{3}}\right)=2.711 \ldots$ (see for instance [13]). For each such cusped manifold $M$, the group $\pi_{1}(M)$ admits a presentation with two generators and one relator (this can
be checked for each case on the software Snappy [9]), thus it follows from Theorem 3.2 that

$$
\Lambda_{1}^{w}\left(\pi_{1}(M)\right) \leqslant \exp \left(\frac{\operatorname{vol}(M)}{6 \pi}\right)<\frac{2}{\sqrt{3}}=1.1547 \ldots
$$

for each such $M$.
The same condition holds for the infinite number of closed hyperbolic 3-manifolds with volume less than $6 \pi \ln \left(\frac{2}{\sqrt{3}}\right)=2.711 \ldots$ and satisfying the conditions of Theorem 3.2 or Corollary 3.3 (the one with smallest volume being the Weeks manifold).

For fundamental groups of hyperbolic 3-manifolds not covered by the previous two paragraphs, the upper bound

$$
\Lambda_{1}^{w}\left(\pi_{1}(M)\right) \leqslant \Lambda_{1}^{w}\left(\mathbb{F}_{2}\right) \leqslant \frac{2}{\sqrt{3}}=1.1547 \ldots
$$

(which follows from Corollary 2.5) remains the best one at the moment.

## 4. Approximate computations of Fuglede-Kadison determinants

This section builds upon [17, Section 3.7] and [3, Appendix B].
Let $G$ be a finitely presented group and let $A \in R_{\mathbb{C} G}$ denote an injective right multiplication operator on $\ell^{2}(G)$ by a non-zero element of the group algebra. In general, trying to compute the exact value of $\operatorname{det}_{G}(A)$ with techniques such as Proposition 2.1 may prove too difficult, either the step of computing the generating series, or the value of the integral, or both.

However, in several cases, an approximate value of $\operatorname{det}_{G}(A)$ can still yield useful information. For instance, if $A \in R_{\mathbb{Z} G}$, then an upper bound $D>1$ on $\operatorname{det}_{G}(A)$ will provide the same upper bound $D$ for Lehmer's constant $\Lambda_{1}^{w}(G)$. This motivates us to mention a general method of obtaining a sequence of upper approximations for $\operatorname{det}_{G}(A)$, once again via combinatorial group theory.

Proposition 4.1. - Let $G$ be a finitely presented group and let $A \in R_{\mathbb{C} G}$ denote an injective right multiplication operator on $\ell^{2}(G)$ by a non-zero element of the group algebra. Then for any fixed $\lambda \in\left(0,\|A\|^{-2}\right)$, the sequence

$$
\sqrt{\frac{1}{\lambda} \exp \left(-\sum_{n=1}^{N} \frac{1}{n} \operatorname{tr}_{G}\left(\left(\operatorname{Id}-\lambda A^{*} A\right)^{n}\right)\right)}
$$

decreases towards $\operatorname{det}_{G}(A)$ as $N \rightarrow \infty$.
Proof. - From the proof of Proposition 2.1, for any fixed $\lambda \in\left(0,\|A\|^{-2}\right)$, we have

$$
\operatorname{det}_{G}(A)=\lim _{\varepsilon \rightarrow 0^{+}} \sqrt{\frac{1}{\lambda} \exp \left(-\sum_{n=1}^{\infty} \frac{1}{n} \operatorname{tr}_{G}\left(\left((1-\lambda \varepsilon) \operatorname{Id}-\lambda A^{*} A\right)^{n}\right)\right)}
$$

Since $A^{*} A$ is positive and $\operatorname{tr}_{G}$ is monotone, we have for all $n \geqslant 1$ and $\varepsilon<\varepsilon^{\prime}$ that

$$
0 \leqslant \operatorname{tr}_{G}\left(\left(\left(1-\lambda \varepsilon^{\prime}\right) \operatorname{Id}-\lambda A^{*} A\right)^{n}\right) \leqslant \operatorname{tr}_{G}\left(\left((1-\lambda \varepsilon) \operatorname{Id}-\lambda A^{*} A\right)^{n}\right)
$$

Thus, by taking partial sums from 1 to any fixed $N$, we have:

$$
\begin{aligned}
\operatorname{det}_{G}(A) & \leqslant \sqrt{\frac{1}{\lambda} \exp \left(-\sum_{n=1}^{N} \frac{1}{n} \operatorname{tr}_{G}\left(\left((1-\lambda \varepsilon) \operatorname{Id}-\lambda A^{*} A\right)^{n}\right)\right)} \\
& \leqslant \sqrt{\frac{1}{\lambda} \exp \left(-\sum_{n=1}^{N} \frac{1}{n} \operatorname{tr}_{G}\left(\left(\left(1-\lambda \varepsilon^{\prime}\right) \mathrm{Id}-\lambda A^{*} A\right)^{n}\right)\right)}
\end{aligned}
$$

where the first inequality becomes an equality as $N \rightarrow \infty$ and $\epsilon \rightarrow 0^{+}$.
From what precedes, we get the following upper bound

$$
\begin{aligned}
\operatorname{det}_{G}(A) & \leqslant \sqrt{\frac{1}{\lambda} \exp \left(-\sum_{n=1}^{N^{\prime}} \frac{1}{n} \operatorname{tr}_{G}\left(\left(\operatorname{Id}-\lambda A^{*} A\right)^{n}\right)\right)} \\
& \leqslant \sqrt{\frac{1}{\lambda} \exp \left(-\sum_{n=1}^{N} \frac{1}{n} \operatorname{tr}_{G}\left(\left(\operatorname{Id}-\lambda A^{*} A\right)^{n}\right)\right)}
\end{aligned}
$$

for all $N^{\prime}>N \geqslant 1$. The result follows.
We can now use Proposition 4.1 to obtain upper approximations of $\operatorname{det}_{G}(A)$. For this, we also need a method for solving the word problem in $G$. Once we have such a method, with enough time we can compute any finite number of terms $\operatorname{tr}_{G}\left(\left(\operatorname{Id}-\lambda A^{*} A\right)^{n}\right)$ and thus a partial sum up to $N$.

We illustrate such a process with the example of the fundamental group $G=$ $\pi_{1}(m 004)$ of the figure-eight knot complement $m 004$. Remark that $m 004$ is one of the two cusped hyperbolic manifolds with smallest volume (equal to $\operatorname{vol}(m 004)=$ $2.0298 \ldots$ ), and it follows from Section 3 that

$$
\Lambda_{1}^{w}(G) \leqslant T^{(2)}(m 004)=\operatorname{det}_{G}(A)=\exp \left(\frac{\operatorname{vol}(m 004)}{6 \pi}\right)=1.113 \ldots
$$

for several possible operators $A \in R_{\mathbb{Z} G}$.
A convenient way to solve the word problem in a linear group $H$ is to use a linear faithful representation $\rho: H \hookrightarrow G L_{2}(\mathbb{C})$ and to compare a matrix $\rho(g)$ (for $g \in H$ ) to the matrix $\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$. When $M$ is a hyperbolic 3 -manifold and $H=\pi_{1}(M)$, there exists such a faithful representation $\rho$, which is built from the complete hyperbolic structure on $M$; the computer program Snappy [9] computes the value of this representation $\rho$ on the generators of $H$. We use this method for $H=G=\pi_{1}(m 004)$ for two different operators.

From a diagram of the figure-eight knot, we can obtain a Wirtinger presentation of $G$, which reduces to the presentation

$$
P=\left\langle x, y \mid x y x^{-1} y x=y x y^{-1} x y\right\rangle .
$$

Remark that the abelianization goes from $G$ to $\mathbb{Z}$ and sends $x, y$ to 1 . We consider the operator

$$
A_{t}:=I d-t R_{y}-t R_{x y x^{-1}}-t R_{y x y^{-1}}+t^{2} R_{x y x^{-1} y}
$$

defined for all $t>0$. As a function of $t>0$, the Fuglede-Kadison determinant of $A_{t}$ gives the $L^{2}$-Alexander invariant of the figure-eight knot $4_{1}$ :

$$
\Delta_{4_{1}}^{(2)}(t)=\operatorname{det}_{\mathcal{N}\left(G_{K}\right)}\left(A_{t}\right)
$$

When $t=1$, we have $\operatorname{det}_{G}\left(A_{1}\right)=T^{(2)}(m 004)=\exp \left(\frac{\operatorname{vol}(m 004)}{6 \pi}\right)=1.113 \ldots$
Remark that since the figure-eight knot is fibered, $G$ is a semi-direct product of $\mathbb{F}_{2}$ and $\mathbb{Z}$ and thus satisfies the strong Atiyah conjecture.

We compute upper approximations of $\Delta_{4_{1}}^{(2)}(t)$ from the operator $A_{t}$. For each $t>0$, we choose $\lambda^{-1}=1+3 t+t^{2}$ on the interval $I=[0.001 ; 4]$. The approximations up to $N=6$ are drawn in blue in Figure 4.1. The known exact values of $\Delta_{4_{1}}^{(2)}(t)$ (which are 1 on $(0 ; 0.38), 1.113 \ldots$ in 1 and $t^{2}$ on $(2.618 ; 4)$, see [3]) are drawn in red.


Figure 4.1. Upper approximation for $\Delta_{4_{1}}^{(2)}(t)$ from the Wirtinger presentation.

Since the figure-eight knot complement is obtained from the one of the Whitehead link via a Dehn filling of slope -1 , the group $G$ admits the presentation

$$
P^{\prime}=\left\langle a_{1}, \alpha, \beta \mid\left[a_{1}, \alpha\right]\left[a_{1}^{-1}, \alpha\right]=\beta, \alpha \beta^{-1}=1\right\rangle .
$$

Here the abelianization to $\mathbb{Z}$ acts as: $a_{1} \mapsto 1, \alpha, \beta \mapsto 0$. We consider the operator

$$
A_{t}^{\prime}=I d-R_{a_{1} \alpha a_{1}^{-1}}-\frac{1}{t} R_{\left[a_{1}, \alpha\right] a_{1}^{-1}}+\frac{1}{t} R_{\left[a_{1}, \alpha\right] a_{1}^{-1} \alpha}
$$

and the $L^{2}$-Alexander invariant is here equal to

$$
\Delta_{4_{1}}^{(2)}(t)=\operatorname{det}_{\mathcal{N}\left(G_{K}\right)}\left(t A_{t}^{\prime}\right) \cdot \max (1, t)
$$

Once again, for $t=1$, we have

$$
\operatorname{det}_{G}\left(A_{1}^{\prime}\right)=T^{(2)}(m 004)=\exp \left(\frac{\operatorname{vol}(m 004)}{6 \pi}\right)=1.113 \ldots
$$

We compute upper approximations of $\Delta_{4_{1}}^{(2)}(t)$ from approximations $f_{N}(t)$ of $\operatorname{det}_{\mathcal{N}\left(G_{K}\right)}\left(t A_{t}^{\prime}\right)$. We choose $\lambda^{-1}=2+2 t$ and the interval $I=[0.001 ; 4]$. The approximations $\left(f_{N}(t) \cdot \max (1, t)\right)$ up to $N=7$ are drawn in blue in Figure 4.2. The known exact values of $\Delta_{4_{1}}^{(2)}(t)$ (which are 1 on $(0 ; 0.38), 1.113$ in 1 and $t^{2}$ on $(2.618 ; 4)$ ) are drawn in red. The forms of the upper approximations in Fig-


Figure 4.2. Upper approximation for $\Delta_{4_{1}}^{(2)}(t)$ from the twist knot presentation.
ures 4.1 and 4.2 led us to conjecture that the $L^{2}$-Alexander invariant was always a convex function [3, Conjecture 6.1]. Liu later proved in [16] that this invariant is always a multiplicatively convex function, which implies in particular that it is indeed convex and continuous. This illustrates the potential of computing such upper approximations.
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