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ABSTRACT
Previous work has shown that children tend to trust embodied con-
versational agents such as social robots. Also, that children have
difficulty assessing the credibility of information. The study re-
ported in this paper addresses how children’s attitudes toward and
trust in a robot affect their acceptance of information provided by
the robot. We conducted a within-subjects study (N=30) where chil-
dren engaged with a ‘trustworthy’ versus an ‘untrustworthy’ robot.
Due to the pandemic period, this interaction was carried out via
video call. The children played a quiz with the robot where we mea-
sured whether they accepted the information provided by the robot.
Results show that the manipulation of trustworthiness was suc-
cessful. We did not find evidence for a causal relationship between
trust in the robot and acceptance of the information. Furthermore,
semi-structured interviews offered a more in-depth understand-
ing of how children perceived the two different robots and their
preference for the trustworthy robot.
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1 INTRODUCTION
The internet is a rich source of information that children are ex-
pected to use independently to learn about many different topics.
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However, the quality of the information is variable. Information
can be incomplete, irrelevant, or sometimes even outright false. We
focus on children in their last two years of primary school since at
this age children increasingly search for information online [17]
but also struggle with assessing the credibility of information [14].
Children are increasingly exposed to conversational agents, e.g.,
smart speakers and robots, for instance at home, in schools, and
in public spaces. A robot’s embodiment evokes and smoothens so-
cial interaction, and might help with learning [6, 35]. Face-to-face,
spoken, conversation that robots support provides a natural way of
communicating and children often find talking to a robot engaging
[23] and enjoyable [22].

This also brings challenges that need to be investigated. For
instance, children tend to (over)trust social robots [12, 13]. Children
base their trust in conversational partners on characteristics, such
as likeability [9] or errors the robot previously made [15]. Research
by Vollmer et al. [36] has shown that when children trust robots,
they tend to conform to what the robot is saying.

We are interested in how the relationship between child, robot,
and information impacts the search process. In the current study,
we focus on how we can establish different trust levels in a robot,
and how trust in the robot influences the acceptance of retrieved
information, based on the challenges identified in [4].

2 RELATEDWORK
2.1 Children and online information
Important skills relating to assessing the credibility of informa-
tion are media literacy and informational skills. Media literacy is
concerned with the ability to consciously, critically, and actively
engage with media [8]. Informational skills include the signalling
and analysing of an information need and the skills to search, select,
process, and present information [8]. Although educators and gov-
ernmental institutions emphasize the need for these skills, they are
not always present with children [25, 33]. However, from the age
of 3, children already understand that some information sources
are more trustworthy than others [16].

In studies carried out in the US and in the Netherlands, a hoax
website about a non-existent animal was used to gauge children’s
ability to identify a fake website. Most children trusted the fake
website [24, 28]. Xu et al. [38] compared the ability to distinguish
real and fake news and found that children performed significantly
worse than adults and did not perform much better than chance.
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Flanagin and Metzger [14] list several reasons for children’s chal-
lenges in assessing the credibility of online information. Firstly,
since children have less life experience, they have accumulated less
experience, knowledge, and awareness of competing resources on
which credibility assessments are based. Secondly, assessing credi-
bility requires cognitive skills still developing in children, making
them more susceptible. They also emphasize the risks of assessing
credibility inaccurately, which include hampered learning but also
physical safety [14]. When children receive information from a
robot, the risk of these issues may be increased due to the com-
plex social and inherently trusting relationship they may have
with a robot. Therefore, a deeper understanding of the relation-
ship between child, robot, and information is necessary before
information-providing robots can be designed responsibly.

2.2 Children’s trust in robots
As children tend to build social relationships with robots [6], it
becomes important to take the consequences of such relationships
into account. One of the consequences is the trust relationship
between the child and the robot [12]. Trust can have consequences
for what a user does before, during, or after the interaction [11, 21].
If trust is absent in a human-robot relationship, the user might not
be using the robot to its fullest capabilities and discard some of its
functions (underuse). Too much trust (overtrust) is also problematic
since a user may over-rely on information from the robot, believing
that the robot is always correct.

Because of the complexity of trust, researchers have struggled
with ways to measure trust reliably. Many try to capture it with
self-report measures that aim to measure trust within the HRI con-
text (e.g., the trust-in-hri questionnaire [30], the HRI trust scale
[39], the trust scale for child-robot interaction [34]). However, these
are subject to people-pleasing with children [5]. Others try with
behavioural measures, such as a trust game (based on [7]) or endors-
ing one robot over the other [15]. However, these measures restrict
the interaction between the child and the robot and their design
is not suitable for the context of information search. This context
requires a broad measure of trust to account for the epistemic and
social aspects that are involved in the interaction. Thus, we need a
child-appropriate broad measure of trust.

2.2.1 Why children trust robots. To gain more insight into chil-
dren’s perception of information-providing robots, we need to iden-
tify what children base their trust on. Two core aspects seem to
play a role: previous accuracy of the robot [10, 15], and a robot’s
social traits, such as benevolence, attractiveness and intelligence
[3, 19, 20, 32]. However, this literature studied young children,
showing that research is needed that looks into older children. As
children age, they tend to rely more on the epistemic traits of the
informant and less on social traits [26]. It is not known when this
shift actually occurs. The older children get the more important
epistemic traits such as intelligence become. They also still con-
sider the likability of the robot as a proxy for trustworthiness [9].
Furthermore, literature suggests that children base their trust on
the perceived likeability and intelligence of the robot, but the task
context of the interaction can determine which factor is salient [15].
In this study, we implemented trust measures, as well as measures

for perceived likeability, intelligence and knowledgeability to gain
insight into children’s trust and reasoning.

3 AIM
Previous research showed that children find it hard to assess infor-
mation [14]. In addition, children tend to trust robots [12, 13, 31].
Therefore, we expect children will base their assessment of the
credibility of the information on their trust in the robot presenting
the information. This leads us to study the following hypothesis:
H: Children who perceive a robot as more trustworthy are more likely
to accept information presented by the robot, as compared to children
who perceive a robot as less trustworthy.

In addition to testing the hypothesis, we aim to to gain insight
into children’s attitudes towards information-providing robots. Fi-
nally, an important challenge in researching children’s trust in
robots is to find a reliable method to induce trust or distrust in a
robot. Therefore, we also aim to establish a reusable trust manipu-
lation for child-robot interaction.

4 METHOD
We conducted an online, within-subject study with a trustworthy
robot (𝑇 ) and an untrustworthy robot (𝑈 ). Children played a quiz
with each robot where they assessed the credibility of the infor-
mation that the robot provided. The within-subject design allows
children to compare the conditions and makes more efficient use of
the limited number of participants. The study was approved by the
ethics committee of our university.

4.1 Participants
Children (N=35) between 10 and 12 years old participated in the
study. Responses from 5 participants were excluded from the anal-
yses because they did not know what to answer more than once
on the trust questionnaire, resulting in 𝑁 = 30 (𝑀 = 11.13 years
old, 𝑆𝐷 = 0.73; 𝐹 = 15, 𝑀 = 15). They were all pupils of the last
two years of primary school in the Netherlands. Parents/guardians
gave informed consent on their behalf. Children also gave consent
themselves. Participants were randomly assigned to first interact
with the trustworthy or the untrustworthy robot, as well as whether
they would play quiz A or B first. Two quiz versions were used to
avoid repeating questions.

4.2 Independent variable
The independent variable was the trustworthiness of the robot. The
trustworthiness of the robot was manipulated based on research
from social sciences and HRI, since the robot has a high anthro-
pomorphic design, factors from human-human interaction can be
mapped onto human-robot interaction, following the CASA para-
digm [27]. To maximize the contrast between a trustworthy robot
(𝑇 ) and an untrustworthy one (𝑈 ), the manipulation focused on
three key aspects of trust: the robot’s capabilities (technological
trust), its displayed emotions (social trust), and its past accuracy
(epistemic trust) [15, 20, 32]. These were integrated in three parts of
the manipulation: a video testimonial of the robot, the demonstra-
tion of the robot throughout the interaction, and the quiz answers.
The manipulation was checked by measuring children’s trust level
in the robot at two-time intervals (see 4.3 for further detail). For
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ease of reference to the children, the trustworthy robot was named
‘Bart’ and the untrustworthy robot ‘Henk’.

First, children saw a 1-minute video of the robot in question
before they interacted with it, based on [20, 32]. Bart was presented
as very capable and reliable, with displays of positive emotions
and the capability of making jokes. Henk was presented as very
incapable, with displays of negative emotions, and faulty behaviour,
such as speech recognition errors and flickering. The behaviour
shown during the video was also present during the interactions.
Furthermore, the demonstration of behaviour included Bart stating
that they were there to help the child (showing benevolence [19]),
and Henk staying neutral or slightly negative in its expressions.
Finally, Bart always suggested the correct answer, since errors can
diminish a child’s trust in the robot [15]. Henk always suggested
an incorrect yet probable answer. The (in)correctness of the robot
was disclosed to the child after every question round.

4.3 Measures
4.3.1 Quantitative measures. We measured the children’s percep-
tion of the robots with a focus on their trust. We implemented a
validated trust questionnaire with four items, for measuring gen-
eral trust between children and robots by Van Straten et al. [34].
Furthermore, we asked children about the perceived likeability, in-
telligence, and knowledgeability of the robot (two items each), that
were inspired by the Godspeed questionnaire [2], and adapted for
children. The trust questionnaire was executed twice (after their
first introduction to the robot before the quiz, and after the quiz,
referred to as trust1 and trust2) to understand trust development
during the quiz, following the advice from Schaefer et al. [30] to
measure trust multiple times throughout the interaction. Likeabil-
ity, perceived intelligence and perceived knowledgeability were
only measured in measurement moment II, since including them
in both measurement moments would have made the process too
long for the children. The measurement moments can be seen in
figure 2. For all measurements, we used a (5-point) smileyometer
[29] that children could fill out in a web form. This was the same
web form that the children used to play the quiz. We measured in-
formation acceptance by having the child explicitly fill out whether
they endorsed the robot’s answer or not. An overview of the trust
questionnaires and robot perception scales is shown in table 2.

4.3.2 Interviews. After the children engaged with both robots, a
semi-structured interview of 15 questions was held via the video-
call. The goal was to gain insight into the children’s perception of
the robots when comparing the two, what they thought of robots
and the internet in general and how they expected robots to deal
with credibility issues of online information. We also asked about
their current voice agent usage to see if children had experience
with talking to an agent, and what they thought about the online
setup, as opposed to a face-to-face setup.

4.4 Procedure and technical set-up
The participant sat in front of a laptop in a separate room at school.
To avoid physical proximity with regard to the COVID-19 pandemic,
the researcher, participant, and robot were connected through video
call. The robot had a separate video feed (see the left side of Fig. 1).
The researcher and robot were not visible at the same time. The

Figure 1: Setup at the office (robot’s side, left) and the school
(child’s side, right).

video and window for the quiz and the questionnaires were dis-
played in a split-screen. The researcher welcomed the participant
and explained the procedure, including that they would talk to two
versions of a robot. The goal was explained as earning as many
points as possible by assessing the robot’s suggestion correctly.
The participant was also told that they could stop at any moment
without giving a reason. After the briefing, the participant watched
a video where the robot was introduced according to the condition.
They then had an introductory interaction consisting of small talk
about the participant’s day, their expectations, and previous robot
experience. This was followed by a questionnaire on their trust in
the robot (measurement moment I; trust1). Then the quiz started
and an open-ended question was displayed. The robot asked the
participant to read the question out loud. The robot then asked
whether the participant had an idea of what the answer might be
and then gave a suggested answer. The participant chose whether
to accept the suggestion or not. The correct answer was revealed
before going to the next question. Children received points for judg-
ing correctly whether the robot’s suggestion was correct or not,
they did not have to provide a correct answer to the question. After
three quiz questions, the participant filled out the questionnaire on
trust and perceptions (measurement moment II; trust2, likeability,
intelligence, knowledgeability), and proceeded to the second condi-
tion which followed the same structure. In the end, the researcher
held a semi-structured interview with the child as an expert. The
procedure is shown in Fig. 2.

The robot we used was a Furhat [1]. The second researcher who
was not visible in the call, teleoperated the robot (called Wizard-of-
Oz). The wizard was mainly functioning as the speech recognizer of
the robot and clicked the appropriate button following a script. The
only script deviations were when a participant did not understand,
then a statement could be repeated. The wizard also controlled the
laptop in the school to set it up for new participants.

The quiz was on fun facts. The questions were designed to be
unfamiliar to children, and the answers suggested by the robots
were designed to appear equally plausible. This creates a situation
in which children cannot rely on their own knowledge to base
their judgement of the information on. We presented the robots as
information-providing robots that can search online for the correct
answer (in debriefing we disclosed that this was pre-programmed
and the internet was used). There were two versions of the quiz
(A and B) in order for participants to have different questions each
round. Examples of questions we used are “What do you call a 1
with 100 zeros?”, and “What animal cannot look up?”. Each quiz
consisted of three questions.
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Table 1: Manipulation of trust throughout the study.

Manipulation Level Literature Low trust (𝑈 ) High trust (𝑇 )
Introduction [20] Robot is incapable, faulty, and made by shady roboticists Robot is very capable, smart, and made by the best roboticists
Demonstration [20] Robot breaks down, flickers Robot interacts perfectly, shows micro-expressions
Looks [32] Neutral face Smiling face
Answers [15] Always incorrect Always correct

Figure 2: Procedure of the study. Top grey block is a within-subjects design with both robots (X2 means it is encountered twice),
the bottom grey block is the quiz design which entailed three questions (X3 means it is encountered three times).

4.5 Analysis
Our analysis consists of descriptive statistics, statistical tests, and
qualitative analysis for the interviews. We checked for normality
using Shapiro-Wilk tests (R version 4.2). Our data was not nor-
mally distributed, therefore we proceeded with non-parametric
tests. We also checked whether quiz type, quiz order and condi-
tion order had effects on how trust and robot perception questions
were answered. We checked for internal consistency (Cronbach’s
𝛼 with R package psych 2.2.5) of the trust and perception scales.
Wilcoxon-Pratt signed-rank tests (R package coin 1.4.2) were used
for assessing the effect of the condition on the trust measures (both
measurement points), and on the perception measures. We used a
generalised linear mixed model (R package lme4 1.1.30) to see if the
likeliness of accepting the presented information was influenced by
the trust condition. Finally, the interview answers were analysed
qualitatively with a thematic analysis, which was done by the first
two authors watching the video recordings of the interviews, and
grouping children’s answers into topics of interest. The notes on
these topics were then summarized collaboratively into themes that
reflect the range of children’s responses.

5 RESULTS
5.1 Manipulation check of the trust conditions
We wanted to check whether we could successfully manipulate
trust and whether trustworthy and untrustworthy conditions were
established. Following Van Straten et al. [35], the four trust ques-
tionnaire items were averaged for both measurement moments for
this comparison. Internal consistency (Chronbach’s 𝛼) was satisfac-
tory for both measurement moments (0.76 for trust1, and 0.87 for
trust2; see Table 2).

A Shapiro-Wilk test showed deviance from the normal distri-
bution therefore we used a Wilcoxon-Pratt Signed-Rank Test on
trust1 and trust2 by condition. The descriptives of the two trust
measurement moments are reported in table 2.

Before running our analyses we checked whether our experimen-
tal design had any unintended influence on trust2, by checking for
order effects withWilcoxon-Pratt Signed-Rank Tests. No significant
effects were found on condition order nor quiz order. During the
experiment, we noticed the second question in quiz B had a strong
effect on children’s information acceptance. This question involved
exponential growth, which may have been too challenging. Using
Fisher’s exact test we can see this question had a significant effect
on acceptance (𝑝 < 0.001).

A Wilcoxon-Pratt Test showed that trust1 answers were signifi-
cantly different between the two trust conditions (𝑍 = 2.512, 𝑝 =

0.010, 𝑟 = 0.324), with a 𝑇 condition median of 4.25 and a 𝑈 con-
dition median of 4.0. For trust2 there was also significant differ-
ence between the 𝑇 condition (𝑀𝑑𝑛 = 4) and the 𝑈 condition
(𝑀𝑑𝑛 = 3.25) (𝑍 = 3.925, 𝑝 < 0.001, 𝑟 = 0.507). These results can
be found in figure 3. The graph also shows a trust decrease during
the quiz in both conditions, especially in the𝑈 condition.

5.2 Trust and information acceptance
We wanted to examine whether trust influenced children’s accep-
tance of the information provided by the robot. Information accep-
tance was based on the children’s choice in the third question, to
give children time to become familiar with the robot during the
first two questions. Children in the𝑇 condition accepted the robot’s
answer more often (21 times) than children in the 𝑈 condition (14
times) (see also Table 3). However, a GLMM with binary distribu-
tion did not show significance. Therefore, our hypothesis could not
be accepted.
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Table 2: Measurements, their number of items, Cronbach’s alpha (see section 5), and the medians and mean absolute deviations
(MAD) of the conditions and total scores. All items used a 5-point smileyometer. See the appendix for the complete list of items.

Construct Number N Cronbach’s 𝛼 T Median (MAD) UMedian (MAD) TotalMedian (MAD)
of items

Trust1 4 30 0.76 4.25 (0.37) 4 (1.11) 4 (0.74)
Trust2 4 30 0.87 4 (0.74) 3.25 (1.11) 3.75 (1.11)

Likeability 2 29 0.8 4.5 (0.74) 4.5 (0.74) 4.5 (0.74)
Intelligence 2 29 0.93 4.5 (0.74) 3.5 (1.48) 4.25 (1.11)

Knowledgeability 2 29 0.93 5 (0) 4 (1.48) 4.5 (0.74)
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1 2
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Figure 3: Median values of trust measurement moment I
(trust1) and II (trust2) by condition (trustworthy 𝑇 robot vs.
untrustworthy𝑈 robot). Note that the y-axis is capped.

Table 3: Children’s answers on the quiz questions per con-
dition (trustworthy 𝑇 robot vs. untrustworthy 𝑈 robot). The
questions with translation can be found in the appendix.

1𝑠𝑡 question 2𝑛𝑑 question 3𝑟𝑑 question
T U T U T U

Accept 20 16 11 7 21 14
Not accepted 10 14 19 23 9 16

5.3 Trust, likeability, intelligence and
knowledgeability of the robot

The trust condition correlated with other perceptions children
had of the robot. One participant was left out of this compari-
son, due to answering ‘I do not know’ on one of the two items of
the scale. After showing satisfactory internal consistency within
the constructs (𝛼 > 0.70, see Table 2), we performed a Wilcoxon-
Signed Rank test on perceived likeability, intelligence and knowl-
edgeability of the robot between conditions. We found signifi-
cant differences on all three constructs, showing higher outcomes
in the trustworthy condition; intelligence (𝑀𝑑𝑛 𝑇𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 =

4.5, 𝑀𝑑𝑛𝑈𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 = 3.5) (𝑍 = 4.322, 𝑝 < 0.001, 𝑟 = 0.567),
knowledgeability (𝑀𝑑𝑛𝑇𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 = 5, 𝑀𝑑𝑛𝑈𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 = 4) (𝑍 =

4.2941, 𝑝 < 0.001, 𝑟 = 0.564), and likeability (𝑀𝑑𝑛𝑇𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 =

4.5, 𝑀𝑑𝑛𝑈𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 = 4.5) (𝑍 = 2.117, 𝑝 = 0.043, 𝑟 = 0.278).

5.4 Findings from interviews
We gathered some interesting findings from the interviews at the
end of each session. Children preferred Bart (𝑇 ), mainly because
it was perceived as smarter. Some children preferred Henk (𝑈 ),
because it behaved ‘funny’. Children seemed to relate their thoughts
about robots to their thoughts about people. For instance, Bart (𝑇 )
felt “like youwere talking to a person” and talked “like wewould say
it”. On the other hand, differences between robots and people were
also observed by the children. One child mentioned: “With people
you can see when they lie, with robots you cannot!”. Occasionally
(N=6), children mentioned the programmer, and felt that any fault
was the programmer’s doing. When asking children about their
internet use and its credibility, children seemed to be aware of ‘bad’
information, but did not agree on which websites they could trust.
Finally, we asked the children what the difference between a video
call and a physical interaction would be for them, hypothetically.
Children argued that physical could be more fun, but they would
also be more nervous.

6 DISCUSSION AND CONCLUSION
The results show that our trust manipulation to create two levels of
trust in robots worked, although the ‘low trust’ in𝑈 was still above
the midpoint of the scale (see Table 2) and should be considered as
‘lower trust’. The qualitative results support these findings, showing
that children noticed differences between the robots when asked
about it, that were in line with our manipulation. Since the manip-
ulation was successful, we could test our hypothesis that children
are more likely to accept information presented by a trustworthy
robot than by an untrustworthy one.

Information acceptance was not significantly impacted by the
trust condition, meaning we cannot accept our hypothesis H. Re-
sults showed that children tend to accept information from the
robot. This could be explained by the literature that shows children
find it challenging to assess the credibility of information [14, 38].
Furthermore, our behavioural measure of information acceptance
was a first attempt at measuring this, but it might not have been
sufficient to capture whether children accepted the information.
For future research, the information acceptance measure should be
tested further, and improved upon.

Children did find the robot in the 𝑇 condition more likeable,
intelligent and knowledgeable than the robot in the 𝑈 condition.
Perceived trust was correlated with likeability, intelligence and
knowledgeability. The study was designed as a quiz about fun facts
for children and trust was therefore probably more epistemically
(based on knowledge of the robot) judged than interpersonally
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(based on the honesty of the robot). Future research should account
for this by choosing an appropriate type of trust measure for their
context, taking into account potential confounding factors.

The fact that children often compared robots to humans, shows
the strong urge of children to anthropomorphize robots [18]. How-
ever, six children also showed awareness about the fact that people
(programmers) are responsible for building the robots appropriately.
This could impact future work: if children know the programmers
behind the robot, this might influence their perception of the robot.
For future trust research in child-robot interaction, this means that
not only children’s trust in the robot should be studied, but also
children’s trust in the programmer or developer.

Using a behavioural measure for information acceptance, we
believe, is useful in prompting more objective results than question-
naires, since these are prone to people-pleasing, especially when
children are involved [5]. However, we also suggest future stud-
ies complement a behavioural measure with a self-report scale for
measuring information acceptance. The self-report measure could
reveal more subtleties in children’s acceptance decisions.

Our study had several limitations. For example, it is unclear
whether children perceived playing the quiz as risky (a possible
precondition for influencing behaviour based on trust [37]). The
study was conducted via video call due to the pandemic, which
likely affected the results. Furthermore, we did not check for chil-
dren’s understanding of the information source, which could have
affected their trust in the robot. Our conclusions should be con-
sidered carefully, as a post-hoc power analysis showed a power of
0.797 with a sample size of 30 and a lack of diversity in the sample.

We contribute to the field of HRI by finding that trust, in the con-
text of our study, correlates with perceived likeability, intelligence,
and knowledgeability and our manipulation of trustworthiness was
successful and researchers can further build on our method used.
Although we found trust had no significant impact on informa-
tion acceptance, this first study yielded valuable insights. Future
research will further examine the interaction between children,
robots, and information.
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