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A B S T R A C T   

More accurate and process-based satellite evapotranspiration (ET) estimation for the Tibetan Plateau (TP)—the 
Third Pole of the world—have long been of major interest in hydrometeorology. Combining recent advances in 
satellite-based ET mechanistic algorithms and data-oriented methods allows ET hybrid modeling by coupling 
physical constraints with machine learning (ML). Specifically, we developed two hybrid models, a surface 
conductance-based ML model (ML-Gs) and a soil evaporation-based ML model (ML-Es), to estimate regional ET 
on the TP. These hybrid models have biophysical framework, under which one of the parameters or components 
is modeled using ML. Hybrid models make ML complementary to the process-based ET framework, which to find 
an optimal junction between well physical mechanism and high model performance. The daily ET estimates were 
evaluated at 28 eddy covariance flux tower sites, as well as by comparison with two process-based ET algorithms 
(a Penman–Monteith-based ET-PM algorithm and a Priestley-Taylor-based ET-PT algorithm) and a data-oriented 
pure ML method. The hybrid models decreased the root-mean-square-error (RMSE) of two physical algorithms 
(1.11 mm/day for ET-PM, 1.09 mm/day for ET-PT) to 0.50 mm/day, and increased the Kling-Gupta efficiency 
(KGE) (0.35 for ET-PM, 0.36 for ET-PT) to 0.92. Our hybrid models also showed improved performance (KGE of 
0.65) than pure ML (KGE of 0.62) at data-sparse regions as well as for the responses to extreme weather events. It 
indicates that our approach does not only boost the ET simulation accuracy, but also improve the physical un
derstanding of ML-based ET estimation. More importantly, ML-Es focuses on the ET components on the TP and is 
more well-defined than ML-Gs. An innovation of our approach is that for data-sparse regions and extreme cases, 
the more robust physical mechanism was coupled, the better generalization performance of hybrid model could 
achieve. The spatiotemporal ET patterns based on our hybrid models were consistent with the variations in local 
climatic regions and could provide critical information on the understanding of hydrological processes under the 
global and regional climate changes.   

1. Introduction 

Terrestrial evapotranspiration (ET) is a crucial component of the 
energy budget and hydrological cycle (Kool et al., 2014; Trenberth et al., 
2009). The Tibetan Plateau (TP), with an average elevation of >4000 m, 
is considered the “Third Pole” of the world. The water and heat transfer 
of the TP may be a key regional driver and amplifier of global climate 

change (Dong et al., 2012; Zhang et al., 2018). Additionally known as 
the “Water Tower of Asia”, the TP is also the water source for sur
rounding lowlands (Immerzeel et al., 2010). Therefore, accurate 
regional ET quantification in TP is of great significance for under
standing the ecosystem response to climate change as well as for 
enumerating the feedback mechanisms between water resources and 
ecosystem functioning (Fisher et al., 2017; Jasechko et al., 2013; Jung 
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et al., 2010). 
In situ observations can provide accurate point ET measurements, 

but their sparse distribution in TP limits the accurate acquisition of 
regional ET. Remote sensing observations combined with process-based 
flux equations are an effective strategy to quantify regional ET of this 
region (Chen, 2021; Chen and Liu, 2020). Conventional process-based 
algorithms, including the Penman-Monteith (PM)-based equation 
(Monteith, 1965), Priestley-Taylor (PT)-based equation (Priestley and 
Taylor, 1972), Surface Energy Balance System (SEBS) (Su, 2002), Single- 
Source model (Bastiaanssen et al., 1998), Two-Source model (Kustas and 
Norman, 1997; Norman et al., 1995) and empirical/semiempirical al
gorithms (Wang et al., 2010a), have been widely used for the generation 
of global and regional satellite ET products (Chen et al., 2019; Fisher 
et al., 2020; Liang et al., 2020; Martens et al., 2017; Mu et al., 2011). 
However, regional ET quantification in TP remains a challenging task 
due to complex physical and biological controls on ET and high variation 
in geophysical conditions of TP (Allen et al., 2011; Smith et al., 2019). 
The SEBS-estimated multiyear (2001–2018) average ET of TP was 496 
± 23 mm/year (Han et al., 2021), while the multiyear (1982–2016) 
average value based on Penman-Monteith-Leuning Version 2 (PML V2) 
was 353 ± 24 mm/year (Ma and Zhang, 2022). The process-based ET 
models differ substantially when applied in TP (Han et al., 2021; Ma and 
Zhang, 2022; Ma et al., 2015; Wang et al., 2018; Yuan et al., 2021). One 
possible reason is that, as ET substantially changes over time, the static 
parameterizations of some process-based models limit the dynamic 
capture of ET throughout different plant functional types, especially for 
heterogeneous surfaces. With the deluge of satellite- and ground-based 
observations, machine learning (ML) approaches are increasingly used 
in hydrology, especially for ET prediction at regional and global scales 
(Bodesheim et al., 2018; Jung et al., 2019; Li et al., 2018a; Lu and 
Zhuang, 2010; Trajkovic et al., 2003). Data-oriented ML ET models can 
collect patterns and insights from the stream of satellite and meteoro
logical data and automatically extract spatiotemporal features to pro
vide more powerful and flexible predictions (Reichstein et al., 2019). 
However, these data-oriented ET estimates may not be suitable for 
extrapolation to heterogeneous and data-sparse regions because they are 
empirically based (Shang et al., 2021; Zhao et al., 2019). There is scope 
for the further development of ML-based ET models to better adapt to 
hydroscientific applications. 

The coupling of process-based models and ML provides alternative 
ways to model complex phenomena from natural physical processes 
(Karpatne et al., 2017). Physical models and ML approaches can be 
treated as complements to each other instead of independent scientific 
paradigms (Reichstein et al., 2019). At present, similar studies have 
been carried out. Zhao et al. (2019) proposed a physics-constrained 
hybrid model to conserve the surface energy budget of the ET process, 
which used a modified PM equation as a loss function of the artificial 
neural network (ANN) to estimate ET at the site scale. However, an 
important question is whether hybrid model is capable at regional scales 
with ML replaced the specific process formulations. Koppa et al. (2022) 
trained a deep learning model to embed a transpiration stress (St) 
formulation within process-based ET algorithms to yield a global hybrid 
ET model. But this hybrid model focuses on the ML modeling of tran
spiration stress of vegetation, which is not suitable for the high-altitude 
and vegetation-sparse TP. There are still great limitation and uncertainty 
of these hybrid models used in the TP. 

On the sparsely vegetated TP, soil evaporation (ETs) tends to domi
nate the total ET. Globally, the ETs accounts for 20% to 40% of total ET 
(Lawrence et al., 2007; Miralles et al., 2016; Schlesinger and Jasechko, 
2014; Talsma et al., 2018), and the ratio of TP is >60% (Wang et al., 
2018). Hence, the quantification of ETs is vital for the accurate ET 
estimation on this region. However, there is no consensus on a clear 
paradigm to describe the complex feedback mechanisms, which has led 
to substantial uncertainties in the estimation of ETs (Yuan et al., 2021). 
This provides an opportunity for the coupling of ETs with ML. Besides, 
the PM-based ET algorithms have been proved to have substantial errors 

by many studies, the mainly challenge is to determine the surface 
conductance (gs) for different climatic, vegetation, and soil water con
ditions (Mu et al., 2011; Wang and Dickinson, 2012). This is because 
that the gs varies widely with changes of actual environmental and 
biological conditions, which makes it hardly to be calibrated (Ma et al., 
2015). Despite studies were carried out to estimate gs (Kochendorfer 
et al., 2011; Nishida et al., 2003; Zhao et al., 2016), due to insufficient 
theoretical bases and substantial uncertainties, the ET estimates exhibit 
wide discrepancies across models with different using of gs. The ML 
methods thus provide an opportunity to replace the traditional expres
sion of gs. However, hybrid models with different coupling frameworks 
have not been substantially compared, and the linkages between con
strained physical mechanism and coupling performance are not clear. 

Aiming to mitigate these issues, we explored two promising strate
gies of ET hybrid modeling for the TP, which apply ML a complement to 
physical models. The objectives of this study were to (1) develop two 
hybrid models, a surface conductance-based ML model and a soil 
evaporation-based ML model; (2) evaluate the two hybrid models based 
on EC observations at 28 flux tower sites and by comparison with 
process-based physical models and a data-oriented pure ML model; and 
(3) implement the mapping of multiyear (2003–2018) mean ET using 
the two hybrid models to investigate their spatiotemporal performance 
over the TP. 

2. Model description 

We proposed two hybrid models, a surface conductance-based ma
chine learning model (ML-Gs) and a soil evaporation-based machine 
learning model (ML-Es) (Fig. 1). These hybrid models have biophysical 
framework, under which one of the parameters or components is 
modeled using ML. The ET estimation of the hybrid models for the TP 
were compared with a pure ML method and two process-based ET al
gorithms (Fig. 1). 

The same set of input variables for the hybrid models (ML-Gs and 
ML-Es) and pure ML model were selected: incident solar radiation (Rs), 
air temperature (Ta), relative humidity (RH), normalized difference 
vegetation index (NDVI), soil moisture (SM) and land surface tempera
ture (LST). These variables were chosen because they are key parameters 
in ET mechanisms and involve a wide range of data sources, including 
meteorological, optical, thermal, and microwave satellite data. The 
logics of the ET algorithms are described below. 

2.1. Physics-guided hybrid ET models 

2.1.1. Surface conductance-based machine learning model 
To monitor global ET on decadal scales using meteorological data 

complemented with remote sensing observations, Wang et al. (2010a) 
provided a semiempirical expression based on PM framework: 

λE = λEE + λEA (1)  

λEE =
Δ

Δ + γ
• (Rn − G) • gs (2)  

λEA =
γ

Δ + γ
• VPD • ga • gs (3)  

where λE is the latent heat flux (W m− 2), λEE is the energy control on ET 
(W m− 2), λEA is the atmospheric control on ET (W m− 2), λ is the latent 
heat of evaporation (J kg− 1), Δ is the slope of the saturated vapor 
pressure vs temperature curve (k Pa ◦C− 1), γ is the psychrometric con
stant (k Pa ◦C− 1), Rn represents the net radiation and G is the soil heat 
flux in W m− 2. gs and ga are the surface and aerodynamic conductance 
(m s− 1), respectively, and VPD represents the vapor pressure deficit of 
the air (Pa). This semiempirical ET algorithm can be expressed as: 
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λE =

[
Δ

Δ + γ
• (Rn − G)+

γ
Δ + γ

• VPD • ga

]

• gs (4) 

The ga can be parameterized by the wind speed (WS) using 0.26 • (1 
+ 0.54 • WS) (Parlange et al., 1995; Shuttleworth, 2007; Yang et al., 
2013). gs was parameterized by Wang et al. (2010a) using the relative 
humidity deficit (RHD) and vegetation indices (VI). This algorithm 
functions well where net radiation and stomatal conductance data are 
available and the vegetation is not water stressed (Wang et al., 2010b; 
Yao et al., 2014). 

To enhance the simulation performance of Eq. (4) at the TP, we 
replaced the empirical expression of gs with an ML model as follows: 

gs ∼ ML(Rs, Ta,RH,NDVI, SM,LST) (5) 

To train this ML model, the input variables include Rs, Ta, RH, NDVI, 
SM and LST. We have no available ground observations for gs, and we 
used the latent heat flux (LE) obtained from EC observations to infer gs 
based on Eqs. 1–4. The inferred gs was used as the target variables to 
train this ML model. Daily ET estimates based on this ML-Gs algorithm 
were generated at 1-km spatial resolution. 

2.1.2. Soil evaporation-based machine learning model 
To further explore the potential possibilities of the hybrid modeling 

framework, we developed a more complete coupling scheme by calcu
lating ET as the sum of the canopy transpiration (λEc), interception 

evaporation (λEi) and soil evaporation (λEs) (Eq. 6). For the expression of 
canopy transpiration, we used a MOD16-based ET algorithm (Mu et al., 
2011), which was calibrated by Yuan et al. (2021): 

λE = λEc + λEi + λEs (6)  

λEc =

(
Δ • Rnc + ρ • Cp • VPD • fc

/
rc

a

)
• (1 − fw)

Δ + γ •
(
1 + rc

s

/
rc

a

) (7)  

rc
a =

rh • rr
rh + rr

(8)  

rc
s =

1
CL • m(Tmin) • m(VPD) • LAI

(9)  

fw = RH4 (10)  

where Rnc is the net radiation absorbed by the vegetation canopy (W 
m− 2); ρ is the air density (kg m− 3); Cp is the specific heat capacity of air 
at constant pressure (J kg− 1 K− 1); fc and fw are the vegetation cover 
fraction and relative surface wetness, respectively; ra

c is the aerodynamic 
resistance (s m− 1) which is calculated as the parallel resistance to 
convective (rr) and radiative (rh) heat transfer (Yuan et al., 2021), rs

c is 
the surface resistance of the canopy (s m− 1), respectively. m(Tmin) and m 
(VPD) are multipliers that limit the potential stomatal conductance (Mu 
et al., 2007; Mu et al., 2011). CL represents the mean potential stomatal 

Fig. 1. Development framework of our study. a) Data-oriented pure machine learning, b) and c) physics-guided hybrid ET models, and d) process-based ET algo
rithms. λE is the latent heat flux and λ is the latent heat of vaporization. λEc stands for canopy transpiration, λEi stands for interception evaporation and λEs represents 
for soil evaporation. 
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conductance per unit leaf area and was recalibrated to 0.0038 (m s− 1) by 
Yuan et al. (2021) using measurements from five eddy covariance (EC) 
sites over the TP. 

λEi can be calculated by the formula developed by Fisher et al. (2008) 
based on the Priestley-Taylor equation (Priestley and Taylor, 1972): 

λEi = α Δ
Δ + γ

Rncfw (11)  

where α is the PT coefficient of 1.26 for water bodies. 
To more accurately simulate soil evaporation, we adopted an ML 

model to calculate the ETs over the TP: 

λEs ∼ ML(Rs, Ta,RH,NDVI, SM,LST) (12) 

To train this ML model, the input variables include Rs, Ta, RH, NDVI, 
SM and LST. We have no available ground observations for ETs, and we 
LE obtained from EC observations to infer ETs based on Eqs. 6–11. The 
inferred ETs was used as the target variables to train this model. The 
daily ET estimates based on this ML-Es model were estimated with 1-km 
spatial resolution. 

2.2. Data-oriented machine learning model 

We selected Light Gradient Boosting Machine (LightGBM) as the ML 
method used in the hybrid modeling in Eqs. (5) and (12). LightGBM is an 
enhanced implementation of a widely used ML algorithm—gradient 
boosting decision tree (GBDT)—based on decision tree algorithms. The 
GBDT is a popular ML model with superior performance (Friedman, 
2001). Despite its state-of-the-art simulation ability in many geoscience- 
dominant ET prediction studies (Fan et al., 2018; Shang et al., 2020; 
Wang et al., 2021), the efficiency and scalability of GBDT remain un
satisfactory when the data volume is large (Ke et al., 2017). 

To tackle the time consumption problem of GBDT, LightGBM esti
mates the information gain by using data instances with larger gradi
ents, and proposes a greedy algorithm to scan the approximation ratio, 
which effectively reduces the dimension of features and ensures the 
accuracy of split point determination (Ke et al., 2017). A contrastive 
study on various datasets showed that LightGBM speeds up the training 
processes of multiple GBDT implementations by up to >20 times while 
obtaining comparable accuracy (Ke et al., 2017). Moreover, LightGBM 
can be conveniently implemented in Python. The efficiency, accuracy, 
and interpretability of LightGBM are the main reasons why we chose it 
as the representation of various ML approaches to implement the 
coupling investigation. 

We constructed our hybrid models with LightGBM in Python; 
detailed information on the Python implementation can be found on 
GitHub (https://github.com/Microsoft/LightGBM). The main parame
ters to fit our model include the max_depth, num_leaves, subsample, 
colsample_bytree, learning_rate, etc. These parameters can be tuned to 
optimal values to fit specific datasets by cross-validation. Through 
careful tuning, we adopted 10, 150, 0.8, 0.8 and 0.1 for the above pa
rameters, respectively. 

In addition to the coupled modeling in ML-Gs and ML-Es, a data- 
oriented pure ML ET model using LightGBM was also calculated. The 
comparison between physics-guided hybrid models (ML-Gs, ML-Es) and 
pure ML model can help us to understand the impacts and constraints of 
physical mechanisms. We used Rs, Ta, RH, NDVI, SM and LST as the 
input variables of LightGBM and used EC observations as the target 
output variable to directly implement the upscaling of ET from flux 
towers to regional scales without any physical constraints. The daily 
pure ML ET estimates were generated at 1-km spatial resolution. 

2.3. Comparison with process-based ET algorithms 

Two process-based ET algorithms driven by satellite and meteoro
logical variables were used to investigate the performance 

improvements achieved by the coupling of ML, including a traditional 
PM-based algorithm and a classic PT-based algorithm.  

(1) Penman–Monteith ET algorithm 

We adopted a traditional ET algorithm from the MODIS global ET 
framework (Mu et al., 2007; Mu et al., 2011), which is based on a 
conventional PM equation (Monteith, 1965): 

λEPM =
Δ(Rn − G) + ρ • Cp • VPD

/
ra

Δ + γ • (1 + rs/ra)
(13)  

where ra and rs are the aerodynamic resistance and surface resistance (s 
m− 1), respectively. Mu et al. (2011) considered the daily ET as the sum 
of evaporation from the wet canopy, dry canopy and the soil surface. The 
surface resistances used in MODIS ET for different plant function types 
were determined by the Biome Properties Look-Up Table (BPLUT) (Mu 
et al., 2011). The alpine grasslands and alpine meadows are the main 
plant functional types of TP (Wang et al., 2018), so we adopted 
parameter values for grassland in the BPLUT for the optimum air tem
perature and Vapor Pressure Deficit (VPD) constraints, which reduces 
the uncertainty from incorrect classification of land cover types. More 
detailed algorithm information can be found in Mu et al. (2011). 

We generated this ET-PM product mainly using the Rn, Ta, Tmin, RH, 
leaf area index (LAI), and fraction of absorbed photosynthetically active 
radiation (FPAR) as the forcing data. The daily ET estimates (ET-PM) 
using the PM algorithm over the TP were produced at 1-km spatial 
resolution.  

(2) Priestley-Taylor ET algorithm 

We used a novel Priestley-Taylor-based model proposed by Fisher 
et al. (2008) to generate daily ET estimates (ET-PT) over the TP. This 
algorithm was validated during the NASA ECOsystem Spaceborne 
Thermal Radiometer Experiment on Space Station (ECOSTRESS) 
mission (Fisher et al., 2020) and can work well on a per-pixel basis at the 
global scale without ground-based calibration or model tuning (Fisher 
et al., 2008). The algorithm partitions ET into three parts: soil evapo
ration, canopy transpiration and interception evaporation: 

λEPT = λEs PT + λEc PT + λEi PT (14)  

λEs PT = α Δ
Δ + γ

(RnS − G)[fw + fs(1 − fw) ] (15)  

λEc PT = α Δ
Δ + γ

RnCfcfptfpm(1 − fw) (16)  

λEi PT = α Δ
Δ + γ

RnCfw (17)  

where RnS (W m− 2) is the net radiation at the soil surface (Rn exp 
(− kRnLAI)) (Fisher et al., 2008); kRn is 0.6 (Impens and Lemeur, 1969); 
LAI is total leaf area index; RnC (W m− 2) is the net radiation to the 
canopy (Rn − Rns); fs is the soil moisture (SM) constraint; and fpt and fpm 
are the plant temperature constraint and plant moisture constraint, 
respectively. More detailed information about this algorithm can be 
found in Fisher et al. (2008). The forcing data of ET-PT mainly require 
the Rn, Ta, Tmax, RH, NDVI, LAI, and FPAR. The daily ET-PT estimates 
of the TP were generated with 1-km spatial resolution. 

2.4. Water evaporation and glacier sublimation estimation 

For the hybrid modeling of ET over the TP, the water evaporation 
and glacier sublimation were calculated separately using physical 
models because there are not enough available EC observations for 
corresponding biomes to train the ML. The water evaporation was 
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calculated based on the Penman equation (Penman and Keen, 1948), as 
shown in Eq. (18), where a1 is 6.43, a2 and a3 are wind function co
efficients (taken as 0.5 and 0.54 for open water). The glacier sublimation 
was estimated using the equation provided by Kuzmin (1953) (Eq. 19), 
where b1 was 0.18, and b2 was 0.098. 

λEwater =
Δ(Rn − G) + γ • a1 • (a2 + a3 • WS) • VPD

Δ + γ
(18)  

λEice = (b1 + b2 • WS) • VPD (19)  

3. Data and model validation 

3.1. Study domain and in situ observations 

The Tibetan Plateau, with an average elevation of >4000 m, is the 
highest and most extensive plateau of the globe (Fig. 2 a). Surrounded by 
massive mountains, including the Himalayas, Pamir and Kunlun, the TP 
has long been known as “the roof of the world” (Liu and Chen, 2000). 
The TP and adjacent mountains are the sources of five major rivers in 
Asia, snow and glacial melt are important hydrologic processes 
(Immerzeel et al., 2010). Strongly influenced by the summer Indian 
monsoon and East Asian monsoon, the temperature zones of the TP are 
dominated by plateau subfrigid and plateau temperate, while the arid/ 
humid regions comprise arid, semiarid, semihumid and humid regions 
with latitudes from north to south (Fig. 2 b) (Wang and Zuo, 2009; 
Zheng, 1999). The main plant functional types include alpine grass
lands, alpine meadows, forests, alpine deserts, alpine shrubs, croplands, 
etc. (Wang et al., 2018). 

In this study, we used 28 eddy covariance (EC) flux tower sites 
(Fig. 2) collected from the Tibetan Observation and Research Platform 

(TORP) (Ma et al., 2020; Ma et al., 2008) and the National Tibetan 
Plateau Data Center (TPDC, https://data.tpdc.ac.cn/), the Heihe Inte
grated Observatory Network (Liu et al., 2018; Xu et al., 2020), the Qilian 
Mountains integrated observatory network (Li et al., 2018b), the Chi
nese Ecosystem Research Network (CERN, http://www.cern.ac.cn/), the 
FLUXNET (https://fluxnet.org/) and the ChinaFLUX National Flux 
Observation Network (http://www.chinaflux.org/). The underlying 
surfaces cover five plant functional types, evergreen needleleaf forests 
(ENF), croplands (CRO), grasslands (GRA), barren lands (BAR) and 
wetlands (WET). Table 1 lists detailed information for these EC flux 
tower sites. For the half-hourly EC observations from all the flux towers, 
we rejected the sensor malfunction data and uncompleted 30 min data in 
the raw record (Liu et al., 2018; Xu et al., 2020). The look-up table (LUT) 
method was used to fill the gaps when data were missing or rejected 
(Falge et al., 2001). The quality-controlled half-hourly EC observations 
were aggregated to daily temporal resolution to remain consistent with 
the final ET estimates. We used the Bowen ratio closure method (Foken, 
2008; Twine et al., 2000) to correct the energy imbalance of the original 
EC ground measurements. Negative values were excluded, and samples 
during rainy days were omitted to avoid the influences of rain inter
ception and sensor saturation (Medlyn et al., 2011). 

3.2. Satellite and meteorological datasets 

The input satellite data sources include the 16-day NDVI from 
MOD13A2 with 1-km spatial resolution, 8-day LAI and FPAR from the 
Global LAnd Surface Satellite (GLASS) with 500-m spatial resolution 
(Xiao et al., 2015; Xiao et al., 2014), instantaneous 1-km all-weather LST 
dataset (both daytime and nighttime) from the National Tibetan Plateau 
Data Center (Zhang et al., 2021b), and the daily SM dataset from the 

Fig. 2. Spatial distribution of a) EC flux tower sites and b) climatic subregions of the Tibetan Plateau. The IDs of climatic subregions are HI: plateau subfrigid, HII: 
plateau temperate, V: mid-subtropical, A: humid, B: semihumid, AB: humid/semihumid, C: semiarid, D: arid. 
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European Space Agency Climate Change Initiative (ESA CCI) program 
with 0.25-degree spatial resolution. We used a wavelet transform (WT) 
method provided by Hu et al. (2022) combined with finer resolution 
satellite products (i.e., LAI, FPAR, LST) to downscale the SM dataset to 1- 
km spatial resolution. 

The meteorological forcing data were derived from the China 
Meteorological Forcing Dataset (CMFD) with daily, 0.1-degree spatial 
temporal resolution (He et al., 2020). The CMFD continuously covers the 
period from 1979 to 2018. The variables used in this study include the 

Ta (K), pressure (Pa), specific humidity (kg kg− 1), WS (m s− 1) and Rs (W 
m− 2). The 16-day NDVI, 8-day LAI and FPAR were linearly interpolated 
daily, and both the satellite and meteorological datasets were spatially 
resampled to a 1-km spatial resolution to maintain identical raster 
geometry. 

In addition to ET-PM and ET-PT, the hybrid models were compared 
with commonly known ET products. These products included a modified 
satellite-based Priestley-Taylor ET product (MS-PT) which used 
Apparent Thermal Inertia (ATI) to quantify soil water deficit (Yao et al., 
2013); a semiempirical Penman-Monteith-based ET product (ET-SEMI) 
which developed by 64 global flux tower sites (Wang et al., 2010a; Wang 
et al., 2010b); a soil moisture constrained ET product (EF-HF) which 
based on an empirical formulation calibrated by flux tower sites in the 
Northwest China (Yao et al., 2019), and a Global Land Evaporation 
Amsterdam Model (GLEAM, v3.3 a) ET product (Martens et al., 2017). 

3.3. Model validation and evaluation metrics 

(1) Cross validation and independent validation 
We adopted tenfold cross-validation to randomly assess the overall 

model performance. In addition, we carried out independent validation 
by leaving out 20% (6 sites) of the available stations to evaluate the 
spatial simulation performance of the hybrid models. For the specific 
investigation of prediction performance for unknown locations and site- 
scarce regions, we trained the hybrid models with varying percentages 
of training sites (Table 2) and tested the estimation results with the same 
validation sites. The selection of varying training sites and independent 
validation stations must meet the requirements of a uniform spatial 
distribution and sufficient representativeness of plant functional types. 

(2) Validation over extreme conditions 
To verify the robustness of hybrid models, we compared the gener

alization performance of ET models in multiple extreme cases. For six 
independent validation sites, we used the 0th - 3rd percentiles and 97th - 
100th percentiles extreme samples for five variables (Rs, NDVI, Ta, SM 
and RH) to assess the response of each ET model. For instance, the 0th - 
3rd percentiles of the SM datasets were used to investigate droughts; in 
contrast, the 97th - 100th percentiles of SM were used to investigate 
irrigation or precipitation. 

(3) Validation metrics 
To evaluate the hybrid models against ground measurements, we 

selected R2 to assess the correlations and adopted the root-mean-square- 
error (RMSE) and bias to quantify the closeness and differences. More
over, we used the Kling-Gupta efficiency (KGE) (Gupta et al., 2009) to 
evaluate the overall performance because it incorporates the correlation 

Table 1 
Information for the 28 EC flux tower sites in the Tibetan Plateau, including the 
ID, site name, latitude N (Lat N), longitude E (Lon E), location, International 
Geosphere-Biosphere Programme land cover types (IGBP), peak leaf area index 
(LAI), average elevation (m), and duration of data collection.  

ID Name Lat 
(N), 
Long 
(E) 

IGBP Peak 
LAI 

Elevation 
(m) 

Duration 
used in 
study 

1 Arou 38.05, 
100.46 

GRA 5.17 3033 Jun 2008 – 
Dec 2018 

2 Dashalong 38.84, 
98.94 

GRA 2.51 3739 Aug 2013 – 
Dec 2018 

3 Hulugou 38.25, 
99.87 

GRA 3.61 3232 Sep 2011 – 
Dec 2016 

4 Yakou 38.01, 
100.24 

GRA 1.65 4147 Jan 2015 – 
Dec 2018 

5 Guantan 38.53, 
100.25 

ENF 3.41 2835 Jan 2008 – 
Dec 2011 

6 Yingke 38.86, 
100.41 

CRO 2.85 1519 Jan 2008 – 
Dec 2011 

7 Linze 39.33, 
100.14 

CRO 3.53 1399 Apr 2013 – 
Dec 2014 

8 Daman 38.86, 
100.37 

CRO 3.45 1556 Jun 2012 – 
Dec 2018 

9 Bajitan 38.92, 
100.30 

BAR 0.35 1562 Jun 2012 – 
Dec 2014 

10 Huazhaizi 38.77, 
100.32 

BAR 0.77 1731 Jun 2012 – 
Dec 2018 

11 Shenshawo 38.79, 
100.49 

BAR 0.33 1694 Jun 2012 – 
Dec 2014 

12 Zhangye 
wetland 

38.98, 
100.45 

WET 4.03 1460 Jun 2012 – 
Dec 2018 

13 Jingyangling 37.84, 
101.12 

GRA 2.97 3750 Aug 2018 – 
Dec 2018 

14 BJ 31.37, 
91.90 

GRA 1.88 4509 May 2008 – 
Dec 2016 

15 QOMS 28.36, 
86.95 

BAR 1.09 4298 Jan 2008 – 
Dec 2016 

16 SETORS 29.77, 
94.74 

GRA 4.69 3327 Jan 2008 – 
Dec 2016 

17 NADORS 33.39, 
79.70 

BAR 0.46 4270 Jul 2010 – 
Dec 2016 

18 MAWORS 38.42, 
75.03 

BAR 0.70 3668 Jul 2012 – 
Dec 2016 

19 NAMORS 30.77, 
90.96 

GRA 1.15 4730 Jan 2008 – 
Dec 2016 

20 Maqu 33.89, 
102.14 

GRA 4.89 3423 Jan 2010 – 
Dec 2010 

21 LinZhi 29.65, 
94.72 

ENF 6.49 4330 Jan 2008 – 
Mar 2010 

22 Yuzhong 35.95, 
104.13 

GRA 1.67 1841 Jul 2008 – 
Oct 2009 

23 Dangxiong 30.50, 
91.07 

GRA 1.45 4297 Jan 2004 – 
Dec 2010 

24 Haibei 
Shrubland 

37.61, 
101.33 

GRA 5.08 3190 Jan 2003 – 
Dec 2010 

25 Haibei Alpine 
Tibet 

37.37, 
101.18 

WET 2.60 3205 Jan 2003 – 
Dec 2009 

26 TRHR 34.35, 
100.55 

GRA 3.68 3960 Jan 2016 – 
Dec 2016 

27 HongYuan 32.85, 
102.59 

GRA 3.78 3500 May 2015 – 
Dec 2017 

28 GaoHanCaoDian 37.70, 
98.59 

GRA 3.02 3718 Sep 2018 – 
Dec 2018  

Table 2 
Summary of EC flux tower sites used in the varying percentages of total available 
sites in the training of pure ML, ML-Gs and ML-Es.  

Percentage of 
training sites 

Training sites Validation sites 

80% (22 sites) 

Arou, Dashalong, Hulugou, Yakou, 
Guantan, Yingke, Linze, Bajitan, 
Huazhaizi, Shenshawo, Zhangye, 
Jingyangling, BJ, NADORS, Maqu, 
LinZhi, Yuzhong, Dangxiong, 
Haibei Shrubland, Haibei Alpine 
Tibet, HongYuan, GaoHanCaoDian 

Daman, QOMS, 
SETORS, MAWORS, 
NAMORS and TRHR 
(20%, 6 sites) 

60% (16 sites) 

Arou, Dashalong, Yakou, Guantan, 
Yingke, Bajitan, Huazhaizi, 
Shenshawo, Zhangye, BJ, NADORS, 
Maqu, LinZhi, Haibei Shrubland, 
HongYuan, GaoHanCaoDian 

40% (11 sites) 

Arou, Dashalong, Guantan, Yingke, 
Zhangye, BJ, NADORS, Maqu, 
Haibei Shrubland, HongYuan, 
GaoHanCaoDian 

20% (6 sites) 
Arou, Zhangye, BJ, NADORS, 
HongYuan, GaoHanCaoDian  
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(r), relative variability ratio (α) and mean values ratio (β) to better un
derstand the mismatches between estimation and observation. The KGE 
can be written as Eqs. (20− 21), where σp and μp are the standard devi
ation and mean value of predictions, respectively, and σo and μo are 
those of observations. The model performance is better when KGE is 
closer to 1. 

KGE = 1 −
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(r − 1)2
+ (α − 1)2

+ (β − 1)2
√

(20)  

α =
σp

σo
(21)  

β =
μp

μo
(22) 

(4) Machine learning model interpretability analysis 
We used the Shapley value to analyze the interpretability of ML 

coupled in two hybrid models. The Shapley value was calculated by 
SHAP (SHapley Additive exPlanations), which was proposed to calculate 
explanations of model predictions by classic equations from cooperative 
game theory (Cubitt, 1991; Lipovetsky and Conklin, 2001). SHAP theory 
regards model predictions as the sum of marginal contributions of each 
input feature (Lundberg et al., 2018). 

For a sample xi, the feature j of this sample is xij. The predicted value 
of the model for this sample is yi, and the baseline of the model (usually 
the mean of the target variables of all samples) is ybase. It can be written 
as: 

yi = ybase + f (xi1)+ f (xi2)+…+ f
(
xij
)

(23)  

where f(xij) is the SHAP value of xij. The computing of the Shapley value 
can be implemented by Python. 

4. Results 

4.1. Evaluation against ground measurements 

4.1.1. Model development using EC observations 
To evaluate the model simulation performance, we conducted 

tenfold cross-validation at all 28 EC sites (Fig. 3 a1-a4). In addition, six 

independent validation sites were used to investigate the out-of-sample 
generalization performance for ML-Gs and ML-Es (Fig. 3 b1-b4). The 
inferred simulation performance of gs and ETs were also plotted. The 
cross-validation results show that the inferred gs performs well, with a 
KGE of 0.80, R2 of 0.68 (p < 0.01), bias of 0.01 m s− 1 and RMSE of 0.04 
m s− 1. The KGE of the corresponding ET estimated by ML-Gs is as high as 
0.91. Compared with gs, the inferred ETs fit the ground-based data 
better, with a higher KGE of 0.83 and R2 of 0.77 (p < 0.01). The cor
responding ET from ML-Es outperformed that of ML-Gs, with a KGE of 
0.92 and R2 of 0.89 (p < 0.01). The RMSEs of ML-Es and ML-Gs are 0.50 
and 0.54 mm/day, respectively, and the biases of these two hybrid 
models are comparable. 

The independent validation results shown in Fig. 3 b) indicate that 
the ET estimates from the two hybrid models have similar generalization 
skills and perform well in the out-of-sample simulation of daily ET. The 
ET estimation from ML-Es performs slightly better than that of ML-Gs, 
with a higher KGE of 0.87 and R2 of 0.77 (p < 0.01) and a lower bias 
of 0.01 mm/day. The KGE and R2 of ML-Gs are 0.86 and 0.76 (p < 0.01), 
respectively, and the bias and RMSE are 0.03 and 0.68 mm/day, 
respectively. The KGE of the independent validation for inferred gs is 
0.62, which is lower than that of ETs (0.70). These two components of 
the ET process yield comparable R2 values of 0.55 (gs) and 0.52 (ETs). 
The results from the cross-validation and independent validation indi
cate that these two hybrid models are stable and have the potential to 
simulate daily ET over the TP. 

To further investigate the capacity to simulate ET, the seasonal 
variations of ground measurements and five ET model estimates at in
dependent validation sites are plotted in Fig. 4. Six EC tower sites with 
more than half a year of available ET observations in 2011/2016 were 
used to compare seasonal ET estimates between the hybrid and pure 
physical/ML methods. These site-based evaluation results indicate that 
although current ET estimates from hybrid models may contain biases, 
they generally agree well and show great consistency with the obser
vations. At six validation sites, by comparison with ET-PM and ET-PT, 
ML-Gs and ML-Es enhance the ET estimates in the dominant plant 
functional types of the TP (grasslands, barren lands and croplands). The 
pure ML shows similar fitting performance with ML-Gs and ML-Es. 

We also compared the two hybrid models with commonly known ET 

Fig. 3. Performance of two physics-guided hybrid models in predicting 1) surface conductance (Gs) and 2) corresponding ET from ML-Gs, 3) soil evaporation (ETs) 
and 4) corresponding ET from ML-Es. The letters a) and b) represent the daily hybrid model retrieval in the cross-validation and independent validation, respectively. 
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products (ET-PM, ET-PT, MS-PT, ET-SEMI, ET-HF, GLEAM). The results 
show that ML-Gs and ML-Es perform better at 28 flux tower sites. As 
Fig. 5 shows, the overall KGEs of ML-Gs and ML-Es are 0.91 and 0.92, 
respectively, whereas that of six compared models are ET-PM (0.35), ET- 
PT (0.36), MS-PT (0.40), ET-SEMI (0.25), ET-HF (0.80) and GLEAM 
(0.29). Among six commonly known products, MS-PT performs better at 
BAR sites with the KGE of 0.50, ET-SEMI performs better at ENF sites 
with the KGE of 0.55, ET-HF performs better at CRO, GRA and WET sites. 
The two hybrid models yield higher accuracies than these six compared 
ET products throughout different plant functional types (Fig. 5). 

4.1.2. Temporal assessment of the hybrid models 
Fig. 6 summarizes the performance comparison between the hybrid 

models, pure ML and physical models at three temporal scales. ML-Es 
outperforms ML-Gs at daily, monthly and annual scales. In addition, 
pure ML and hybrid models perform better than physical models with 

the same trend. For daily ET estimates, the median KGE’ values of ML- 
Es, ML-Gs and pure ML are between 0.76 and 0.78. The ET-PT demon
strates better performance in two physical models with a median KGE of 
0.33, whereas ET-PM yields the lowest median KGE value of 0.22. The 
RMSE of the three ML-based models varies from 0.19 to 0.78 mm/day, 
and that of the two physical models ranges between 0.42 and 1.73 mm/ 
day. For monthly simulation, pure ML yields the highest median KGE 
(0.81), followed by ML-Es (0.80) and ML-Gs (0.78). ET-PT and ET-PM 
show lower accuracies, with median KGE values of 0.31 and 0.21, 
respectively. The median R2 for ML-Es, ML-Gs and pure ML vary from 
0.88 to 0.90 (p < 0.01), whereas those of ET-PT and ET-PM are 0.45 and 
0.35 (p < 0.01), respectively. For the annual scale, the highest median 
KGE is 0.79 from ML-Gs, followed ML-Es (0.78), pure ML (0.76), and ET- 
PT (0.57) and ET-PM (0.43). 

All five models show increased performance from the daily scale to 
the annual scale. In comparison with three ML-based methods, the two 

Fig. 4. Time series of the ET ground measurements (gray background), ET estimates with the hybrid models (blue lines for ML-Es, red points for ML-Gs), ET estimates 
from the pure machine learning (light blue points, pure ML) and ET estimates of the physical models (purple points for ET-PT, green points for ET-PM) at six 
validation EC sites, including Daman (CRO), QOMS (BAR), SETORS (GRA), MAWORS (BAR), NAMORS (GRA) and TRHR (GRA). 
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physical models present lower performance and greater dispersion in 
terms of the four evaluation metrics. The results demonstrate that the 
ML approach can improve ET simulation accuracy at multiple temporal 
scales. In addition, both data-oriented and physics-guided ML models 
can generate similar and competitive fitting performance for cross- 
validation. 

4.1.3. Spatial and anomaly assessment of the hybrid models 
The ET estimates for site variability and annual anomalies were 

evaluated using ground measurements to assess the spatial and anomaly 
simulation performance of the five ET models. As Fig. 7 a) demonstrates, 
for the two physical ET models, ET-PM performs better than ET-PT for 
the site variability. The KGE of ET-PM for the ET site variability is 0.38, 
the R2 is 0.76 (p < 0.01), and the RMSE is 0.49 mm/day. ET-PM shows 
underestimation at the site scale, with a bias of − 0.34 mm/day. In 
comparison, ET-PT yields poor accuracies, with a lower KGE of 0.28 and 
R2 of 0.69 (p < 0.01). The bias of − 0.24 mm/day indicates that ET-PT 
presents the same underestimation trend as ET-PM. As Fig. 7 a) shows, 
ET-PM and ET-PT show significant underestimation at the Zhangye 
(WET) and Yingke (CRO) sites. For two GRA sites (SETORS and BJ), 
these two physical models also underestimated the site ET variability. In 
comparison, the three ML models better fit the ground-based data for the 
site variability, with a significantly higher KGE of 0.94 and R2 values 
from 0.95 to 0.96 (p < 0.01). The bias and RMSE are also quite low. 
Although they show a similar KGE, ML-Es achieves higher R2 and lower 
RMSE and bias, which makes it perform slightly better than ML-Gs. 

For annual ET site anomalies (Fig. 7 b), ET-PT performs better than 
ET-PM, with a higher KGE of 0.46 and a lower RMSE of 32.17 mm/year. 
For the Zhangye (WET) and MAWORS (BAR) sites, the two physical 
models present slight underestimations at the site anomalies. In addi
tion, at the HongYuan (GRA) and Dashalong (GRA) sites, the physical 
models do not capture the sharp decreases in ET interannual anomalies, 
and show slight overestimation. In comparison, ML-Gs, ML-Es and pure 
ML all perform better than ET-PM and ET-PT. The KGE of the three ML- 
based models varies from 0.90 to 0.91, and the R2 values range from 
0.91 to 0.93 (p < 0.01). ML-Es yields the lowest RMSE of 13.60 mm/ 
year, followed by pure ML (14.65 mm/year) and ML-Gs (16.00 mm/ 
year). 

4.2. Impact of EC flux tower density and sample representativeness 

4.2.1. Generalization performance over training sites with varying 
percentages 

To understand the influence of the EC flux tower density on model 
development, the same sample data from a varying number of EC sites 
were used to train three ML models. The accuracies at six validation sites 
were compared with physical models to analyze the simulation perfor
mance for unknown locations. Fig. 8 shows that the physical models 
achieve similar accuracies, with KGE values of 0.40 (ET-PM) and 0.38 
(ET-PT). When the available training sites decrease from 80%, 60%, 
40% and 20%, the three ML models outperform the physical models 
with the same trend. Among them, ML-Es yields the most robust 
generalization performance. 

Fig. 8 illustrates that the KGE values of ML-Es range from 0.87 to 
0.65 with varying training sites, which outperforms those of ML-Gs and 
pure ML. When training sites are reduced to 60%, the KGEs of the hybrid 
models (ML-Es and ML-Gs) remain 0.87, while that of the pure ML model 
significantly drops to 0.84. When 40% of the sites are used for training, 
although the accuracies of these three models drop with the same trend, 
ML-Es still shows the highest KGE of 0.76. When only 20% of the sites 
are used for model training, the KGE of ML-Es is 0.65, whereas those of 
ML-Gs and pure ML fall to 0.64 and 0.62, respectively. However, even 
under this particular circumstance, the performance of these three 
models is still better than those of the physical models (KGE of 0.40 for 
ET-PM and KGE of 0.38 for ET-PT). Taken together, the hybrid models 
(ML-Es and ML-Gs) perform better than the pure ML model with 
decreasing site density. In addition, the more robust and clearer the 
physical mechanism coupling is, the better the performance of the 
hybrid model for data-sparse regions. 

4.2.2. Generalization performance over extreme samples 
To verify the robustness and investigate the generalization perfor

mance of extreme events for hybrid models, we compared the inde
pendent validation performance of ML-Es, ML-Gs and pure ML in 
multiple extreme cases (Fig. 9). A key result is that the extrapolation 
performance of the hybrid models (ML-Es and ML-Gs) is systematically 
better than that of the pure ML model in most extreme cases (Fig. 9). 

Fig. 5. Comparison of hybrid ET models and commonly known ET products for different plant functional types. All: all plant functional types, BAR: barren lands, 
CRO: croplands, ENF: evergreen needleleaf forests, GRA: grasslands, WET: wetlands. 
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For the 0th - 3rd percentiles of the SM and NDVI in particular, that is, 
for droughts and vegetation-sparse cases, the hybrid models perform 
much better than the pure ML model. Fig. 9 demonstrates that for 
drought cases, the KGEs of ML-Es and ML-Gs are 0.16 and 0.17, 
respectively, but that of pure ML sharply drops to 0.04. For vegetation- 
sparse cases, the KGE of pure ML is as low as 0.03, while those of ML-Es 
and ML-Gs are 0.15 and 0.14, respectively. When the RH is high, the 
KGE of pure ML is 0.35; ML-Es increases it by 43% and ML-Gs increases 
it by 34% compared with pure ML. Fig. 9 also illustrates that under most 
extreme circumstances, the physics-guided hybrid models yield stronger 
extrapolation performance than pure ML, emphasizing the capacity of 
hybrid models to better predict the impacts of extreme weather events 
on the ET process. 

4.3. Mapping of the Tibetan Plateau ET from the hybrid models 

Fig. 10 presents the spatial distribution of the multiyear 
(2003–2018) mean ET for the five ET models over the TP. With the 
changes in elevation and climatic region, all ET estimates show consis
tent spatial patterns over the TP. In general, the estimated ET decreases 
from the southeast to the northwest of the TP, with a maximum value 
above 1000 mm/year in humid mid-subtropical southeastern regions 

and a minimum value of <200 mm/year on the arid subfrigid plateau 
over the northwestern edge of the TP. 

The spatial variations of all ET model estimates are consistent with 
the variations of climatic subregions (Fig. 10). For the whole TP, 
significantly higher annual ET estimates emerge in the Yunnan Plateau 
(VA5) and south edge of the east Himalaya (VA6), which are humid/ 
mid-subtropical regions. The median annual ET of the five models for 
VA5 and VA6 are 728.10 and 685.26 mm/year, respectively. For eastern 
Tibet (HIIAB1), which is located in a humid/semihumid plateau 
temperate region, the median annual ET from the five models is 561.75 
mm/year. The regions that generate the lowest ET in the TP appear in 
the Kunlun Mountains (HID1) and Ali Mountains (HIID3). They lie in 
arid plateau regions, and the annual ET from the five ET simulation 
models are <360 mm/year. 

Despite great consistency in spatial patterns, the five ET estimates 
show regional discrepancies and uncertainties. The domain-averaged 
multiyear mean ET of the five models over the TP ranges from 320.03 
to 426.87 mm/year. Compared with the three ML-based models, ET-PM 
and ET-PT provide lower annual ET estimates in the Ali Mountains 
(HIID3), Qiangtang Plateau Lake basin (HIC2) and Qaidam Basin 
(HIID1). Affected by atmospheric circulation and vegetation coverage, 
the ET in the eastern TP is higher. The pure ML, ML-Gs and ML-Es better 

Fig. 6. Performance comparison of two hybrid models (ML-Es, ML-Gs), a pure machine learning (pure ML) model and two physical models (ET-PT, ET-PM) against 
ground measurements. Metrics from left to right are R2, RMSE, bias, and KGE. Temporal scales from top to bottom are daily, monthly and annual. The red dotted lines 
indicate the median values of the best-performing physical model. The blue lines indicate the optimal values for all metrics. 
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capture this characteristic than the two physical models and present 
more reliable estimations in eastern Tibet (HIIAB1), the Golog-Naqu 
hilly plateau (HIB1) and the Qilian Mountains (HIIC1). Although pure 
ML, ML-Gs and ML-Es generate the closest ET spatial distribution in the 
whole TP, they show discrepancies regionally. In the central Qaidam 
Basin (HIID1), which is an arid plateau temperate, the ET estimates of 
ML-Gs are nearly 100 mm/year higher than those of pure ML and ML-Es. 
This may be attributed to the discrepancies between model structures of 
ML-Gs and other models. ML-Gs estimates ET based on the energy 
control part (λEE) and the atmospheric control part (λEA) (Eq. 1), the 
aerodynamic conductance used to estimate λEA contains significant 
uncertainties. Strongly influenced by topography and Asian monsoon 
rainfall, the ET at the southern edge of the TP is strong. 

5. Discussion 

5.1. Performance of physics-guided hybrid ET models 

5.1.1. Capacity to simulate ET 
By the coupling of physical constraints with ML method, hybrid 

models preserve the physical understanding and produces more accu
rate ET estimation on the TP. ET estimates of hybrid models generally 
agree well with the seasonal variations of ground measurements. As 
shown in Fig. 4, for Daman (CRO), ET-PM and ET-PT underestimate ET 
during the growing season, while ML-Gs and ML-Es significantly fit 
observations better. This mainly because ET at CRO site in the growing 
season reach the peak due to intensive irrigation. SM and LST can cap
ture the variation of surface moisture and temperature caused by irri
gation. ML-Gs and ML-Es use SM and LST as input variables to model ET, 
which can better fit the soil evaporation for intensively irrigated 

Fig. 7. The estimated ET of different models (vertical axis) versus the ground-based measurements (horizontal axis) for a) among-site ET variability and b) annual ET 
anomalies. For each ET models, the same colour represents the same site. 
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Fig. 8. Performance of two hybrid models (ML-Es, ML-Gs) and a pure machine learning model (pure ML) at 6 validation sites using varying percentages of EC flux 
tower sites in the model training dataset. The performance of two physical models (ET-PT and ET-PM) are plotted for comparison. 

Fig. 9. Extrapolation performance of a) ML-Es 
and b) ML-Gs hybrid models versus a pure 
machine learning model (pure ML) over an 
extreme dataset of validation sites. The arrows 
show the KGE value change from the data- 
oriented pure ML to the physics-guided 
hybrid estimations. The red arrows indicate 
the results in the 97th - 100th percentiles of the 
validation dataset, and black arrows indicate 
the 0th - 3rd percentiles. The start of the ar
rows represents the KGEs of pure ML, and the 
end of the arrows represents the KGEs of 
hybrid models (a for ML-Es and b for ML-Gs). 
The length of the arrows represents the KGE 
differences between the pure machine learning 
and hybrid models.   
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agricultural fields (Marshall et al., 2020). For grasslands, ET-PT slightly 
underestimates the high-grass sites (SETORS and TRHR) from May to 
September 2011, while ET-PM shows a significant underestimation 
trend at the short-grass site (NAMORS) in 2016. ML-Gs and ML-Es better 
fit the observations than two physical models, which reflects the high
lights of ML-based method—the superior extraction and simulation ca
pacity for spatiotemporal features (Reichstein et al., 2019). For the high- 
altitude gravel site (QOMS) and Gobi site (MAWORS), due to the com
plex terrain and heterogeneous landscape, physical model estimates 
show large discrepancies and uncertainties compared with the in situ 
measurements, which has been reported in similar studies (Han et al., 
2021). At six validation sites, pure ML shows similar or even competitive 
fitting performance with ML-Gs and ML-Es. This indicates that a pure 
data-oriented ML model has automatic feature extraction capability and 
strong nonlinear simulation performance if sufficient samples are 

available. 
Taken together, traditional physical models tend to underperform in 

dry regions where moisture status is not well represented by surround
ing areas (Li et al., 2009; Marshall et al., 2020). In addition, the ET 
underestimates by ET-PM and ET-PT are mostly in the season when the 
canopy is withered or in regions where the vegetation coverage is sparse, 
while ML-Gs and ML-Es perform better under all circumstances. The 
validations indicate that the hybrid models improve the simulation ca
pacity of physical models and can be applied to a wider range of eco
systems over the TP. For regions outside the TP where there are 
available flux tower sites, the hyper-parameters of LightGBM used in our 
hybrid ET models could be re-tuned. The well trained hybrid models can 
be also applied to the new regions. 

Fig. 10. Mapping of multiyear (2003–2018) mean ET and statistical boxplots of climatic regions of five ET models for the Tibetan Plateau. The five models include 
two physical models (ET-PM and ET-PT), a pure machine learning model (pure ML), and two hybrid models (ML-Gs and ML-Es). The IDs of climatic subregions are HI: 
plateau subfrigid, HII: plateau temperate, V: mid-subtropical, A: humid, B: semihumid, AB: humid/semihumid, C: semiarid, D: arid. 
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5.1.2. Generalization performance 
Notwithstanding the improvement from the use of ML-Gs, ML-Es and 

pure ML in the ET simulation, pitfalls such as the risk of out-of-sample 
extrapolation should be avoided. Better generalization performance 
benefits from sufficient and representative training samples (Ball et al., 
2017b). However, the coverage of in situ measurements is limited, and 
many regions of the global continent do not have EC sites or available 
observations. It is more important to enhance the prediction perfor
mance for out-of-sample locations using limited in situ measurements. 
Fig. 8 illustrates that ML-based models (ML-Gs, ML-Es and pure ML) 
outperform physical models (ET-PM and ET-PT), even when only 20% of 
EC sites (6 sites) were used. In addition, for most extreme cases, the 
hybrid models can better predict the impact of weather events on the ET 

process than pure ML (Fig. 9). Taken together, we face two questions: (1) 
Can the pure ML be an alternative for physical models? (2) By coupling 
with physical constraints, can the extrapolation performance of hybrid 
models be practically improved? 

(1) To understand the response to these two questions for TP, we 
conducted further investigation. We selected certain data from inde
pendent validation samples – the case of 0 < NDVI<0.1 and the case of 0 
< VPD < 0.3 kPa – to compare the out-of-sample model fitting perfor
mance. Fig. 11 a) shows that for the extreme case of 0 < NDVI<0.1, the 
KGE of pure ML is 0.23, which is significantly lower than those of ET-PM 
(0.32) and ET-PT (0.51). For the case of 0 < VPD < 0.3 kPa (Fig. 11 b), 
the KGE of pure ML is 0.27; in contrast, ET-PM and ET-PT outperform 
pure ML with higher KGE values of 0.29 and 0.45 and lower bias and 

Fig. 11. Scatterplots of five models (1 ET-PM, 2 ET-PT, 3 pure ML, 4 ML-Gs, 5 ML-Es) in the extreme cases of a) 0 < NDVI<0.1 and b) 0 < VPD < 0.3 kPa. The a6) and 
b6) are the trends of KGE for physical models, pure ML and hybrid models in these two extreme cases. 
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RMSE. This indicates that pure ML model is thought to be of high quality 
and perform well in training and even test datasets, but it deviates 
strongly for situations outside their valid domain (Reichstein et al., 
2019). This may be attributable to the fact that geoscientific problems 
are often complex and physics-constrained; without an understanding of 
the ET process, upscale ET from flux towers at the regional scale using 
pure ML is completely confined to the training samples, which results in 
large uncertainties in the out-of-sample predictions (Yuan et al., 2020). 
Consequently, in the simulation of complex geoscientific problems, pure 
ML cannot take the place of physical models. 

(2) In the case of 0 < NDVI<0.1 (Fig. 11 a), our hybrid models in
crease the R2 of pure ML from 0.24 to 0.30 (ML-Gs) and 0.32 (ML-Es) 
and decrease the RMSE of pure ML from 0.55 mm/day to 0.52 mm/day 
(ML-Gs) and 0.51 mm/day (ML-Es). The KGE of pure ML is as low as 
0.23. The KGE of ML-Gs and ML-Es are 0.34 and 0.48, respectively. 
When 0 < VPD < 0.3 kPa, the two hybrid models increase the R2 of pure 
ML from 0.25 to 0.31 (ML-Gs) and 0.34 (ML-Es) (Fig. 11 b) and decrease 
the RMSE of pure ML from 0.57 mm/day to 0.54 mm/day (ML-Gs) and 
0.53 mm/day (ML-Es). Under this circumstance, the KGE of pure ML is 
only 0.27; however, the KGE of ML-Gs and ML-Es are 0.36 and 0.44, 
respectively. This result is very encouraging, as it emphasizes that, by 

integrating with physical modeling, hybrid models can practically 
improve generalization skills compared to pure ML. This is mainly 
because hybrid models involve a deep combination of physics and ML, 
which are optimized to simultaneously obtain high model performance 
and physical consistency (Yuan et al., 2020). In addition, for both 
extreme cases, ML-Es performs better than ML-Gs, with higher R2 and 
lower RMSE. It indicates for extreme cases, hybrid model can achieve 
better generalization performance when more robust and well-defined 
physical mechanisms are coupled. 

5.2. Interpretability of machine learning coupled in hybrid ET models 

Improvement of the model performance is important but insufficient. 
The interpretability and understanding of ML models can be as crucial as 
the prediction accuracy in hydrometeorological applications. In this 
study, we used the Shapley value to analyze the interpretability of ML 
coupled in two hybrid models. We quantified the proportion of each 
variable’s Shapley value as a whole as its contribution to the model. 

As Fig. 12 shows, with the same model parameters, the same input 
variables show different contribution in the ML modeling stage of two 
hybrid models. For ML-Gs, the contribution of RH accounts for 25% in 

Fig. 12. The contributions of input variables in the 
machine learning stage of two hybrid models, a) is for 
ML-Gs and b) is for ML-Es. The input variables are the 
incident solar radiation (Rs), air temperature (Ta), 
relative humidity (RH), normalized difference vege
tation index (NDVI), soil moisture (SM) and land 
surface temperature (LST_Day and LST_Night). For the 
data sources, the input variables include meteoro
logical, optical satellite, thermal satellite and micro
wave satellite data. For the biophysical parameters, 
the input variables involve temperature, radiation, 
vegetation, soil moisture and atmospheric humidity. 
These contributions are expressed by Shapley values 
of input variables used in the machine learning 
modeling.   
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the machine learning stage of the hybrid modeling, followed by Rs 
(22%), NDVI (19%), Ta (13%), SM (9%), LST_Day (6%) and LST_Night 
(6%). From the perspective of process-based biophysical parameters, 
atmospheric humidity (RH) plays an important role, with a 25% 
contribution in the ML-Gs modeling, temperature (sum of Ta and LST) 
also accounts for 25%, and radiation (Rs) accounts for 22%. Studies 
showed the gs is mainly affected by moisture (RH or SM), Ta and VPD 
(Gan et al., 2018; Leuning et al., 2008; Mallick et al., 2015). Mu et al. 
(2011) used water cover fraction (RH4) and LAI to calculate the 
conductance for canopy. Wang et al. (2010a) also parameterized gs as a 
linear function of RH and vegetation indices (NDVI or EVI) to estimate 
global ET. The interpretability of ML-Gs by the Shapley value shows 
common correlation with these ET algorithms. 

As a soil evaporation-based ML method, the variable contribution in 
the machine learning stage of ML-Es shows substantial discrepancy with 
ML-Gs (Fig. 12). For ML-Es, Rs dominates the feature contribution in the 
machine learning stage of the hybrid modeling, with a proportion of 
29%, and NDVI accounts for 19%, followed by Ta (17%), SM (14%), 
LST_Day (8%), LST_Night (8%) and RH (5%). From the perspective of 
biophysical parameters, the temperature (sum of Ta and LST) shows the 
greatest impact on the modeling of ML-Es, accounting for 33%. Radia
tion (Rs) also plays an important role (29%), vegetation (NDVI) con
tributes 19%, and soil moisture (SM) accounts for 14%. In contrast to 
ML-Gs, atmospheric humidity (RH) contributes the least to ML-Es. 
Studies have shown that the soil radiation dominates soil evaporation 
(Stoy et al., 2019), and apparent thermal inertia (ATI) derived from 
temperature can be well used as a soil moisture constraint (Yao et al., 
2013). The vegetation coverage on the TP is sparse, NDVI can capture 
differences in ET due to variations in canopy cover, which plays an 
important role in the ET process of this region. The SM should be the 
dominating factor of ET under dry conditions (Yao et al., 2019), but the 
coarse spatial resolution of SM product that reduced the contribution of 
SM. The trends in the Shapley value agree well with previous process- 
based ET algorithms, which indicates that by coupling with physical 
constrains, ML-Es can describe the ET process as same as the physical 
models. 

From the perspective of data sources, ML-Gs and ML-Es yield similar 
trends. Meteorological data plays an important role in the machine 
learning stage of two hybrid models, contributing >50%. One possible 
reason is that ET is a hydrometeorological process that is largely 
determined by meteorological factors (e.g., radiation, temperature, at
mospheric humidity). The annual sunshine duration of the TP is >2500 
h. The solar radiation plays an important role in the ET process. The 
monthly average Ta of the TP varies from − 12.3 ◦C (January) to 10.1 ◦C 
(July), and the annual average Ta ranges from − 1.4 ◦C to 0.7 ◦C (Zhang 
et al., 2021a). The temperature is also one of the dominant factors of ET 
process in alpine regions. The other reason is that we used three mete
orological factors in the machine learning model building of hybrid 
models, which comprise a large proportion of meteorological data. 
Optical satellites provide the NDVI to characterize vegetation coverage, 
thermal satellites provide the LST to reflect surface water and heat flux, 
and microwave satellites can capture the variation in soil moisture. Our 
hybrid modeling approaches couple physical constraints and ML 
approach, as well as multiple data sources. 

5.3. Uncertainties and future perspectives 

5.3.1. Uncertainties in the ET estimation of hybrid models 
Despite better performance than other models in reproducing 

spatiotemporal patterns and variability of ET, hybrid models in our 
approach still have some limitations and uncertainties. First, the 
representativeness of in situ measurements is not optimal at the pixel 
scale. Due to the specific geographical and climatic characteristics of the 
TP, the distribution of EC sites used in our study is limited and inho
mogeneous. The sparse distribution of EC sites weakens the spatial 
representativeness of observation samples (Liu et al., 2018; Xu et al., 

2020). In addition, the mismatch of scales between satellite and in situ 
observations may cause 5% ~ 25% uncertainties in the spatiotemporal 
estimation (Li et al., 2009). The ground observations are assumed to be 
the “true” target in the hybrid modeling; however, there are no “true” ET 
observations for satellite pixel scales greater than a few kilo
meters—particularly on heterogeneous surfaces (Kalma et al., 2008). In 
addition, large eddies cannot be measured by the EC method, resulting 
in an energy imbalance, which can lead to approximately 5– 20% error 
(Foken, 2008; Mahrt, 2010). We collected as many as possible EC sites 
covering 2003–2018 to carry out our experiments. All the selected 
ground observations were quality controlled and energy imbalance 
corrected. The selection of training and verification sites fully consid
ered the uniformity of spatial distribution and the involvement of typical 
plant function types, which to ensure the representativeness of the 
ground-based observations. 

Second, there are uncertainties in the synergy between physical laws 
and machine learning. Although many well-known algorithms have 
been developed since the 1960s, there is still no consensus on the best 
way to parameterize ET on a regional scale (Yuan et al., 2021). Process- 
based ET algorithms exhibit large discrepancies and uncertainties across 
different terrestrial biomes (Jiménez et al., 2018). In our study, we have 
no ground-measured gs and ETs to calibrate our hybrid models, the 
target variables (gs and ETs) used for model training are inferred by LE 
observations based on ET algorithms (Eqs. 4–12). The uncertainty of 
inferences caused by physical models may directly affect the prediction 
accuracy of hybrid models. Similarly, ML-based models may fall into 
local optimization, which results in overfitting (Ball et al., 2017a; Ma 
et al., 2019). In our study, the hybrid models have been carefully tuned 
in the modeling of machine learning to avoid over fitting. Moreover, we 
used the algorithm calibrated for the TP by Yuan et al. (2021) to 
calculate the canopy transpiration used in ML-Es. All of the attempts 
were try to find an optimal junction between physical mechanism and 
high model performance. 

Lastly, complex data sources contain great uncertainties. The hybrid 
models incorporate various input variables, including meteorological 
data and satellite-based observations. It has been reported that com
parisons of meteorological variables between regional reanalysis data
sets and observations at micrometeorological scales showed large biases 
(Rienecker et al., 2011). The analysis shows that the greatest disagree
ment between input variables for ET algorithms arises from the radiation 
dataset (Badgley et al., 2015). In addition, accurate satellite-based 
estimation of surface variables interacting with ET processes (e.g., SM 
and LST) remains a challenge, especially on heterogeneous underlying 
surfaces (Wang and Dickinson, 2012; Yao et al., 2017). For instance, a 
previous study found that the effects of topography, vegetation, pre
cipitation, and LST greatly impact the spatial distribution of SM, 
resulting in large biases in the existing SM products of the TP (Liu et al., 
2021). At the same time, the downscaling of coarser resolution SM 
products will also affect the accuracy of ET estimation (Hu et al., 2022; 
Sabaghy et al., 2020). Therefore, uncertainties could be inherited 
through errors from these input data sources. 

5.3.2. Future perspectives for the hybrid modeling approach 
Despite its uncertainties and limitations, our approach reveals a 

promising path for current and future applications. Overall, we identify 
three major perspectives and avenues for incorporating physical con
straints into ML in hydrology. First, more comprehensive and dynamic 
parameterizations are needed. The process of ET is affected by the local 
microclimate with complex feedback mechanisms. Not all of the related 
parameters can be easily derived from a certain principle. There is no 
consensus on a framework to integrate multidimensional data sources 
(e.g., information from radiation, vegetation, soil, temperature, aero
dynamics, water vapor pressure, or spatiotemporal autocorrelation) into 
a definite equation. However, ML has no restrictions on the selection of 
data sources, which can be used to extract knowledge from the data 
deluge to optimally describe the surface truth. Furthermore, instead of 
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assigning static parameters for different plant functional types, ML can 
make these parameterizations more dynamic and interdependent 
(Reichstein et al., 2019). 

Second, complementarity between the physical model and machine 
learning will be explored. The interpretability and extrapolation of the 
physical model and the flexible data adaptability of ML can be com
plementary or even part of each other (Yuan et al., 2020). If formula
tions of a submodel or an intermediate variable are of semiempirical 
nature, this submodel or variable can be replaced by an ML model if 
sufficient observations are available (Brenowitz and Bretherton, 2018; 
de Bezenac et al., 2019; Gentine et al., 2018). Moreover, the physical 
regularization constraint can be used as the loss function of ML to 
replace the traditional loss function constructed by the errors between 
the predicted and target values (Zhao et al., 2019). 

Finally, potential advantages beyond accuracy should be explored. 
The evaluation of ET satellite-derived models against ground-based 
observations is not enough, which hampers our understanding of 
regional natural ET. Due to the existence of the scale effect, we lack the 
true value at the satellite pixel scale to verify the remote sensing-based 
ET estimation. Facing this practical problem, the improvement of ac
curacy against ground measurements may not be the only aim in 
development of hybrid models. In addition to site-based verification, 
more comprehensive assessments, such as energy balance and water 
budget balance, the capture performance of agricultural irrigation and 
intensive precipitation, and feedback on extreme weather events, can 
provide future perspectives and avenues for exploring the structures and 
potential advantages of hybrid models. 

6. Conclusions 

We provide two sets of coupling estimates of spatiotemporally 
continuous ET for the TP by combining ML with physical constraints. 
These two hybrid models integrate the strengths of physical algorithms 
(theoretical basis, interpretability) and ML methods (data adaptability). 
The key results of our approach can be summarized as follows: 

a) The evaluation results show that hybrid models enhance the per
formance of conventional process-based ET algorithms.  

b) Although the accuracy of data-oriented pure ML is high, it cannot 
take the place of physical models, especially for the simulation of 
data-sparse regions and heterogeneous surfaces.  

c) Hybrid models show better generation performance than pure ML at 
data-sparse regions as well as for the responses to extreme weather 
events.  

d) For data-sparse regions and extreme cases, the more robust physical 
mechanism was coupled, the better generalization performance of 
hybrid model could achieve. 
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