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A B S T R A C T

The plane strain assumption is generally applied in crystal plasticity finite element (CPFE) simulations in a
2D space to characterize the macroscopic material response considering microstructural features. However,
the reliability and accuracy of 2D approximations need to be addressed. In this paper, crystal plasticity finite
element simulations of 2D and 3D RVEs are performed with local and averaged plane strain assumptions in
Abaqus/Standard. Plane strain postulation is implemented via plane strain elements in 2D and zero average
thickness strain in 3D. Irregularly shaped RVEs are generated using the open-source software library Voro++. A
conforming mesh is rendered to assign periodic boundary conditions on geometrically periodic RVEs. Periodic
boundary condition (PBC) is applied using a prescribed macroscopic deformation gradient tensor. A rate-
independent finite strain crystal plasticity model is employed as the user-defined material behavior in finite
element simulations. A discrepancy is observed between macroscopic flow curves of 2D and 3D RVEs. The
comparison was made for three cases of latent hardening in the crystal plasticity model. In all cases, 3D flow
curves exceed 2D results. The results indicate that the deviation is caused by out-of-plane slip activation in
3D simulations, which proves to be an additional hardening source.
1. Introduction

Computational homogenization is an outstanding technique in the
multiscale modeling of materials heterogeneities and defects. This
method, which is essentially based upon averaging theorems, was
first put forth by Babuška [1]. Multiscale methods, in general, bridge
various length scales in the materials characterization. The connection
between various scales is held through defining an appropriate rep-
resentative volume element (RVE), first introduced by Hill [2]. The
application of RVEs is extended to polycrystalline materials as well.
The use of RVEs composed of polycrystalline metals in parallel with
the crystal plasticity model as a mesoscale computational technique has
absorbed attention in the last decades. This method, defined in a finite
element framework, is referred to as crystal plasticity finite element
(CPFE) [3].

There is a multitude of studies on material characterization using
3D and 2D CPFE simulations. CPFE analyses are sometimes used in
2D plane stress or plane strain framework for computational efficiency.
However, 2D studies fail to predict out-of-plane deformations seen in
3D models [4]. Esmaeilpour et al. [5] highlighted the significance
of through-the-thickness shear in single point incremental forming of
7075-O aluminum sheet. In their study, 3D CPFE simulations of the
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RVEs created from Electron Backscattered Diffraction (EBSD) images
were used to calibrate the parameters of the Yld2004-18p yield func-
tion. In the study by Vuppala et al. [6], the texture evolution of
non-oriented Si-based electrical steels during the rolling process is
addressed. The comparison of 3D versus 2D CPFE simulations indicates
that 3D simulations can more accurately predict the experimentally
measured texture. A microstructure-based RVE approach is used in the
study of Ramazani et al. [7] to correlate 2D and 3D flow curves of DP
steels. In their study, instead of a crystal plasticity model, a dislocation-
based model is used to describe the flow curve of individual phases. It
is observed that 2D plane strain underestimates the flow curves of DP
steels, while the 3D models result in reasonable predictions compared
to the experimental data. Their study claims that the difference between
2D and 3D results is caused by out-of-plane deformation occurring in a
3D model. The observed 2D–3D discrepancy is in agreement with the
findings of Thomser [8]. Qayyum et al. [9] investigated the influence
of the 3D RVE thickness on stress and strain partitioning in multi-phase
materials. The impact of RVE thickness on the global and local stresses
and strains is investigated in their study for dual-phase steels. It is
concluded that the CPFE simulation of 2D RVEs is suitable for problems
in which the global deformation behavior is of interest, whereas a
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Fig. 1. A 3D irregularly shaped RVE with 125 grains.

3D RVE is necessary to determine stabilized and more accurate local
deformation behavior. Knezevic et al. [10] used 2D and 3D CPFE
simulations of polycrystalline microstructures to capture 3D topological
effects on the microstructural evolution during the rolling process. This
study indicates that 3D effects are clearly missing in 2D planar CPFE
simulation results and highlights the significance of 3D simulations.

The influence of local plane strain assumption in 2D space is in-
vestigated in the current work. This planar assumption is generally
used in CPFE simulations to predict mechanical material response.
Consequently, local and averaged plane strain conditions are adopted
in crystal plasticity finite element simulations of 2D and 3D arbitrar-
ily shaped RVEs, respectively. This goal is achieved by plane strain
elements in a 2D model and a zero average thickness strain in a 3D
one. Once volume elements are generated using the Voro++ software
library, a conforming mesh is rendered to simplify the assignment
of periodic boundary conditions. The attribution of PBC is performed
through the prescription of a macroscopic deformation gradient tensor.
As the material model, a rate-independent finite strain crystal plasticity
model is utilized at each Gauss point. Once the size of the 2D and
3D RVEs is determined, finite element simulations are performed to
capture the macroscopic stress–strain curves.

The paper has the following outline: Section 2 gives a summary of
the crystal plasticity model. Section 3 briefly explains the approach
used in computational homogenization. Section 4 elaborates on the
numerical results, including the discrepancy between 2D and 3D flow
curves.

2. Crystal plasticity model

Crystal plasticity is a powerful computational method to capture
diverse micromechanical phenomena. There is a multitude of studies
on the crystal plasticity modeling of the material constitutive behavior.
Acharya [11] developed a continuum theory of the elastic–plastic
response of a single crystal using the theory of continuously distributed
dislocations. In the investigation by Forest et al. [12], the Cosserat
crystal plasticity model is applied to handle size effects observed in met-
als. Bammann [13] developed a crystal plasticity model embedded with
a natural length scale within the framework of Coleman–Gurtin thermo-
dynamics of internal state variables. Mayeur and McDowell [14] pro-
posed a rate-dependent three-dimensional crystal plasticity model for
duplex Ti–6Al–4V alloy that accounts for the distinct 3D slip geometry
for both phases, length scale-dependent and anisotropic slip strengths,
non-planar prismatic dislocation core structure, and crystallographic
texture.

A rate-independent finite strain crystal plasticity model [15] is em-
ployed as the material model at each integration point in the finite el-
ement simulations in Abaqus/Standard. Rate-independent formulation
avoids adding any artificial numerical rate sensitivity and contributes
2

to addressing the discrepancy of the macroscopic material response
exposed to local plane strain condition in 2D and averaged plane
strain condition in 3D concisely. In this model, crystallographic slip
on each slip system is assumed as the mere mechanism for plastic
deformation; the deformations caused by twinning and transformation-
induced plasticity are ignored. For further details of the model, the
reader is referred to the study of Asaro [16] and Clayton [17].

Each slip system 𝛼 is represented by a unit vector in the slip
direction 𝐬(𝛼)0 and slip plane normal 𝐧(𝛼)0 defined in the reference con-
figuration. Deformation is postulated to occur in two stages: a plastic
deformation from a reference configuration to an intermediate configu-
ration followed by an elastic rotation from the intermediate configura-
tion to the final configuration. The total velocity gradient 𝐋 = 𝐃+𝐖 (in
which 𝐃 is the rate of deformation and 𝐖 is spin tensor) is decomposed
in an elastic part 𝐋e and a plastic part 𝐋p.

𝐋 = 𝐋e + 𝐋p (1)

The plastic part of the total velocity gradient tensor is defined as the
summation over all slip systems of the shear rates 𝛾̇ (𝛼) multiplied by the
Schmid tensor computed as 𝐏(𝛼) = 𝐬(𝛼) ⊗ 𝐧(𝛼);

𝐋p =
∑

𝛼
𝛾̇ (𝛼) 𝐏(𝛼) (2)

It should be noted that 𝐬(𝛼) and 𝐧(𝛼) are computed by means of the lattice
rotations. In the kinetics of crystallographic deformations, plastic flow
occurs once the resolved shear stress on each slip system 𝜏(𝛼) = 𝝈 ∶
𝐏(𝛼) exceeds the slip resistance 𝜏(𝛼)c . To find the Cauchy stress tensor,
the corotational rate of this tensor

▿
𝝈 is related to the rate of elastic

deformation 𝐃e as
▿
𝝈 = Ce ∶ 𝐃e (3)

In Eq. (3), 𝐃e is the elastic velocity gradient tensor and Ce stands for
the constant elastic stiffness tensor [18].

A Taylor hardening law is employed in the current model. Due to
the impediment of the dislocation motion by an increase in the forest
dislocations, critical resolved shear stress (CRSS) keeps increasing with
the increase of plastic deformation. Thus the work hardening law as
Eq. (4) is applied in which 𝜏0 is the strain-independent lattice friction,
𝜇 is the shear modulus, 𝑏 is the length of the Burgers vector, 𝜌(𝛽) is
the dislocations density of the slip system 𝛽 and 𝑄(𝛼𝛽) is the interaction
matrix that takes the geometrical relationship and position of the slip
systems into account. This matrix determines how an increase of the
dislocation density on slip system 𝛽 leads to the strengthening of slip
system 𝛼. The diagonal elements of 𝑄 represent the slip system’s self-
hardening, and the off-diagonal elements indicate the influence of other
slip systems.

𝜏(𝛼)c = 𝜏0 + 𝜇𝑏
√

∑

𝛽
𝑄(𝛼𝛽)𝜌(𝛽) (4)

Three cases are assumed for an FCC-based polycrystalline material
with 12 slip systems. In the first case, the diagonal elements of the 𝑄
matrix are 1.0, and the off-diagonal ones are equal to 1.4 [19] (Case
1). In the second case, all elements of the 𝑄 matrix are assumed to be
1.0, which means an isotropic state of self and the latent hardening
of slip systems holds (Case 2). In the last case, all diagonal terms
of the 𝑄 matrix are 1.0, and all off-diagonal elements are zero. It
means that each slip system only hardens itself (Case 3). Although Case
3 is unrealistic, it is considered to study how the interaction of the
slip systems contributes to hardening. The results section will further
discuss the influence of various interaction matrices.

The evolution of dislocation densities on slip system 𝛼, which
mainly depends on the shear rate on this slip system, is formulated
on a phenomenological basis in terms of a linear ordinary differential
equation as

̇ (𝛼) =
𝛾̇ (𝛼)

[𝜌∞ − 𝜌(𝛼)] (5)

𝛾∞
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Fig. 2. Determination of the size of 2D RVE. Ten stochastic generations are used per number of grains per VE edge (3,6,9,12,15). Average true stress–true strain curves for all
VEs are presented in the loading direction.
In Eq. (5), 𝛾̇ (𝛼), 𝜌(𝛼) and 𝜌̇(𝛼) are the rate of slip, the dislocation densities
nd their rate on slip system 𝛼, whereas 𝛾∞ and 𝜌∞ indicate the

saturated slip and dislocation densities, respectively. Eq. (5) denotes
the balance between the generation of dislocations by the Frank-Read
mechanism and dislocation annihilation. For the details of the imple-
mentation of the numerical solution to the stress update algorithm in
this model, one can refer to [15].

3. Computational homogenization

Computational homogenization is a methodology to determine the
constitutive behavior of a material considering microstructural aspects.
This can be achieved through an RVE-based finite element analysis
assuming periodic boundary conditions. In solving the nested boundary
value problem (BVP) of the micro equilibrium equations under certain
boundary conditions, microscopic stresses need to be translated into
macroscopic stress. The proper selection of the RVE is a delicate task.
Based on the definition, an RVE must be adequately large to be sta-
tistically representative of the material characteristics and sufficiently
small to sample the microstructural heterogeneities [20]. For a specific
microstructure, several RVEs with geometrically periodic boundaries
might lead to valid predictions of the material response. Confinement
of an RVE with a cuboidal shape might cause short edges on the
exterior edges. Irregularly shaped but geometrically periodic RVEs [21–
23] are generated using Voro++ software library [24]. Fig. 1 illustrates
a schematic of an RVE with 125 grains. Various colors of the grains
represent attributed grain orientations. Periodic boundary conditions
are assigned on the volume elements using the procedure explained
in [25]. When the CPFE simulations in 2D and 3D are performed, an
approach presented in [26] is used to compute the macroscopic stress
components.
3

4. Results and discussion

Crystal plasticity finite element simulations of 2D and 3D RVEs
are performed with local and averaged plane strain assumptions, re-
spectively. Statistically stored dislocations have been assumed as the
mere source of strain hardening in this study and the impact of strain
gradients resulting in microstructural size effects is neglected. In the
finite element simulations, each grain is assigned with a random orien-
tation to reproduce untextured polycrystalline material. The material
parameters used in the crystal plasticity model are presented in Table 1.
To compare the material response in 2D and 3D cases, the required
minimal RVE size has to be determined. Thus various 2D and 3D
volume elements are generated, increasing the number of grains per
volume element edge. For each number of grains, multiple sets of
volume elements with different combinations of grain orientations were
generated to check whether the resulting macroscopic flow curves
approach each other. Consequently, a narrow scatter band for all
volume elements with a specific number of grains implies that the
material response is independent of the statistical aspects related to the
volume element; hence, the volume element is representative of the
material characteristics at the macroscale. The procedure of the RVE
size determination is displayed in Figs. 2 and 3. Based on Figs. 2 and
3, it is concluded that 225-grain volume elements (15 grains per VE
edge) and 125-grain volume elements (5 grains per VE edge) are the
appropriate RVE size in the 2D and 3D case, respectively. It is noticed
that the plane strain condition is imposed by plane strain elements in
the 2D case; the thickness strain and both out-of-plane shear strains are
zero at all integration points. However, in 3D, the average thickness and
out-of-plane shear strains are considered zero. The grains are allowed
to strain individually in the thickness direction, but the average strain
vanishes alongside the thickness.

To clarify the RVE size determination, another representation of
the results is displayed in Fig. 4. In this figure, the average stress in
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Fig. 3. Determination of the size of 3D RVE. Three stochastic generations are used per number of grains per VE edge (2 to 4) and five stochastic generations are used for 5 grains
per VE edge. Average true stress–true strain curves for all VEs are displayed in the loading direction.
Table 1
Material parameters for Aluminum with FCC crystal structure used in CPFE
simulations.
Property Symbol Magnitude

Young’s modulus 𝐸 72 GPa
Poisson’s ratio 𝜈 0.33
Length of Burgers vector 𝑏 2.86×10−7 mm
Initial dislocation density 𝜌0 105 mm−2

Saturation dislocation density 𝜌∞ 1011 mm−2

Saturation shear strain 𝛾∞ 10
Initial critical resolved shear strength 𝜏0 100 MPa
Slip interaction parameter, Case 1 𝑄𝛼𝛽 , 𝛼 ≠ 𝛽 1.4
Slip interaction parameter, Case 2 𝑄𝛼𝛽 , 𝛼 ≠ 𝛽 1.0
Slip interaction parameter, Case 3 𝑄𝛼𝛽 , 𝛼 ≠ 𝛽 0

the loading direction at the final engineering strain of 10% versus the
number of grains per VE edge is shown in boxplots. In Fig. 4(a) for the
2D case, each box represents the values for ten datasets. The red line
shows the median value among the data, and the lower and upper lines
indicate the 25th and 75th percentiles, respectively. In the case of the
xistence of extreme data, it is indicated by means of a red ‘+’ marker.
t is clearly observed in Fig. 4(a) that the median value has converged
or 14 and 15 grains per VE edge. In addition, the lower and upper
ounds of the data are getting much closer for 14 and 15 grains than
he rest of the numbers. In Fig. 4(b) for the 3D case, the median line
ettles at the same level for 4 and 5 grains per VE edge. The variation
f the data, compared to the median value, is much less for 5 grains.
he observation in Fig. 4, supports the RVE size selection elaborated
arlier. In the RVE size determination procedure, Case 1 for the latent
4

hardening of FCC crystallographic structure is applied, meaning that
each slip system hardens itself by a factor of 1.0 and others with a
factor of 1.4 [19]. The impact of different slip system interactions on
material constitutive behavior will be addressed later.

Once the size of the RVE is decided, the macroscopic stress–strain
curves obtained by 2D and 3D plane strain CPFE simulations are
compared. The comparison is carried out regarding three different slip
systems interactions, Cases 1,2 and 3, mentioned in Section 2. The
reason for choosing three cases of latent hardening parameter is to
check if this parameter affects the differences in 2D and 3D simula-
tions, displayed later. These three cases are compared in Fig. 5. In
Fig. 5(a), Case 1, the averaged flow curve of a 125-grain 3D RVE stands
higher than a 225-grain 2D one. For Case 2, the 2D–3D discrepancy
diminishes. In this case, the latent hardening coefficient has decreased
from 1.4 in Case 1 to 1.0. In the last case, designated by Case 3, 2D
and 3D flow curves are far closer to each other. Still, in this case, the
material strain hardening has decreased compared to the other two
cases. The high discrepancy captured in Cases 1 and 2 is caused by
the extra slip occurring in the thickness direction of 3D RVEs. With
high latent hardening, a small deformation in the plane strain direction
can remarkably affect the loading direction. Full plane strain, in the 2D
case, imposes more constraints than the average plane strain in the 3D
case, and one would expect higher stress if all other conditions are the
same, but this is not the dominating factor. The hypothesis is that the
additional out-of-plane deformation, although statistically zero, gives
extra hardening; therefore, the other conditions are not the same. This
is further investigated, e.g., by comparing the average slip and CRSS
on slip systems.
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Fig. 4. The average stress in the loading direction at a final engineering strain of 10% versus the number of grains per VE edge. Each boxplot contains the data for 10 VEs in
he 2D case (a) and for 3 VEs in the 3D case (b). It should be noted that the 3D case data for the grain number of 5 per VE edge includes five volume elements for certainty.
he data is shown in terms of their median value. The bottom and top edges of the box display the 25th and 75th percentiles, respectively. Outliers are plotted individually using

the red ‘+’ marker symbol. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 5. Macroscopic flow curves in terms of the averaged true stress versus averaged true strain in the prescribed loading direction. (a) Case 1 with slip interaction parameter of
1.4, (b) Case 2 with isotropic latent hardening, (c) Case 3 with only self-hardening behavior.
Fig. 6. Averaged total slip summed over all 12 FCC slip systems versus averaged true strain in the prescribed loading direction. (a) Case 1 with slip interaction parameter of 1.4,
(b) Case 2 with isotropic latent hardening, (c) Case 3 with only self-hardening behavior.
Since all slip systems can contribute to almost all deformation
directions, it is difficult to separate the effect of each slip system, and
therefore, the total slip or average dislocation density and CRSS are
presented. But it can be anticipated that the out-of-plane strain and
shear, which is not in the main deformation direction, will have more
effect on the stress in the main deformation direction if the latent
hardening parameter is higher. This is indeed confirmed by Fig. 8.

To support our hypothesis, a comparison is made for the averaged
sum of slip on all slip systems, dislocation densities and CRSS between
2D and 3D simulations. The averaged sum of slip on all slip systems
5

with respect to the averaged strain in the loading direction is displayed
in Fig. 6. According to this figure, for all three cases, the total slip in
a 3D RVE is higher than the 2D one. Fig. 7 depicts the averaged total
dislocation densities versus macroscopic strain in the loading direction.
The dislocation densities in 3D RVEs are higher than in 2D ones. This
observation is anticipated according to Eq. (5); which shows that an
increase in the shear promotes the dislocation densities. Based upon
Fig. 6 and Eq. (5), the dislocation densities in 3D RVEs must be higher
than 2D RVEs. That is in accordance with the results obtained in
Fig. 7. Figs. 6 and 7 show that the latent hardening parameter hardly
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Fig. 7. Averaged total dislocation densities summed over all 12 FCC slip systems versus averaged true strain in the prescribed loading direction. (a) Case 1 with slip interaction
parameter of 1.4, (b) Case 2 with isotropic latent hardening, (c) Case 3 with only self-hardening behavior.
Fig. 8. Averaged CRSS versus averaged true strain in the prescribed loading direction. The 3D results are displayed in solid lines whereas 2D ones are plotted in dash lines (a)
Case 1 with slip interaction parameter of 1.4, (b) Case 2 with isotropic latent hardening, (c) Case 3 with only self-hardening behavior.
influences the averaged total slip and dislocation densities. It is, to a
large extent, kinematically determined.

The evolution of the averaged CRSS with averaged strain in the
prescribed loading direction is compared for 2D and 3D RVEs in Fig. 8.
In all three cases, there is a plateau in the initial stages of straining.
This value shows the initial lattice friction. After a specific point, the
slip systems are activated, and the material hardens. Hence, CRSS
increases. Based upon Fig. 8, in Cases 1 and 2, the averaged CRSS
in 3D consistently exceeds the 2D values. The averaged total slip and
dislocation densities are higher in 3D simulations (Figs. 6 and 7); hence,
the CRSS must be higher in 3D models.

The influence of the latent hardening parameter supports the con-
clusion that out-of-plane deformation influences the in-plane stresses
via the hardening relation. It is only an indication since the slip systems
contribute to many directions.

To recapitulate, the discrepancy of the macroscopic material re-
sponse in 2D and 3D CPFE simulations is assumed to be caused by
the extra slip in the thickness direction in 3D, which finally averages
to zero (Fig. 9). These out-of-plane slip systems activities promote a
heterogeneity as indicated later in Fig. 10. To support this assumption,
considering three cases of latent hardening (Cases 1 to 3), further
analysis is carried out on the averaged total slip summed over all 12
FCC slip systems, averaged total dislocation densities summed over
all 12 FCC slip systems and averaged CRSS. It is deduced from the
numerical outputs that the total amount of slip at a particular total
strain is higher in 3D than in 2D. The numerical observations also
indicate that the averaged total slip and averaged total dislocation
densities are hardly influenced by the amount of latent hardening since
the deformation is kinematically determined. However, the CRSS is
influenced in Cases 1 to 3. It is clear that all slip systems can contribute
to almost all deformation directions. However, the extra slip occurring
in the thickness direction in 3D CPFE simulations in the first two
6

Fig. 9. Frequency of integration points in the 3D FEM model with a specific thickness
strain at the final engineering strain of 10% for Case 1.

cases of latent hardening (Cases 1 and 2) is hardening the material
in the loading direction significantly. These observations support the
hypothesis that the higher hardening in 3D averaged plane strain crys-
tal plasticity simulations, compared to 2D full plane strain simulations,
originates from locally fluctuating out-of-plane deformations.

The distribution of the integration points in a 3D FEM model that
experiences a certain engineering thickness strain at a prescribed load-
ing strain for Case 1, 10% in the loading direction, is depicted in Fig. 9.
This distribution is defined as the number of integration points within
a thickness strain interval divided by the total number of integration
points. Fig. 9 shows that the thickness strains sum up to zero in total.
However, for a remarkable fraction of the integration points, the values
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Fig. 10. Strains on a cut normal to 𝑦-axis of the 125-grain 3D RVE (Case 1) at prescribed engineering strain of 10% for (a) thickness strain (𝜀33), (b) shear strain (𝜀13), (c) shear
strain (𝜀23).
of the thickness strains are noticeable compared to the value of the
strain in the loading direction. It is inferred that the thickness strain
of individual grains is not negligible and contributes significantly to
a higher strength of the material in 3D cases. This observation is in
agreement with the results of Ramazani et al. [7].

The thickness strain and out-of-plane shear strains on a cut of a 125-
grain 3D RVE, normal to 𝑦-axis, at a prescribed engineering strain of
10% for Case 1, are displayed in Fig. 10. This figure depicts the out-of-
plane strains in 3D that cause higher hardening in 3D CPFE simulations.
The shear strains in Fig. 10 show a strong inhomogeneity if presented
in the principal loading directions.

5. Conclusion

This paper assesses the influence of the plane strain condition
generally used to capture the material response in CPFE simulations. To
achieve this goal, 2D and 3D CPFE simulations with irregularly shaped
RVEs are carried out under the plane strain assumption. A macroscopic
deformation gradient tensor is prescribed by which the displacements
of periodic nodes are constrained in FEM simulations. This imple-
mentation assures periodic boundary conditions. A rate-independent
finite strain crystal plasticity model is used as a user-defined material
subroutine at each integration point.

The macroscopic flow curves of the 3D RVEs exceed the curves for
2D RVEs for all three cases of slip systems interaction. This behavior
results from the extra deformation that occurs in the thickness direction
in the 3D case. The high discrepancy of the flow curve for Case 1 high-
lights the necessity for 3D simulations. The averaged CRSS, averaged
total slip, and total dislocation densities in 3D simulations all exceed
the values for 2D simulations. Although the average thickness strain is
zero in a 3D case, individual grains can still deform in this direction.
These out-of-plane deformations result in a higher material strength in
3D simulations.
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