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Abstract

This chapter explores AI through a philosoph-
ical and ethical lens. This includes an exami-
nation of how AI impacts on medicine in terms

of uses and promises, limitations, and risks, as
well as key questions to consider. While AI
offers scope for complex and large-scale data
processing, with the promise of an increase in
efficiency and precision, some central limita-
tions need to be highlighted. The use of AI also
brings some pertinent and predictable, as well
as unpredictable risks, such as those due to
biases. Also considered is what may be lost
where AI replaces established processes, not
least those relational and interpersonal aspects
that are central to healthcare. By covering these
and related issues, this chapter offers ways to
evaluate, and also balance, key benefits and
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risks arising from the application of AI to the
medical sector.

Keywords

Philosophy · Artificial intelligence ·
Medicine · Care · Bias · Data · Medical
epistemology · Medical ethics · Algorithms

1 Introduction

This chapter examines AI through a philosophical
and ethical lens; it explores some fundamental
impacts on medicine in terms of promises, limita-
tions, risks and key questions. On the one hand,
AI has the capacity to process huge amounts of
data on medical issues. This may increase effi-
ciency and precision for diagnosis and treatment
and offer progress in medical research. On the
other hand, the possibility emerges of a drift
toward over optimistic techno-solutionism in
medicine and healthcare. This includes the appli-
cation of problem-solving approaches which are
apt for data-centered practice, but which are not
obviously improvements when it comes to other
dimensions of medicine, especially its relational
aspect. Whereas medicine in general has a clear
anchoring in scientific accounting for the biolog-
ical body, it also has responsibilities in recogniz-
ing subjective, interpersonal, sociopolitical, and
historical realities about health and illness. The
inclusion of AI in medical practice raises interest-
ing and challenging philosophical, ethical, as well
as practical questions. In exploring these topics
related questions about asymmetric interpersonal
relations in medicine, and on topics of personal
identity as they relate to AI and medicine will be
considered.

This chapter begins by considering the prom-
ises of AI (Sect. 2), but gives only limited time to
this endeavor since many of the chapters in this
volume offer more detailed examples of how AI
can fruitfully be used in medicine. The primary
aims in this chapter therefore concern on the one
hand, AI in relation to philosophy, and more spe-
cifically in terms ofmedical epistemology (Sect. 3),
and on the other, in relation to medical ethics

(Sect. 5). The argument is that the epistemological
issues are at the core of many of the ethical issues
that follow, and so this earlier section is necessar-
ily longer and more detailed. The suggestion is
that understanding the limitations of AI in terms
of issues arising from data and from bias will
enable the reader to more easily anticipate and
assess the other ethical issues that are outlined in
Sect. 5. Many of these also overlap with, or build
on, those earlier issues and so can be explained
more concisely by that stage.

Before beginning, it is important to note that AI
and ethics is a vast area, and there is plenty of
literature already written on this topic generally
[1], as well as in terms of AI as it pertains to
medicine, healthcare and clinical settings. See
for instance recent work on whether AI and med-
ical principles can align [2], on the application of
AI to specific areas of medicine, including inten-
sive care [3] and on the use of AI in surgery
[4]. Meanwhile there are also texts that offer
high level mapping, thereby outlining general eth-
ical issues as they relate to AI in healthcare
[5]. Mapping offers a useful general picture,
while detailed accounts on single applications
offer scope for focused analysis of specific issues.
However, the aim in this chapter is to offer a
practical, middle ground that introduces the reader
to a few central topics that are core to thinking
philosophically and ethically about AI in medi-
cine. By restricting the focus in this way there can
be some detailed discussion of each, while not
precluding the importance of other ethical issues
relevant to these topics. The reader can therefore
use this chapter as an introduction to some foun-
dational issues, and a way to begin the important
work of ethical and philosophical analysis of AI as
it pertains to medicine. It should thereby be con-
sidered a stepping stone to further reading and
analysis.

2 Promises of AI in Medicine

AI applications in medicine may be claimed to be
more objective than standard, human-based
approaches. Some of the methods employing AI
might appear able, to some extent, to bypass
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clinician bias. Where, for instance, a human may
see a person and make snap judgements or harbor
implicit biases about them, AI “sees” only data
(this apparent potentiality is explored more criti-
cally later in this chapter). This hope for objectiv-
ity would be a boost for justice in healthcare.
Certainly, it may be true in cases whereby AI is
employed to assist in the managing or assessment
of data and/or in ensuring that approaches to clin-
ical procedures and processes are consistent and
rigorous. While there may be these improvements
brought by AI in medicine in terms of justice –
through more equitable access or distribution of
resources – they may alternatively be seen simply
as efficiency boosts for the practical implementa-
tion of medical decision-making. Where AI can
take over more laborious tasks that otherwise tie
up clinicians’ time, this can free those clinicians to
do more valuable work.

A large amount of what AI can do in medicine
centers on imaging, given the aptitude for pattern
recognition in AI applications. This can be seen in
radiology, pathology, ophthalmology, and derma-
tology [6]. In these areas, AI can be used to detect
fractures from scanning x-ray images, or potential
eye or skin problems from processing photo-
graphs of retinas and skin. In this way, the system
can assist clinicians to prioritize their work.
Besides imaging, an emerging and potentially
very powerful application comes from classifying
text. Clinicians make detailed notes as they work,
including their observations and practices. AI can
be set loose on amassed clinical note data, and
spot common findings, approaches, mistakes, and
inefficiencies [6]. This processing can then lead to
recommendations that would allow protocols to
be fine-tuned based on analysis of many instances
of clinical notes. AI could do this classification in
an unsupervised way, freeing up time for
clinicians.

Even where the promises of objectivity and
efficiency are assumed, a further query arises.
How sure can we be that AI can deliver on those
promises? It isn’t automatically clear that more
and more data applied to individual cases is nec-
essarily better than careful attention to the indi-
vidual specifics. Imaging and clinical note
consolidation are valuable applications, but as

explored below it would be prudent not to expect
an AI replacement for clinical expertise in general,
given much can be lost as well as gained. One risk
to be avoided is that of imbuing AI with an
“enchanted” status [7], which would serve to
close down scrutiny of those applications.
Advances in AI technology don’t inevitably lead
to improvements in applications. They may rep-
resent changes to applications that require evalu-
ation on their own terms.

3 AI and Medical Epistemology:
A Changing Paradigm

3.1 Data

Doctors have always collected data (observations,
case notes, research findings) in order to come to
diagnosis. Typically, these data have been handled
so as to inform medical theories, bolstering clini-
cal insights through broad observational regulari-
ties. One hope for the future of medicine includes
the idea that AI can be used on data in a much
more directly instrumental way in order to boost
the efficiency, predictive power, and ultimately
the effectiveness of medicine. Such a data-centric
approach – where research, diagnosis, and treat-
ment primarily derive from the processing of dig-
itized health data, rather than patient observation –
is thought by some to permit a computational
approach to medicine. This would diminish the
role of medical theories, and expertise, replaced
by exploratory data science [8].

The promise of data in general, and big health
data specifically, is that it can represent vast arrays
of knowledge based on samples, processed in
various ways, without guiding theoretical knowl-
edge required. The data-centric approach sur-
passes limitations present in case study or cohort
analyses by aggregating wide ranges of quantita-
tive and qualitative observations. This provides
scales not available by other means. These mass
aggregates of data can be transformed into new
knowledge, through applying statistical transfor-
mations and pattern analyses. At its simplest, the
idea is that where there are patterns in data, there
can be reasons to explain those patterns [9]. These
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patterns would be taken to signify relationships
among arrays of observations. Doubtless, owing
to the way in which humans are primed to spot
patterns anyway – like pareidolia and seeing faces
in clouds – such things will be seen frequently.
But there will be a set of patterns among datasets
that are not mere coincidence. By exploring data
closely, these can be shifted from the burgeoning
whole.

Patterns found within data that aren’t mere
coincidence will have some other causal explana-
tion. This means that the patterns in the data,
representing structures implicit among the obser-
vations of some phenomena, will reveal casual
structures among those phenomena. The relation-
ships among data such that a pattern emerges are
thought to reveal fundamental information about
whatever the researcher is investigating in this
way. And in finding new causal structures
among phenomena by examining patterns in
data, the formulation of new insights into those
phenomena are enabled by examining the data.
This in turn can be used as a basis for new prac-
tical approaches to the field. This has application
in medicine where medical and other data can be
combined and from the whole predictions made to
explain patterns. The patterns in data are then
expected to relate to causal factors in diagnosis,
prognosis, health outcomes, treatment, and so on.

For example, demographic information might
be aggregated into a large dataset, along with
clinical data, genetic information, observations
from specimen biological samples, and other
meta-data [10]. By turning to data analysis, rela-
tionships among this trove of heterogeneous
material might serve to yield patterns that suggest
underlying structures among lifestyle, medical
history, illness, and health outcomes [11]. This in
turn can offer novel prevention, diagnostic, and
treatment strategies for an illness, or even sugges-
tions for public health policy. The insights would
be gained from predictions based on patterns
among data. This means whole populations
needn’t be interviewed, nor even specifically sam-
pled for a purpose. The data processing appears to
do it alone. Nevertheless, in order to curate, pop-
ulate, maintain, and operationalize such datasets

with sufficient quality, expert knowledge is
required across a number of disciplines.

Data scientists, software and hardware engi-
neers, and developers are needed to ensure quality
systems and structures. Medical expertise is also
required, able to identify health-relevant data and
connections between that and other data. Like-
wise, to point out what is irrelevant, meaningless,
obviously wrong, etc. Clinical expertise aside,
there are also technical decisions that must be
made about data which can bear upon their med-
ical relevance. Indeed, how and in what respects
data are accurate to the medical phenomena they
represent is a question in need of careful scrutiny.
As other contexts have shown, data isn’t neutral
with respect to its collection, storage, or mediation
[12, 13].

3.2 Data-Utopianism

In an idealized data-utopian scenario, the AI
approach to medicine would constitute what has
been in another context termed a “screen and
intervene” paradigm [14]. This is not “diagnosis”
as it is known today, where interview, examina-
tion, and observation are essential elements. Bio-
markers are of central importance in a more
datafied approach. AI will look for these as pat-
terns in data, on the basis that over time they have
been established as indicators of illness. But bio-
markers are not without problems in themselves,
owing at least in part to questions over consis-
tency and standardization [15]. The reduction to
biomarkers represented as patterns in data, apt for
automated detection, bypasses pertinent questions
including some concerning what is being
detected, and why that is being looked for in the
first place (see Sect. 3.3 below).

It might be that the promises of AI prompt the
datafication of medical investigation too quickly.
If the data is approached in a spirit of exploration,
and so too is the diagnostic field, then there appear
to be overlapping explorations without specific
guiding strategies. In human behavior generally,
Tversky and Kahneman provide examples of
decision-making under uncertainty wherein it is
not necessarily helpful to gain more and more
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information [16]. That is, when the future is
uncertain, those facing a decision can be ham-
pered in making optimal choices if they are pre-
sented with more to think about. Yet in this
context of multiple uncertainties and explorations,
the solution is taken to include amassing data.
This is not without risk, especially in medicine
where human health and wellbeing is at stake.

Unlike examples of human reasoning exam-
ined by Tversky and Kahneman, the AI approach
doesn’t proceed by gathering information and
then coming up with decisions. In certain respects,
AI centering on data turns traditional medical-
scientific investigation on its head. Scientific
research is often thought of in terms of heavily
disciplined normal human reasoning:
hypothesis-formation, investigation, then confir-
mation or refutation in the light of evidence gath-
ered specifically for a carefully defined purpose. A
typical way to characterize a clinical encounter
might be along these lines: a patient presents
with a complaint. The clinician carries out an
examination, and makes observations. Based on
these, and expert knowledge, a clinical diagnosis
is made, following which, treatment or further
examination is recommended. This stresses inter-
personal skills, like empathy and including
patients in the process overall [17]. The data-
centered paradigm emphasizes a more thoroughly
empirical drive, in which facts, in the shape of
digitized data, are prioritized over testimony.

This approach instead amasses data from a
variety of sources, and seeks hypotheses based
on what emerges from the data. This is an explor-
atory approach that claims to need no guiding
theory, instead seeking correlative information
among data to prompt explanatory work. The
models to explain patterns are “born from the
data” [18]. Such approaches have seen some suc-
cess in areas like predictive data analytics to fore-
cast likely Parkinson’s Disease development
[19]. The data can also be harnessed to make
narrow predictions about disease development
for specific patients. Again, using Parkinson’s as
an example, whether a patient is likely to suffer
falls or not can be taken from analysis of swathes
of data far beyond the scale of comprehension of
an individual clinician [20]. This kind of

predictive power concerning likely disease course
is made available by data, and seems a dimension
not open to the interpersonal clinical encounter.
How to conceptualize the potential pros and any
emerging cons of this approach, and how to weigh
them against one another, remains a difficult
endeavor. The following sections explore this dif-
ficulty in order to throw some light on what oth-
erwise remains obscure.

3.3 Data Curation and Use

The aggregation of heterogeneous, large datasets,
taken from myriad sources, makes the data in
these applications complicated to deal with. This
raises ethical questions about data ownership, pri-
vacy, consent, purpose, re-use, anonymity, and
others, as well as the nature of dataset-making as
a scientific, sociopolitical, and technological
endeavor [21]. Once created, the analysis of
these huge and varied datasets cannot be carried
out by humans. Owing to the scale and complex-
ity of data, algorithms and machine processing
techniques more widely are required. Using tech-
niques like Compressive Big Data Analytics
(CBDA), algorithmic processing of data sets
aims to be “model free” or “model agnostic”
[22]. This kind of analysis can be taken to imply
the objective nature of the data being collected,
and of its subsequent analysis. But this objectivity
is anything but secure.

One of the largest medical AI datasets at the
moment is known as “ChestX-ray14.” As
Kulkarni et al. discuss [6] this is an interesting
case that illustrates some of the issues raised here.
This dataset was used in a study to train an
AI-detection model called “CheXNet.” In order
to knowwhat CheXNet should look for, a “ground
truth” had to be established such that positive
cases might be defined. This would represent
what CheXNet was looking for. Ground truthing
was carried out by text mining clinicians’ radiol-
ogy reports. This is the inclusion of medical
expert opinion in the course of training the AI,
mentioned above as necessary. But, “Intriguingly,
CheXNet’s performance mirrored human weak-
nesses in many respects; the algorithm had much
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greater accuracy in detecting hiatal hernias, a
radiographically distinctive diagnosis, compared
to pulmonary infiltration, which is frequently
ill-defined” [6].

This is taken to be the case because the notes
from which the dataset is comprised, and on
which the AI diagnostic model was trained, them-
selves are replete with uncertainty. Diagnoses
aren’t always binary cases. One can speculate
that the kinds of uncertainty present throughout
clinical notes are exactly the sort of thing expertise
is well honed to draw conclusions from, or other-
wise use in informed medical decision-making. If
the data is all there in the dataset, and machine
learning techniques discover patterns in that set,
then there is a ring of objectivity to it. The pattern
is really there, somehow. But there are uncer-
tainties in the data that are themselves hallmarks
of medical expertise. Radiologists rightly record
their uncertainties in their notes. What’s more,
besides these kinds of responsible uncertainties,
there are other potentially unconscious or histori-
cally derived biases in data. This is especially so
where women and people of color are poorly
represented in health data. Successful, data-driven
skin cancer lesion detection algorithms, for
instance, are effective mainly for light-skinned
people [23]. The dataset here is incomplete fol-
lowing specific sociopolitical non-inclusivity.
Issues such as these may be compounded if they
become hidden behind the supposed objectivity of
data processing.

Just as there are questions about dataset crea-
tion and its completeness, illustrated here with
ChestX-ray14, others arise around algorithmic
processing (see next section). How these ques-
tions and how the requirements of data in general
relate to medical reasoning is in need of careful
scrutiny. It is not clear that by deploying data in
their investigations, clinicians will necessarily get
closer to better answers simply owing to
datafication.

There remain those who emphasize that the use
of data ought to be handled judiciously, and used
in tandem with expert clinical decision making
[24]. Here, tools are deployed as decision support
rather than considered as silver bullets. As with
the scope for predicting falls in Parkinson’s

patients, data here can provide value. A clinician,
faced with specific observations about their
patient can draw upon arrays of information relat-
ing to similar observations. The singular case can
thereby be related to a population-level sample.
This could aid clinicians and patients alike in
providing a rich backdrop to the otherwise one-
to-one clinical encounter. It could further serve to
minimize healthcare disparities by boosting clini-
cian confidence and performance, not least
through eliminating more burdensome dimen-
sions of clinical work [25].

This would ideally translate into better patient
outcomes, with world-class healthcare data avail-
able in even the most under resourced locations.
While this promise sounds worthwhile, it does
entail some changes to expected medical practice.
The biostatistical reduction of the patient to cor-
relations among data points not only methodolog-
ically detaches the person from their body and
his/her sociopolitical context, but also the func-
tioning of that specific body from clinical obser-
vation. This is replaced by an aggregating view of
bodily function and deficit. The clinical encounter
then takes on the function of harmonizing the
deficient with the aggregate, mediated in
depersonalized data processes. This represents a
challenge to the traditionally interpersonal doctor-
patient relationship. Whether and how this repre-
sents a problem, or a medical advance is an open
question, though one addressed below.

4 AI and Medical Epistemology:
Limits, Risks, and Biases

There are certain inevitabilities with regard to the
limitations of a technology, including that it will
serve more or less narrow purposes, and that it
will be defined by those who imagine, determine,
fund, and build it. In those senses then, “limits”
and “biases” can be understood in terms of the
parameters within which a technology is designed
and developed. This includes the aims, ambitions,
and outcomes, as well as the structure within
which it comes to be, e.g., financial and political.
A preference to develop one method and not
another would count as a nontrivial bias on that
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account, and the development of a technology that
can do one thing but not another would count as
one of its not unreasonable limitations (cf. [26]).
Such limits and biases need not be either inher-
ently negative or positive, nor are they necessarily
problematic. Whether a limit or a bias matters
would likely be linked to whether the technology
“works” in fulfilling its aims and objectives, con-
sidered in context, and whether its benefits out-
weigh any harms.

This section turns to those limitations and
biases that are necessarily negative, and in those
respects the concern is with problematic limita-
tions and biases that need not occur. These
weaken the overall quality of the technology and
its impact, and may cause a variety of harms,
including physical, psychological, social, and
environmental. The argument is that these kinds
of limitations and biases are tied to a number of
predictable, sometimes inevitable, negative con-
sequences and therefore also risks. There are
many negative biases that impact on AI, some of
which are discussed here under two categories.
The first concerns human biases and prejudices,
which includes the kinds of biases contained and
expressed in language as well as in interpretative
endeavors including perception. The second con-
cerns computational biases, and these are biases
that are contained in programming and algo-
rithms. This latter variety emerges to some extent
from human biases, whether implicit or explicit,
such as in the selection or categorization of data.

4.1 Human Biases and Prejudices:
Language and Interpretation

Biases are unavoidable to some extent, and they
can be either implicit, e.g., unacknowledged or
even to some extent unknown, or explicit, e.g.,
stated, acknowledged, and to some extent known.
Whether a bias is implicit or explicit, it can be
demonstrated in both language and interpretation,
i.e., words that are chosen, used, and understood,
as well as in judgement and action, i.e., in deci-
sions made and resulting behaviors. These biases
may be intentional or unintentional, and they can
result in a variety of consequences. For instance,

they can be seen in a tendency to connect certain
illnesses to gender or culture, ethnicity, or socio-
economic context. There are many examples of
these biases, especially negative, in medical
practice.

For instance, it has been suggested that there is
a link between diagnosis of borderline personality
disorder (BPD) and gender, including the possi-
bility that it is overdiagnosed in young women
[27], and elsewhere there is evidence to suggest
that schizophrenia is overdiagnosed in young
black men [28]. Meanwhile the expectation that
someone who is overweight will necessarily
suffer as a result of their weight has led to non-
weight-related illnesses and diseases being mis-
diagnosed, missed, and even ignored [29]. Bias
can also be tied to judgements made about a
person based on their perceived class and
socio-economic circumstances, including as
these intersect with ethnicity [30]. Such problem-
atic judgements are sometimes equated with
understanding and knowledge. For instance,
biases tied to perceptions of ability and disability
intersect with gender with the outcome that dis-
abled people describe being ignored or dismissed
[31]. For example, people with visible disabilities
report a lack of recognition regarding their com-
plex situations. This includes where the focus
centres only the disability, to the neglect of other
topics, such as basic checks for blood pressure and
cholesterol, and tests related specifically to pre-
vention of disease. Patients report a lack of effec-
tive communication, particularly acute for those
patients with severe disabilities, which sometimes
results in excessive communication between phy-
sicians and caregivers to the neglect of the
patient’s own perspectives [32].

Howmuch credibility is given to a speaker, and
how much credence to their testimony, has clear,
direct, and serious consequences in medical con-
texts. A lack of care to the specificity of a patient’s
concrete situation can lead to epistemic injustice,
whereby negative biases and prejudices impact on
the scope within which the speaker’s credibility is
assessed and what then follows in terms of time
given to their account, as well as outcomes and
decisions (cf. [33, 34]). The kinds of biases in the
examples noted above might be explicitly or
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verbally expressed as prejudices, or they can be
seen in the terminology that is used and the
actions that follow. For instance, where the term
“hysterical” subsumes and thereby also neglects a
whole set of (typically women’s) physical and
psychological health conditions [35]. Biases can
also be enacted without being expressed, for
instance, in the framing of a physician’s expecta-
tions and actions, which may nevertheless be rec-
ognized by patients, and which can frame their
experience of the medical experience, as per the
examples described above.

Recognition of some key principles can help to
avoid such problematic biases in medical con-
texts. First, that empirical observation is never
neutral, and as such empirical positions need to
be viewed as at least partly normative [29]. Sec-
ond, that the clinical gaze of individual physicians
is itself normatively structured. As Foucault [36]
argues, “The clinical gaze is not that of an intel-
lectual eye that is able to perceive the unalterable
purity of essences beneath phenomena. It is a gaze
of the concrete sensibility, a gaze that travels from
body to body, and whose trajectory is situated in
the space of sensible manifestation.” This con-
crete sensibility is tied to contexts with specificity,
cultural meaning, and, inevitably, more or less
prejudice. Third, embodied humans have tacit
bodily knowledge, which can be considered in
terms of intercorporeal ways of knowing, i.e., as
beings-in-the-world ([29] ibid.). It will suffice for
now to highlight that the necessarily concrete
nature of subjective experience both feeds into
and is informed by biases. Even if are ways in
which to recognize and mitigate these. The sug-
gestion here is that these principles can also
inform how AI is developed and used in medical
contexts.

4.2 Computational Biases:
Programming and Algorithms

Without careful attention, biases and prejudices
can feed into both the data (see previous section)
and the production of the algorithms on which AI
relies. In such instances, a negative bias captured
or reified in a technology like AI is always morally

problematic regardless of whether the technology
is otherwise “successful” in its practical aims. An
ethical approach to AI requires that people and
ethics should not be sacrificed on the altar of
“faster” or more efficient technologies, for
instance benefiting some while harming others.
It is worth recognizing that negative biases can,
and often do, affect the overall success of a tech-
nology, but that conflating practical solutions with
ethical solutions is not sufficient, and the ethical
ought not to be subsumed within the practical. For
instance, Google’s immediate response to the rac-
ism caused by their facial recognition algorithms
– that identified some black people as gorillas –
was to amend the recognition categories, i.e., by
removing the identification of gorillas [37]. This
technical workaround might solve a short-term
practical problem, but it is very far from an ethical
solution. The latter requires instead a broader
recognition of the problems and their causes, as
well as a wider range of solutions, some of which
include greater representation both in terms of
data and in the teams developing the AI [38].

To consider ethics first includes the recognition
that human biases impact on computational
biases, and that to some extent this may be
unavoidable. It has been suggested that linguistic
biases inevitably find their way into program-
ming, and thereby into AI [39]. The argument
suggests that biases are inherent to language, and
since language is the framework within which an
AI is developed and structured, it is also inevitable
that bias will find its way into the programming. If
this is accepted to be the case, then it becomes
clear that vigilance for bias may not be enough. In
medicine, this is especially problematic, and there
are already many examples of where harm can
occur if medical practitioners bring prejudices
and biases to their practice, as discussed above.
It is therefore essential to take this into account
when planning, designing or using AI, if the risk
of simply replicating and reifying those same
biases is to be avoided in the development and
use of these new tools. Where AI is used for
automated decision-making and judgement,
rather than as a tool for data management, the
risk is even greater given the possibility that
such systems will become embedded in medical
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structures and future changes may be difficult or
even impossible.

Once it is accepted that bias may be unavoid-
able, mitigation of negative biases in particular
needs to be considered. For instance, it is clear
that data scientists and engineers will not neces-
sarily have expertise about the medical fields for
which an AI is being developed. Evidence for this
can be found in the language about medical con-
ditions in papers that primarily describe the devel-
opment of AI systems for use in those fields, e.g.,
the development of AI systems for the assessment
of autism (cf. [40]). AI developers working on
technologies for medical applications may dem-
onstrate cursory understanding at best, and limited
or flawed interpretations at worst. It’s clear that
the task of developing AI for fields outside of
computing and engineering ought to be an inter-
disciplinary endeavor. Yet when expert knowl-
edge is sought, this can lead to a replication of
the biases of those whose theories are then
privileged. As with the biases noted above, this
may be inevitable to some extent. An expertly-
informed AI system can serve to amplify the prac-
tice of the experts chosen to inform it. The views
and preferences in theory and practice that are
evident in an expert’s perspective are implicit or
explicit choices, judgements, and decisions. In
selecting an expert to provide input to an AI
system’s development, elements of that specific
perspective are being tacitly endorsed. Selecting
expert advice is thereby, to some extent, omitting
the theories and ideas that might animate the prac-
tice of an equally expert, but contrasting
practitioner.

The above situation is not itself unusual, in so
far as any clinician would also bring their prefer-
ences and biases to their individual practice. A
key difference, however, concerns the scope and
the reach that can be achieved by an embedded
AI. In other words, what happens once a technol-
ogy becomes ubiquitous? In the case of the indi-
vidual physician, their prioritizing of certain
theories, to the neglect of others, in their individ-
ual practice may only impact on the number of
people who are patients in that practice, as well as
whatever influence they may have on those they
train or mentor. An AI that is developed with their

input would extend the reach of those biases and
preferences, while also lending credence and
authority to the selected theories. Autism is
again a useful example here, especially as domi-
nant theories about traits and characteristics have
already led to exclusionary diagnostic practices
[41]. Yet many of those problematically exclu-
sionary practices are already being replicated in
AI [40].

Mitigation requires a number of factors. First,
that expertise is sought in the development of an
AI, but also that such expertise is handled criti-
cally by an interdisciplinary team with a breadth
of knowledge. This range ought to be sufficient
for both the identification of problems of negative
bias early in the design and implementation
stages, as well as to ensure that sufficient attention
is given to whether theories on which AI program-
ming rely avoid exclusionary practices. Transpar-
ency in such processes is also essential so that
medical professionals who will be end users of
an AI enabled technology can themselves identify
biases in the programming. Without these ele-
ments, the quality of an AI will remain vulnerable
to the replication of unchecked biases, including
those that are dominant but not unproblematic and
those that have form for historical inequalities,
whether in terms of overrepresentation or exclu-
sion, among others. Opportunities to change the
programming of potentially expensive AI may be
few once it has already been embedded, so under-
standing of these necessary limitations and risks
are essential if the tools are to be used critically
and applied cautiously.

5 AI and Medical Ethics

The previous two sections explored how AI is
transforming medical epistemology and bringing
particular value to the field but also challenges and
risks. This changing epistemological foundation
with potential threats is also having a significant
impact on medical ethics. The last section of this
chapter is therefore dedicated to exploring how AI
is affecting medical ethics.

Medicine is fundamentally a relational practice
founded on the relationship between a patient and
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a doctor. A key aspect of this relation is its con-
stitutive asymmetry – the vulnerability of a patient
who asks for the help of a health professional
equipped with the competence to respond to the
identified vulnerability. However, this asymmetry
of abilities, or power, may lead to abuses on either
side: (a) the patient might abuse the professional’s
service or (b) the professional might abuse his or
her power over the patient. As the philosopher
Worms puts it: “Care cannot exist without a rela-
tionship in which the weakness of one person
requires assistance, which can turn into submis-
sion, and the capability of another allows for
devotion, which can turn into power, or even
abuse of power” ([42] ii). Because of this consti-
tutive asymmetry between the patient and the
doctor, medical practice has been, from very
early on, regulated by ethical codes and guide-
lines. The earliest of these is the Hippocratic Oath
and many others have followed, notably the prin-
ciples of biomedical ethics by Beauchamp and
Childress [43].

How is the deployment of AI in medicine
modifying this fundamental aspect of this practice
as a relation, given that it is one that is essentially
asymmetric? This is a key question for medical
ethics in the era of AI, one that philosophers,
ethicists, healthcare professionals, patients, and
society at large need to explore to identify poten-
tial challenges and risks and propose mitigating
strategies. Section 5 of this chapter explores this
question through two different aspects: (a) the
patient-doctor relationship and (b) the medical
profession in the era of digital capitalism.

5.1 The Patient-Doctor
Relationship

The fundamental relationship between the patient
and the doctor is affected in various ways by the
introduction of AI to medicine. There is the risk
that the clinical encounter – this fundamental
moment of the therapeutic relationship – is set
aside, replaced by a mass amount of data automat-
ically collected and analyzed. The claimed
“‘superhuman’ accuracy and insight” [7] pro-
duced by AI risks replacing the value of this

encounter. This is a potential threat for clinical
diagnosis as an outcome from a doctor-patient
encounter. Indeed, what causes a person to seek
medical help may not be the primary issue for
which they need most help. In other words, the
narrow approaches to diagnostic processes as
conducted by AI systems may lead to missing
potential for incidental findings. For instance,
referred pain, physical manifestations of mental
health issues, hoarding and other self-harm behav-
iors can be indicators of a brain disorder, a mental
health condition, or of abuse, such as domestic
violence. These kinds of potentialities could be
straightforwardly considered in an interpersonal
clinical encounter, but missed by an AI.

Additionally, with the entrance of new, highly
complex technical tools in medical practice, the
doctor might not fully understand the results of the
analysis produced by the AI, and therefore be
unable to properly explain to the patient and
their family the full rationale behind the diagnosis
and prescription. As Campolo and Crawford put
it, “claims about ‘superhuman’ accuracy and
insight” are “paired with the inability to fully
explain how these results are produced” ([7]
ibid). This is a key challenge of explainability
brought about by AI, also presented as the issue
of an AI system as a black box [44]. This issue is
particularly critical in the context of medicine
since human life and wellbeing are at stake.

The clinical encounter between the patient and
doctor is also affected by the introduction of new
actors, i.e., data scientists and engineers, and their
technical systems, especially where these gain a
central role. This inclusion affects the intimate
relationship that characterizes the clinical encoun-
ter and brings challenges in terms of confidential-
ity and privacy [45, 46]. For instance, a study has
shown that “a well-trained deep learning system is
able to recover the patient identity from chest
X-ray data” [47]. Even if CheXNet, discussed
above, were to become an effective prediction
model, such revelations could undermine its use-
fulness in terms of patient willingness to undergo
scanning. This also leads to challenges related to
trust and informed consent: two essential aspects
of the medical relationship. In turn, this threat to
the patient-doctor dialogue and relation of trust
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might make it difficult for the patient to make
sense of their own illness or issue. Indeed, the
interpersonal dialogue with the doctor plays a
major role in this self-understanding.

5.2 The Medical Profession
in the Era of Digital Capitalism

The entrance of AI in medicine is also impacting
the medical profession in various ways. Data sci-
ence is increasingly gaining a central role in the
field, at the expense of more traditional medical
expertise, including its intuitive dimensions. As
Matuchansky puts it: “One quickly learns from
clinical practice that medicine is as much an art as
a science or a technique” [48]. With the entrance
of AI in medicine, this should not be forgotten or
obscured behind claims of precision, scientism,
and objectivity of AI systems.

Connected to this challenge to the profession,
there is also the risk of deskilling of medical pro-
fessionals [49]. If AI systems are seen as better
placed to conduct various activities that were ini-
tially conducted by a doctor, chances are high that
they will progressively replace humans (hence,
also redirecting money from clinician’s wages to
technology companies). For instance, use of deep
learning techniques for chest radiography shows
“the potential to exceed human performance”
[47]. In turn, this leads to the risk of increased
dependency on technology for key aspects of
human existence (cf [49, 50]). Against this,
many experts have called to ensure that AI
remains an assistant to the healthcare profes-
sional, acting as a “support tool,” and not as a
replacement to the human [51].

Additionally, this trend further pushes medi-
cine in the direction of a technical discipline,
taking attention away from the relational aspects
of this practice. As the ethics of care has shown,
the relational aspects of care already tends to be
undervalued in the medical sector. These
non-technical tasks are primarily undertaken by
people from marginalized groups, primarily
women and migrants, and those who are poorly
paid. This can be contrasted with those highly
specialized and technical areas of medicine such

as surgery, which are highly respected and valued,
and rewarded accordingly [52]. The introduction
of AI to the world of medical care further contrib-
utes to this over-valorization of the technical at the
expense of relational aspects.

Exploring relations in medicine is not only
restricted to interpersonal relationships (between
patients, doctors, and other professionals). It also
requires looking at relations within the broader
sociopolitical landscape and the power
asymmetries at this level. Here as well, the grow-
ing dependency on technology, and in particular
on big technology companies needs to be investi-
gated. The use of AI in the medical sector has
brought about new actors, including Google,
Apple, Facebook, and Amazon [53]. Because
these companies are in possession of massive
amounts of data and the ability to process them,
they have found themselves well placed to enter
the medical sector. For instance, Tamar Sharon
talks about the “googlisation of healthcare” and
its promises to “advance health research by pro-
viding the technological means for collecting,
managing, and analysing the vast and heteroge-
neous types of data required for data-intensive
personalised and precision medicine” [53]. This
entrance of healthcare in “digital capitalism” is
posing key questions in terms of privacy and
confidentiality. Indeed, these big tech companies
have a rather poor track record when it comes to
the protection of personal data [50]. Medical data
is enormously valuable and a particularly sensi-
tive type of data that requires special protection.
Access to such data only further increases the
power of technology companies. Meanwhile,
there is a general consensus that already powerful
actors from insurance to recruitment companies
should not have access to this data as it could lead
to significant discrimination on the basis of health.

As the above has shown, the introduction of AI
in medicine changes the power dynamics in the
sector. With the digitalization of the field, data
scientists, as well as big technology companies
are gaining a central role in medicine. It is also
pushing the sector toward “technicization” at the
expense of relational aspects that are nonetheless
central. Although AI in medicine brings great
promises for the field in terms of efficiency and
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precision, it is nonetheless essential to pay atten-
tion to these changing power dynamics as well as
the technicization of the field to ensure that the
interests and wellbeing of the patient remain the
central consideration of medical practice. Addi-
tionally, it is essential to ensure that healthcare
professionals, whether doctors or nurses, are
well equipped for the digital transformation of
their field and protected against abuses by indus-
try actors. Finally, policy makers also have a role
to play to ensure digital capitalism does not inter-
fere with the interests of patients.

6 Conclusion
and Recommendations

This chapter has investigated some of the prom-
ises for medicine in the algorithmic age and what
these claims mean philosophically and ethically.
After briefly exploring what AI promises to
achieve in terms of medical advances, this chapter
looked at how the introduction of AI in medicine
deeply impacts medical epistemology. In particu-
lar, it explored the implications of a technology
that claims to generate knowledge and diagnosis
from data alone. Numerous questions raised by
this epistemology, based on a form of “data-uto-
pianism,” and how this interrogates the nature of
objectivity in the medical field have been pointed
out. This chapter has then highlighted the limita-
tions, risks, and biases of AI and how these impact
medicine. Finally, it looked into the ethical impli-
cations of the introduction of AI to medicine,
especially in relation to the patient-doctor rela-
tionship and how the medical profession is evolv-
ing as it enters the era of digital capitalism.

This chapter has highlighted some key chal-
lenges and risks brought about by AI in medicine,
but also some ways to mitigate these. To begin
with, it is essential to refer to relevant ethical
guidelines and frameworks. A number of these
have been developed for AI over the last few
years, such as the 2019 “Ethics guidelines for
trustworthy AI” of the High-Level Expert Group
on Artificial Intelligence set up by the European
Commission [54]. The SIENNA project has also
developed a set of ethical instruments to promote

an ethical development, deployment and use of
AI, including an ethics by design framework and
an approach for research ethics [55]. It is also
important to carefully assess where AI can truly
add value and where it does not (and might even
be harmful). To these ends, ethical impact assess-
ments as well as social science studies on the use
of AI in medicine can help to better understand the
impacts and consequences of AI for the medical
sector, including in the short, medium, and long
term [56].

Finally, it is essential for the healthcare com-
munity to develop their understanding of AI in
technical terms. This would help to ensure appro-
priate and proportionate levels of trust, which is
not too little, such that the AI system would
become useless or poorly applied and adopted,
nor too much, such that it is trusted and allowed
to function independently of oversight and appro-
priate human intervention. It is also essential to
raise awareness of the kinds of unique challenges
that are brought by AI, including for doctors, for
the healthcare community, and for society at large.
Effective AI in medical contexts requires trans-
parency so that people are aware of these tools in
their work and their everyday lives, and so as to
ensure a certain degree of oversight in these con-
texts. Finally, and as already mentioned above, AI
should remain a tool that human beings can use if
they deem it useful to achieve specific and identi-
fiable objectives, but not as a replacement for
human expertise and intervention, especially in
medical domains where a person’s needs and
their vulnerabilities may be greatest.
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