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#### Abstract

Multi-connectivity facilitates higher throughput, shorter delay, and lower outage probability for a user in a wireless network. Considering these promises, a rationale policy for a network operator would be to implement multi-connectivity for all of its users. In this paper, we investigate whether the promises of multi-connectivity also hold in such a setting where all users of a network are connected through multiple links in the downlink. In particular, we consider a wireless network where every user connects to its $k$ closest base stations. Using a framework of stochastic geometry and probability theory, we obtain analytic expressions for per-user throughput and outage probability of $\boldsymbol{k}$-connectivity networks under several failure models. In contrast to the conclusions of previous research, our analysis shows that per-user throughput always decreases with increasing $k$. However, multi-connected networks are more resilient against failures than single connected networks as reflected with lower outage probability. Moreover, multi-connectivity leads to higher throughput fairness among the users. Consequently, we conclude that rather than implementing multi-connectivity for all users, a network operator should consider it for the users who would benefit from additional links the most, e.g., cell edge users.
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## I. Introduction

MULTI-CONNECTIVITY (MC) refers to a setting in which a user is simultaneously connected to a network through multiple connections, e.g., base stations (BS). As the traffic can flow through multiple paths, a user can enjoy higher data rates, higher reliability, or lower link delays, which are essential for emerging applications such as augmented-reality requiring a high data rate or mission-critical applications such as surgery robots demanding ultra-reliable and low-latency communications (URLLC) [1]. These new services can be categorised into three groups: enhanced mobile broadband (eMBB), massive machine-type communications (mMTC) and URLLC. In addition, MC can increase the resilience of a network by exploiting spatial and frequency diversity. For instance, a user can be connected to a millimeter wave (mmWave) network which

[^0]provides ample bandwidth while a second link at sub- 6 GHz bands can ensure a stable connection in case the mmWave link is disrupted due to an object blocking the line-of-sight (LoS) mmWave connection. Regarding spatial diversity, a user can be connected to multiple BSs which are at different locations thereby improving communication quality, e.g., via decreasing the likelihood of correlated large-scale fading or increasing the robustness against network failures [2].

Depending on the primary goal, one of the following approaches can be used to realize MC: (i) load balancing, (ii) packet splitting, and (iii) packet duplication [3]. In load balancing, packets are distributed among different connections, which can increase throughput and latency in comparison to single connectivity (SC) networks, but does not necessarily increase reliability. Such a method would therefore be useful in eMBB, where high throughput is the main focus. Similar to load balancing, packet splitting distributes traffic over multiple links, but at the packet level. That is, every packet is split into multiple parts and then every part is sent over a different link. Consequently, packet splitting will reduce the latency, but will not improve reliability, which makes packet splitting suitable in mMTC applications. When the primary goal is to increase the reliability as in mission-critical applications and URLLC, packet duplication based MC suggests transmitting each packet over every link so that the likelihood of failure is decreased at the expense of capacity.

While the promise of MC over SC is demonstrated in the prior works such as [4], [5], a key question remains to find the optimal degree of MC, i.e., the number of connections per user, so that the throughput and network reliability is high. Since MC results in various complexities such as signalling overhead among multiple network nodes, traffic scheduling or combining at the receiver [2], it is desirable to find the degree of MC that achieves a significant improvement over a one-lower connectivity. To find this optimal degree, one can use different measures, such as the spectral efficiency, outage probability, and channel capacity of the network. In [4], the authors conclude that the optimal number of connections varies between 2 and 4 in mmWave networks based on the outage probability for cell-edge users and the spectral efficiency of the network. In this paper, we focus on eMBB and therefore will consider throughput of a randomly-selected user (not necessarily at the cell-edge) as it provides more insight on whether an application's rate requirements can be met.

Given that another motivation for MC is to increase reliability, we will also model the impact of MC on the expected channel
capacity in the face of failures as well as the outage probability which quantifies the probability that a user is disconnected from the network. These failures can be due to low SNR, the loss of LoS links as experienced in mmWave networks [4] or failures caused by wireless channel impairments. More precisely, we will address the following questions by providing an analytical framework based on stochastic geometry and probability theory:

- How does MC affect per-user throughput and outage probability of a cellular network when all links are reliable?
- How does MC affect per-user throughput and outage probability in case of various link failures?
Our analysis shows that going from SC to MC decreases per-user throughput if all users are multi-connected with equal number of connections, as resources are finite and are in this scenario divided among weaker links. Thus, while MC may increase spectral efficiency [4], the fact that BSs share their resources among more users that are possibly further away makes MC decrease per-user throughput. Hence, a key take-away of our paper is that simply increasing the number of connections of a user may not improve user throughput and MC should be leveraged for users who would benefit from it the most such as for cell edge users or users with higher rate or reliability requirements. Another observation is that higher degrees of MC increase throughput fairness among users and that MC significantly mitigates network outages under failures.

To summarize, our key contributions are twofold:

- We provide an analytical framework to analyze $k$ connected MC networks for arbitrary $k$. Different than [2] whose focus is on packet-duplication and combining schemes, we investigate MC in the form of load balancing, i.e., users are served through every connection they have without redundancy.
- We show that contrary to the single-user perspective, MC decreases per-user throughput. While some studies such as [6] point to the rate-reliability trade-off present in MC, none of these studies consider possible failures in the network. Our framework enables to analyze the outage probability for a more general class of failure models, including failures due to low SNR and loss of LoS. We quantify to what extent MC increases network reliability under several types of failure models.
In the following sections, we first overview the most relevant work in Section II. Next, we elaborate on the models for MC (Section III) and analytically find the expectation of the channel capacity of a user under MC (Section IV). Then, we investigate the outage probability under different failure models (Section V), which we can use to find the expected channel capacity after failures. We present performance analysis of the considered models in Section VI to investigate the impact of MC for wireless networks. Finally, we discuss the limitations of our work in SectionVII and conclude the paper in Section VIII with some future research directions.


## II. Related Work

In this section, we overview two lines of related work on MC: performance and reliability of MC and impact of failures in MC
networks. We refer the reader to [3] for a broader overview of the state-of-the-art on MC.

Performance and reliability: The goal of this paper is to assess the impact of MC on network performance as well as its reliability, which was also the focus of [2], [4], [7], [8], Authors in [2] investigate the performance of MC at the packet level and provide analytical expressions for the SNR gain and outage probability in the network considering different combining approaches at the receiver for packet-duplication MC. [4] investigates the performance of MC in a mmWave urban deployment, where LoS failures are frequent. These studies provide exact expressions for the outage probability and mean spectral efficiency under LoS failures. Both papers conclude that MC improves the SNR gain and spectral efficiency over the whole network. Our work differs from [2] and [4] in several ways. First, we investigate the network from a user's perspective located anywhere in the cell and when all users are multi-connected, e.g., when for example the network operator implements a simple policy of a fixed number of connections for reliable communications. Second, our focus is on load-balancing MC as we consider eMBB applications. Finally, we model various failures and assess the impact of MC. Our conclusions show that for a single user, the average throughput will decrease under MC.

Other earlier works such as [7], [8] show that in a scenario without mobility MC always increases reliability, e.g. lower outage probability, while per-user throughput may decrease. This is sometimes referred to as the rate-reliability trade-off[6]. In these papers, the outage probability is defined as the probability that the SNR of a user is below a certain threshold. However, these studies use a dynamic number of links per user, which makes analytical expressions for coverage probability and throughput intractable. Therefore, these papers only provide analytical results for 1- and 2-connectivity, and present an analysis of the impact of higher degrees of connectivity via simulations. In an urban scenario, with LoS blockages of links, MC increases spectral efficiency and reliability [4]. However, often the authors only focus on a single user, and do not investigate the per-user throughput of MC, which we analyze in this work.

Impact of link failures: Little research has been done on the impact of link failures on the throughput and outage effects in multi-connected networks, where links can fail due to other causes than only low $\mathrm{S}(\mathrm{I}) \mathrm{NR}$. In [4] and [9], the authors show how the loss of LoS affects the network throughput. Similarly, it has been shown that in ultra-dense urban scenarios [5], [10], [11], indoor scenarios [12] and under mobility [13], MC increases the per-user throughput. Our work differs from these papers in that we consider not only loss of LoS but a more general class of link failures, based on for example distance and channel impairments.

## III. System Model

We consider the downlink of a cellular network where base stations (BS) and users ( U ) are distributed following a homogeneous Poisson Point Process (PPP) [14]. Although real BS locations might not always resemble a PPP [15], this is a well-known and tractable approach to modelling networks [16],


Fig. 1. Users connect to the two nearest base stations.
which can lead to important insights on real BS statistics [17], [18]. Let us denote the corresponding PPP parameters $\lambda_{B S}$ and $\lambda_{U}$ for the BSs and the users, respectively. As BS association scheme, we assume that each user in this network connects to the $k$ BSs that are closest to the user. We refer to this MC setting as $k$-connectivity. For example, Fig. 1 depicts a 2 -connectivity scenario. The network operator owns a spectrum of $W_{\text {tot }} \mathrm{Hz}$ and allocates this spectrum to its BSs equally using a frequency reuse factor of $s$, e.g., when $s=1$, each BS operates over the whole spectrum band. We denote the bandwidth of a BS by $W_{B S}$ and transmission power level $P_{\mathrm{tx}}$ Watts. We assume that a BS serves each of its users over the whole bandwidth in a time-sharing manner. Moreover, each user is reserved an equal amount of time. We denote the number of users connected to a BS by $D_{B S}$ and refer to it as the degree of this BS. Similarly, we denote the number of connections of a user by $D_{U}$. Without failures, this means that $D_{U}=k$ under $k$-connectivity. However, when a link fails and the user is under outage, $D_{U}$ can become less than $k$. We denote the outage probability by $\mathbb{P}\left(D_{U}=0\right)$.

We denote the path loss exponent by $\alpha$. Moreover, we denote the distance of a randomly-selected user to its $j^{\text {th }}$ closest $\mathrm{BS}\left(\mathrm{BS}_{j}\right)$ by $R_{j}$ and the SNR from $\mathrm{BS}_{j}$ by $\mathrm{SNR}_{j}$. Consequently, we denote the channel capacity of the link between a user and $\mathrm{BS}_{j}$ by $C_{j}$. Since we assume an MC network in which downlink traffic for each user is distributed over multiple links using load balancing [3], we define the channel capacity $C_{\text {sum }}^{k}$ as the sum of all channel capacities that a user has from its links with $\mathrm{BS}_{j}, j \in\{1,2, \ldots, k\}$ in $k$-connectivity.
Let $N_{B S}$ denote the number of BSs within a circle with radius $r$. Similarly, let $N_{U}$ denote the number of users within a circular area with radius $r$. With the PPPs for the spatial distributions of BSs and users, we can calculate the probability of $n \mathrm{BSs} /$ users in the considered circular area as follows:

$$
\begin{gather*}
P\left(N_{B S}\left(\pi r^{2}\right)=n\right)=\frac{\left(\lambda_{B S} \pi r^{2}\right)^{n}}{n!} e^{-\lambda_{B S} \pi r^{2}}  \tag{1}\\
P\left(N_{U}\left(\pi r^{2}\right)=n\right)=\frac{\left(\lambda_{U} \pi r^{2}\right)^{n}}{n!} e^{-\lambda_{U} \pi r^{2}} \tag{2}
\end{gather*}
$$

Next, we derive the channel capacity of a user when it is connected to the $k$-closest BSs .

## A. Channel Capacity Under K-Connectivity

We denote the Shannon channel capacity [19] of the link between a user and its $j^{\text {th }}$ closest BS as $C_{j}, j \in\{1,2, \ldots, k\}$. This channel capacity $C_{j}$ depends on the time the BS can allocate bandwidth $W_{B S}$ to this user, which depends on the degree of this BS , and the signal-to-noise-ratio $\mathrm{SNR}_{j}$ at the considered user. Given the number of users of a BS that a given user connects to (i.e., $\tilde{D}_{B S}$ ) and assuming that a BS divides the time equally among its users, we can calculate $C_{j}$ as follows:

$$
\begin{equation*}
C_{j}=\frac{W_{B S}}{\tilde{D}_{B S}} \log _{2}\left(1+\mathrm{SNR}_{j}\right) \tag{3}
\end{equation*}
$$

To find the bandwidth $W_{B S}$ allocated to each BS, we need to know the number of BSs deployed in the coverage area $(A)$ of the operator. Then, we derive $W_{B S}$ as:

$$
\begin{equation*}
W_{B S}=\frac{W_{\mathrm{tot}}}{s} \tag{4}
\end{equation*}
$$

where $s$ is the frequency reuse factor. In this analytical setting, we focus on the case where $s=\lambda_{B S} \cdot A$, which means that each BS in the network is allocated exclusively its own resources and thereby experiencing no interference from the neighbouring BSs. Then,

$$
\begin{equation*}
W_{B S}=\frac{W_{\mathrm{tot}}}{\lambda_{B S} A}=\frac{\overline{W_{\mathrm{tot}}}}{\lambda_{B S}}, \tag{5}
\end{equation*}
$$

where $\overline{W_{\text {tot }}}=W_{\text {tot }} / A$ is the total bandwidth per unit area. Note that this assumption facilitates analytical tractability. However, we will also investigate in Section VI via simulations the cases where frequency is reused and BS transmissions might interfere with each other in the downlink.

Assuming a transmitter operating with a transmission power $P_{t x}$ and a receiver with a total noise power $N_{\text {tot }}$ over the communication bandwidth, we can calculate $\mathrm{SNR}_{j}$ as follows:

$$
\mathrm{SNR}_{j}=\frac{P_{\mathrm{tx}} R_{j}^{-\alpha}}{N_{\mathrm{tot}}\left(\lambda_{B S}\right)}= \begin{cases}c R_{j}^{-\alpha} & R_{j} \geq 1  \tag{6}\\ c & R_{j}<1\end{cases}
$$

With a slight abuse of notation, we define $c:=c\left(\lambda_{B S}\right)=$ $P_{\mathrm{tx}} / N_{\text {tot }}\left(\lambda_{B S}\right)$ and $N_{\text {tot }}\left(\lambda_{B S}\right)$ consists of the thermal noise over the transmission band $W_{B S}$ and the receiver's noise figure. $N_{\text {tot }}\left(\lambda_{B S}\right)$ is calculated as follows [20]:

$$
\begin{equation*}
N_{\mathrm{tot}}\left(\lambda_{B S}\right)=k K \frac{\overline{W_{\mathrm{tot}}}}{\lambda_{B S}}+N F, \tag{7}
\end{equation*}
$$

where $k=1.38 \times 10^{23}$ (in Joules/Kelvin) is Boltzmann's constant, $K$ is the temperature (in Kelvin) and $N F$ is the noise figure of the receiver [21]. Moreover, we use the free space path loss model with path loss exponent $\alpha$. Inserting (5) into (3), we obtain $C_{j}$ as:

$$
\begin{equation*}
C_{j}=\frac{\overline{W_{\text {tot }}}}{\lambda_{B S} \tilde{D}_{B S}} \log _{2}\left(1+\mathrm{SNR}_{j}\right) \tag{8}
\end{equation*}
$$

For a load-balancing MC, we define $C_{\text {sum }}^{k}$ as the sum of all channel capacities provided by all $k$ links of this user: ${ }^{1}$

$$
\begin{equation*}
C_{\mathrm{sum}}^{k}=\sum_{j=1}^{k} \frac{\overline{W_{\mathrm{tot}}}}{\lambda_{B S} \tilde{D}_{B S}} \log _{2}\left(1+\mathrm{SNR}_{j}\right) \text { bits/s. } \tag{9}
\end{equation*}
$$

## IV. CAPACITY Analysis of Multi-Connectivity

In this section, we derive the expected channel capacity of a user with $k$ connections, denoted by $C_{\text {sum }}^{k}$, assuming the system model described in Section III. Note that (9) is a product of random variables, namely $\tilde{D}_{B S}$ and $\mathrm{SNR}_{j}$. We here assume that the degree of a BS is independent of the SNR provided by that BS to enable analytical tractability. Later in Section V we will discuss that this assumption may not hold in general. To calculate $\mathbb{E}\left(C_{\text {sum }}^{k}\right)$ of (9), we will derive the expected degree of a BS to which a user connects, the distribution of the SNR, and finally the expectation of $\log _{2}\left(1+\mathrm{SNR}_{j}\right)$ in the following sections.

## A. Expected Degree of a Base Station

We can approximate the degree distribution of a BS by finding the area in which users connect to this BS under $k$-connectivity, which has been derived in [22]:

$$
\begin{equation*}
\mathbb{P}\left(D_{B S}=n\right)=\frac{\Gamma\left(n+a_{k}\right)}{\Gamma(n+1) \Gamma\left(a_{k}\right)} \frac{a_{k}^{a_{k}}(k \lambda)^{n}}{\left(k \lambda+a_{k}\right)^{a_{k}+n}} \tag{10}
\end{equation*}
$$

for $a_{1}=3.5, a_{2}=7.2, a_{3}=11.1, a_{4}=15.2$ and $a_{5}=21.2$ and where $\lambda=\lambda_{U} / \lambda_{B S}$.

However, $D_{B S}$ is the degree distribution of a randomly chosen BS. On the other hand, $\tilde{D}_{B S}$ is the distribution of the degree of a BS which a given user connects to. As a BS with a larger number of links has more users associated with them, the average degree of a BS to which this user connects is in general higher than the average degree of a uniformly chosen BS. To be precise, $\tilde{D}_{B S}$ is given by the so-called size-biased distribution of $D_{B S}$ [23, Chapter 1], which is the distribution of the degree of a BS to which a randomly chosen user connects. That is,

$$
\begin{equation*}
\mathbb{P}\left(\tilde{D}_{B S}=n\right)=\frac{n \mathbb{P}\left(D_{B S}=n\right)}{\mathbb{E}\left(D_{B S}\right)} \tag{11}
\end{equation*}
$$

Thus, to obtain the expectation of $\overline{W_{\text {tot }}} /\left(\lambda_{B S} \tilde{D}_{B S}\right)$ in (9), we can write:

$$
\begin{align*}
\mathbb{E}\left(\frac{\overline{W_{\text {tot }}}}{\lambda_{B S} \tilde{D}_{B S}}\right) & =\frac{\overline{W_{\text {tot }}}}{\lambda_{B S}} \sum_{n=1}^{\infty} \frac{1}{n} \mathbb{P}\left(\tilde{D}_{B S}=n\right) \\
& =\frac{\overline{W_{\text {tot }}}}{\lambda_{B S}} \sum_{n=1}^{\infty} \frac{\mathbb{P}\left(D_{B S}=n\right)}{\mathbb{E}\left(D_{B S}\right)} \\
& =\frac{\overline{W_{\text {tot }}}}{\lambda_{B S}} \frac{1}{k \lambda}=\frac{\overline{W_{\text {tot }}}}{k \lambda_{U}} . \tag{12}
\end{align*}
$$

## B. Probability Distribution of SNR

Since the SNR depends on the distance between a user and the BS in consideration, we need to find the distance distribution

[^1]from a randomly chosen user to the $j^{\text {th }}$ closest BS for all $j \in$ $\{1,2, \ldots, k\}$. Let us denote the distance to the $j^{\text {th }}$ closest BS by $R_{j}$ (Fig. 1). We can derive the probability density of $R_{j}$ by relying on the fact that the $j^{\text {th }}$ closest BS is at a distance larger than $r$ if and only if there are less than $j$ BSs within the surrounding area $\pi r^{2}$ of this considered user. Formally, we state this probability as follows:
\[

$$
\begin{align*}
\mathbb{P}\left(R_{j}>r\right) & =\mathbb{P}\left(N_{B S}\left(\pi r^{2}\right) \leq j-1\right) \\
& =\sum_{i=0}^{j-1} \frac{\left(\lambda_{B S} \pi r^{2}\right)^{i}}{\Gamma(i+1)} e^{-\lambda_{B S} \pi r^{2}} \\
& =\frac{\Gamma\left(j, \lambda_{B S} \pi r^{2}\right)}{\Gamma(j)}, \tag{13}
\end{align*}
$$
\]

where we used (1) and $\Gamma(z, x)=\int_{x}^{\infty} t^{z-1} e^{-t} \mathrm{~d} t$ is the upper incomplete gamma function. Therefore, we can write the probability density function of $R_{j}$ as:

$$
f_{R_{j}}(r)=\frac{2\left(\lambda_{B S} \pi r^{2}\right)^{j}}{r \Gamma(j)} e^{-\lambda_{B S} \pi r^{2}}
$$

With a slight abuse of the notation, we will refer to the SNR of the $j^{\text {th }}$ closest BS by $S N R_{j}$. With distance distribution $f_{R_{j}}$, we can find the probability distribution of $S N R_{j}$ as follows when $x<c$ :

$$
\mathbb{P}\left(\mathrm{SNR}_{j} \leq x\right)=\mathbb{P}\left(R_{j} \geq\left(\frac{c}{x}\right)^{\frac{1}{\alpha}}\right)=\frac{\Gamma\left(j, \phi x^{-\frac{2}{\alpha}}\right)}{\Gamma(j)}
$$

where $\phi=\lambda_{B S} \pi c^{\frac{2}{\alpha}}$. Therefore,

$$
f_{\mathrm{SNR}_{j}}(x)=\frac{d}{d x}\left[\frac{\Gamma\left(j, \phi x^{-\frac{2}{\alpha}}\right)}{\Gamma(j)}\right]=\frac{2\left(\phi x^{-\frac{2}{\alpha}}\right)^{j}}{\alpha x \Gamma(j)} e^{-\phi x^{-\frac{2}{\alpha}}}
$$

Since the SNR cannot be larger than $c$ according to (6), the probability density of the SNR becomes:

$$
f_{S N R_{j}}(x)= \begin{cases}\frac{2\left(\phi x^{-\frac{2}{\alpha}}\right)^{j}}{\alpha x \Gamma(j)} e^{-\phi x^{-\frac{2}{\alpha}}}, & x<c  \tag{14}\\ \mathbb{P}\left(R_{j}<1\right)=1-\frac{\Gamma\left(j, \lambda_{B S} \pi\right)}{\Gamma(j)}, & x=c \\ 0 & x>c\end{cases}
$$

## C. Expectation Logarithm of $S N R_{j}$

To find the expected channel capacity in (8), we need to find the expectation of $\log _{2}\left(1+S N R_{j}\right)$ for $j \in\{1,2, \ldots, k\}$. We define this expectation in Theorem 1 whose proof can be found in Appendix A. However, this expectation is difficult to interpret due to the presence of several special mathematical functions and their derivatives. We therefore also provide an approximation of this expectation that holds in the high SNR regime. This approximation provides more insight into the behaviour of the expected total channel capacity $\mathbb{E}\left(C_{j}\right)$ with respect to $j$.

Theorem 1: The expectation of $\log _{2}\left(1+S N R_{j}\right)$ is given in (15) shown at the bottom of the next page, where $\phi=\lambda_{B S} \pi c^{\frac{2}{\alpha}}$ and $G(j, \phi)$ is defined in (16) shown at the bottom of the next page. Moreover, for large $c, \lambda_{B S}<\frac{1}{\pi}$ and $\phi>1$, which


Fig. 2. Real value (line) and approximation (markers) of $\mathbb{E}\left(\log _{2}\left(1+\mathrm{SNR}_{j}\right)\right)$ for various $j$ and with $P_{\mathrm{tx}}=30 \mathrm{dBm}$ and $\alpha=2$.
corresponds to the high SNR regime, this expectation can be approximated with:

$$
\begin{align*}
& \mathbb{E}\left(\log _{2}\left(1+\mathrm{SNR}_{1}\right)\right)=\frac{\alpha}{2 \ln (2)}\left(\ln (\phi)+\gamma-\lambda_{B S} \pi\right)+\delta_{1},  \tag{17}\\
& \mathbb{E}\left(\log _{2}\left(1+\mathrm{SNR}_{j}\right)\right)=\frac{\alpha}{2 \ln (2)}\left(\ln (\phi)+\gamma-H_{j-1}\right)+\delta_{j}, \tag{18}
\end{align*}
$$

for $j>1$ and where $\gamma$ is Euler's constant, $H_{j}=\sum_{i=1}^{j} \frac{1}{i}$ is the harmonic number and for the following variables $\delta_{1}$ and $\delta_{j}$ :

$$
\begin{aligned}
\delta_{1}= & O\left(\phi^{-1}\right)+O\left(\left(\lambda_{B S} \pi\right)^{2}\right)+O\left(\ln (c) c^{-1}\right)+O\left(\mathbb{E}\left(\mathrm{SNR}_{1}^{-1}\right)\right), \\
\delta_{j}= & O\left(c^{-\frac{2 j}{\alpha}} \ln (\phi)\right)+O\left(\Gamma(j)^{-1} c^{-\frac{2 j}{\alpha}} \phi^{-j}\right)+O\left(\ln (c) c^{-1}\right) \\
& +O\left(\mathbb{E}\left(\mathrm{SNR}_{j}^{-1}\right)\right), \quad j>1 .
\end{aligned}
$$

We define the big-O notation as follows: $f(\phi)=O(g(\phi))$ as $\phi \rightarrow \infty$ if there exists a $\phi_{0}$ and a positive real number $M$ such that $|f(\phi)| \leq M g(\phi)$ for all $\phi>\phi_{0}$. To assess the accuracy of our approximation with respect to the real values calculated in (33), we show the real values and the approximation in Fig. 2. For the sake of simplicity in the calculations, we omit $\delta_{1}$ and $\delta_{j}$ in this analysis and in the rest of the paper. Despite this, Fig. 2 shows that our approximation matches the real values with a high accuracy.

## D. Expected Channel Capacity

By Theorem 1 and (12), we now have an expression for the expected channel capacity of a single user that connects to $\mathrm{BS}_{j}$ with a total of $k$ connections per user:

$$
\begin{equation*}
\mathbb{E}\left(C_{j}^{k}\right)=\frac{\overline{W_{\text {tot }}}}{k \lambda_{U}} \cdot \mathbb{E}\left(\log _{2}\left(1+\mathrm{SNR}_{j}\right)\right) \tag{19}
\end{equation*}
$$

and its approximation, using (17) and (18):

$$
\begin{align*}
& \mathbb{E}\left(C_{1}^{k}\right)=\frac{\overline{W_{\text {tot }}}}{k \lambda_{U}} \frac{\alpha}{2 \ln (2)}\left(\ln (\phi)+\gamma-\lambda_{B S} \pi\right)+\delta_{1},  \tag{20}\\
& \mathbb{E}\left(C_{j}^{k}\right)=\frac{\overline{W_{\text {tot }}}}{k \lambda_{U}} \frac{\alpha}{2 \ln (2)}\left(\ln (\phi)+\gamma-H_{j-1}\right)+\delta_{j}, j>1 . \tag{21}
\end{align*}
$$

Note that we assume that the expected degree of a BS and the distance to this BS are independent. While this assumption is realistic for larger values of $k$ where the degree distribution becomes more concentrated [22], it may not always hold as we will show in Section V. For $k>1$, we are interested in the sum of the channel capacities, $C_{\mathrm{sum}}^{k}$, as defined in (9):

$$
\begin{align*}
\mathbb{E}\left(C_{\text {sum }}^{k}\right) & =\sum_{j=1}^{k} \mathbb{E}\left(C_{j}^{k}\right) \\
& =\frac{\overline{W_{\text {tot }}}}{k \lambda_{U}} \frac{\alpha}{2 \ln (2)}\left(k \ln (\phi)+k \gamma-\lambda_{B S} \pi-\sum_{j=1}^{k-1} H_{j}\right) \\
& =\frac{\overline{W_{\text {tot }}}}{k \lambda_{U}} \frac{\alpha}{2 \ln (2)}\left(k \ln (\phi)+k \gamma-\lambda_{B S} \pi-k H_{k}+k\right) \\
& =\frac{\overline{W_{\text {tot }}}}{\lambda_{U}} \frac{\alpha}{2 \ln (2)}\left(\ln (\phi)+\gamma+1-\left(H_{k}+\frac{\lambda_{B S} \pi}{k}\right)\right) \tag{22}
\end{align*}
$$

where we used the property of harmonic numbers: $\sum_{j=1}^{k-1} H_{j}=$ $k H_{k}-k$.

Theorem 2: In the high SNR regime, the sum of the channel capacities, $\mathbb{E}\left(C_{\text {sum }}^{k}\right)$, as defined in (22), is decreasing in $k$.

Proof: As a large part of (22) does not depend on $k$, we only need to focus on the part $H_{k}+\frac{\lambda_{B S} \pi}{k}$. Assume $k \geq 1, k \in \mathbb{N}$. Then, for $k+1$ :

$$
H_{k+1}+\frac{\lambda_{B S} \pi}{k+1}=H_{k}+\frac{1+\lambda_{B S} \pi}{k+1}>H_{k}+\frac{\lambda_{B S} \pi}{k}
$$

$$
\begin{align*}
\mathbb{E}\left(\log _{2}\left(1+S N R_{j}\right)\right)= & \frac{1}{\ln (2) \Gamma(j)} G(j, \phi)+\log _{2}(1+c)\left(1-\frac{\Gamma\left(j, \lambda_{B S} \pi\right)}{\Gamma(j)}\right) \\
& +\frac{\alpha}{2 \ln (2) \Gamma(j)}\left(\ln (\phi)\left(\Gamma\left(j, \lambda_{B S} \pi\right)-\Gamma(j, \phi)\right)-\frac{\mathrm{d}}{\mathrm{~d} a}\left[\Gamma\left(a, \lambda_{B S} \pi\right)-\Gamma(a, \phi)\right]_{a=j}\right)  \tag{15}\\
G(j, \phi)= & \sum_{i=0}^{\infty} \frac{(-1)^{i} \phi^{\frac{\alpha}{2}(i+1)}}{i+1} \Gamma\left(\frac{-\alpha}{2}(i+1)+j, \phi\right)+\frac{(-1)^{i} \phi^{-\frac{\alpha}{2}(i+1)}}{i+1}\left(\Gamma\left(\frac{\alpha}{2}(1+i)+j, \lambda_{B S} \pi\right)-\Gamma\left(\frac{\alpha}{2}(1+i)+j, \phi\right)\right) \tag{16}
\end{align*}
$$



Fig. 3. Different failure models, where the red dotted, thick links have failed. Green users are still connected; yellow users are partially connected; and red users are disconnected from the network. (a) Random failure $p=0.25$. (b) Distance failure, $r_{\max }=300 \mathrm{~m}$.
which holds for $\lambda_{B S} \pi<1$. Thus, for $k+1$, we subtract by a larger value in (22), and hence $\mathbb{E}\left(C_{\text {sum }}^{k}\right)$ decreases in $k$.

We use $\mathbb{E}\left(C_{\text {sum }}^{k}\right)$ as a measure to compare different degrees of MC under various failures in the following section.

## V. Impact of Link Failures on Multi-Connectivity Capacity and Outage Probability

We now investigate the performance of MC networks under the following failure models, some of which are illustrated in Fig. 3:

1) Random failures: In this case, each link fails with a probability $p$. This scenario might reflect connection failures because of wireless channel impairments due to heavy rainfall in mmWave networks. These failures can easily be extended to random BS failures, which reflect random software or hardware failures at a BS.
2) Distance failures: In this case, a link fails when the distance between the user and the BS is higher than a certain threshold. This failure reflects the cases where the link SNR is not high enough to ensure successful decoding of the signal. Hence, if the SNR is lower than a threshold value, the link will fail.
3) LoS failures: In this case, a link fails because of a lack of LoS with the user. This scenario reflects the case of mmWave links in 5G networks.

We consider the sum of the channel capacities of a user that is connected to $\mathrm{BS}_{j}, j \in\{1,2, \ldots, k\}$, where $\mathrm{BS}_{1}$ is the closest and $\mathrm{BS}_{k}$ is the furthest one. The expected channel capacity under failures can be written as:

$$
\begin{equation*}
\mathbb{E}\left(C_{\text {sum }}^{k}\right)=\sum_{j=1}^{k} \mathbb{E}\left(\left(1-p_{j}\right) C_{j}^{k}\right) \tag{23}
\end{equation*}
$$

where $p_{j}$ is the probability that the link to $\mathrm{BS}_{j}$ fails and $C_{j}$ is defined in (8). Below, we derive analytic expressions for $p_{j}$ for the above-listed failure models. The second quantity we investigate is the outage probability, $\mathbb{P}\left(D_{U}=0\right)$, defined as the probability that a user has no connections.

In our analysis, we will consider two cases: with instantaneous reallocation and without reallocation of resources after a link failure. In the case of instantaneous reallocation, we assume that a BS re-allocates the time reserved for the failed link(s) among its currently-active links. This means that in the expected channel capacity (9), we divide by the degree of the BS after failures, which leads to an increase in service time of each connected user. Meanwhile, without reallocation, time allocated to each user remains the same (resulting in waste of available service time). These two cases can be seen as a lower and upper bound on the channel capacity after failures: in realistic scenarios the packets will be delivered after failures via the remaining links using for example coordinated multipoint (CoMP) [24] or fast switching [25].

In the following, we find exact expressions for the expected channel capacity and the outage probability without reallocation and without interference. After that, we provide numerical results on failures with and without reallocation and considering interference.

## A. Random Failures

Under random failures, every BS-U link fails with probability $p$. Therefore, (23) becomes:

$$
\begin{equation*}
\mathbb{E}\left(C_{\text {sum }}^{k}\right)=\overline{\frac{W_{\text {tot }}}{k \lambda_{U}}}(1-p) \sum_{j=1}^{k} \mathbb{E}\left(\log _{2}\left(1+\mathrm{SNR}_{j}\right)\right) \tag{24}
\end{equation*}
$$

where we obtain $\mathbb{E}\left(\log _{2}\left(1+\mathrm{SNR}_{j}\right)\right)$ from Theorem 1.
The outage probability under random failures is:

$$
\begin{equation*}
\mathbb{P}\left(D_{U}=0\right)=\mathbb{P}(\text { every link fails })=p^{k} \tag{25}
\end{equation*}
$$

## B. Distance Failures

In this case, a link fails deterministically when the distance between the user and its associated BS is larger than $r_{\text {max }}$. This distance $r_{\text {max }}$ can be interpreted as the maximum distance such that the SNR is above a certain threshold. Then, the probability that link $j$ fails can be derived from (13) as follows:

$$
\begin{equation*}
p_{j}=\mathbb{P}\left(R_{j}>r_{\max }\right)=\frac{\Gamma\left(j, \lambda_{B S} \pi r_{\max }^{2}\right)}{\Gamma(j)} \tag{26}
\end{equation*}
$$

Consequently, $\mathbb{E}\left(C_{\text {sum }}^{k}\right)$ can be defined as follows:

$$
\begin{align*}
\mathbb{E}\left(C_{\text {sum }}^{k}\right)= & \overline{\overline{W_{\text {tot }}}} \overline{k \lambda_{U}} \sum_{j=1}^{k}\left(1-p_{j}\right) \mathbb{E}\left(\log _{2}\left(1+\mathrm{SNR}_{j}\right) \mid R_{j} \leq r_{\max }\right) \\
= & \frac{\overline{W_{\text {tot }}}}{k \lambda_{U}} \sum_{j=1}^{k} \mathbb{P}\left(R_{j} \leq r_{\max }\right) \frac{\mathbb{E}\left(\log \left(1+\mathrm{SNR}_{j}\right), R_{j} \leq r_{\max }\right)}{\mathbb{P}\left(R_{j} \leq r_{\max }\right)} \\
= & \frac{\overline{W_{\text {tot }}}}{k \lambda_{U}} \sum_{j=1}^{k}\left(\int_{1}^{r_{\max }} \log _{2}\left(1+c r^{-\alpha}\right) f_{R_{j}}(r) \mathrm{d} r\right. \\
& \left.+\log _{2}(1+c)\left(1-\frac{\Gamma\left(j, \lambda_{B S} \pi\right)}{\Gamma(j)}\right)\right) \tag{27}
\end{align*}
$$

where the last term comes from the case $R_{j} \leq 1$ in the definition of the SNR in (6), in which case the SNR equals $c$.

For the outage probability, we calculate the probability that the first link (hence from the closest BS) of a user fails. Since all other links are established with more distant BSs, they will also fail when the first link fails. Therefore, we calculate the outage probability as follows:

$$
\begin{equation*}
\mathbb{P}\left(D_{U}=0\right)=\mathbb{P}\left(R_{1} \geq r_{\max }\right)=e^{-\lambda_{B S} \pi r_{\max }^{2}} \tag{28}
\end{equation*}
$$

## C. LoS Failures

We now investigate LoS failures, where a link between a user and a BS fails if the link is non-LoS. Different from the distance failures, these LoS failures happen with a certain probability based on distance instead of deterministically when the distance is above a certain threshold $r_{\text {max }}$. There are several LoS models, e.g., based on a Poisson-distributed blockers [9], a real-life indoor scenario [26] or blockage effects by humans and buildings in an urban network [4]. We use the non-LoS probability as given in [4], [27]:
$p_{j}= \begin{cases}0, & R_{j} \leq r_{\mathrm{LoS}}, \\ 1-R_{j}^{-1}\left(r_{\mathrm{LoS}}+R_{j} e^{\frac{-R_{j}}{2 r_{\mathrm{LoS}}}}-18 e^{\frac{-R_{j}}{2 r_{\mathrm{LoS}}}}\right), & R_{j}>r_{\mathrm{LoS}},\end{cases}$
where $r_{\text {Los }}$ is a parameter that describes at what distance objects are more likely to become non-LoS. We define:

$$
\begin{equation*}
g(r)=r^{-1}\left(r_{\mathrm{LoS}}+r e^{\frac{-r}{2 r_{\mathrm{LoS}}}}-18 e^{\frac{-r}{2 r_{\mathrm{LoS}}}}\right) \tag{29}
\end{equation*}
$$

Then, the expected channel capacity under $\operatorname{LoS}$ failures equals:

$$
\begin{align*}
\mathbb{E}\left(C_{\text {sum }}^{k}\right)= & \frac{\overline{W_{\text {tot }}}}{k \lambda_{U}} \sum_{j=1}^{k} \mathbb{E}\left(\left(1-p_{j}\right) \log _{2}\left(1+\mathrm{SNR}_{j}\right)\right) \\
= & \overline{\overline{W_{\text {tot }}}} \frac{k \lambda_{U}}{} \sum_{j=1}^{k} \mathbb{E}\left(\log _{2}\left(1+\mathrm{SNR}_{j}^{-\alpha}, R_{j} \leq r_{\mathrm{LoS}}\right)\right. \\
& +\mathbb{E}\left(\left(1-p_{j}\right) \log _{2}\left(1+\mathrm{SNR}_{j}^{-\alpha}, R_{j}>r_{\mathrm{LoS}}\right)\right) \\
= & \frac{\overline{W_{\text {tot }}}}{k \lambda_{U}} \sum_{j=1}^{k}\left(\mathbb{E}\left(\log _{2}\left(1+\mathrm{SNR}_{j}\right), R_{j} \leq r_{\mathrm{LoS}}\right)\right. \\
& \left.+\int_{r_{\mathrm{LoS}}}^{\infty} g(r) \log _{2}\left(1+c r^{-\alpha}\right) f_{R_{j}}(r) \mathrm{d} r\right) . \tag{30}
\end{align*}
$$

TABLE I
Simulation Parameters

| Parameter | Value |
| :---: | :---: |
| $\lambda_{B S}$ | $5 \mathrm{BS} / \mathrm{km}^{2}$ |
| $\lambda_{U}$ | $500 \mathrm{users} / \mathrm{km}^{2}$ |
| $\alpha$ | 2 |
| $P_{\mathrm{tx}}$ | 30 dBm |
| NF | $5 \mathrm{~dB}[28]$ |
| $W_{\text {tot }}$ | 100 MHz |
| area | $1 \mathrm{~km} \times 1 \mathrm{~km}$ |

Under the assumption that links fail independently, the outage probability becomes:

$$
\begin{align*}
\mathbb{P}\left(D_{U}=0\right) & =\prod_{j=1}^{k} \mathbb{P}(\text { link } i \text { fails })=\prod_{j=1}^{k} \mathbb{E}\left(p_{j}\right) \\
& =\prod_{j=1}^{k} \int_{r_{\mathrm{LoS}}}^{\infty}(1-g(r)) f_{R_{j}}(r) \mathrm{d} r \\
& =\prod_{j=1}^{k}\left(\mathbb{P}\left(R_{j} \geq r_{\mathrm{LoS}}\right)-\int_{r_{\mathrm{LoS}}}^{\infty} g(r) f_{R_{j}}(r) \mathrm{d} r\right) \\
& =\prod_{j=1}^{k} \frac{\Gamma\left(j, r_{\mathrm{LoS}}^{2} \lambda_{B S} \pi\right)}{\Gamma(j)}-\int_{r_{\mathrm{LoS}}}^{\infty} g(r) f_{R_{j}}(r) \mathrm{d} r . \tag{31}
\end{align*}
$$

## VI. Performance Analysis

In this section, we provide a performance analysis of MC using system level Monte-Carlo simulations. Unless stated otherwise, we use the parameters given in Table I. We simulate each scenario 1000 times and report the averages of all runs along with 95\% confidence intervals. To avoid border-effects (e.g., BS at the borders have less connected users), we assume a torus where borders are connected.

First, in Section VI-A, we evaluate the accuracy of our analytical model by comparing the results obtained from the simulations with the analytical results from Section V, leaving out $\delta_{1}$ and $\delta_{j}$ in (20) and (21). Afterwards, we analyse a more realistic scenario by taking interference into account in Section VI-B. The analysis is based on two performance metrics: the average channel capacity ( $C_{\text {sum }}^{k}$ ) and the outage probability under failures. Moreover, we investigate how resilient the network is with respect to the failures by calculating the throughput with or without reallocation.

In these simulations, we calculated the average channel capacity using the signal-to-interference-plus-noise-ratio (SINR) assuming a frequency reuse factor $s=1$, which means that every BS operates on the same frequency. Then, we define SINR as follows:

$$
\begin{equation*}
\mathrm{SINR}_{j}=\frac{P_{\mathrm{tx}} R_{j}^{-\alpha}}{N_{\mathrm{tot}}\left(\lambda_{B S}\right)+P_{\mathrm{tx}} \sum_{i \in\left\{\mathrm{BS}^{-}\right\}} R_{i}^{-\alpha}}, \tag{32}
\end{equation*}
$$

where $\mathrm{BS}^{-}$is the set of BSs that interfere with the BS in consideration, taking into account the frequency reuse factor. In the case of $s=1$, this is the set of all BSs.


Fig. 4. Impact of parameters $p, r_{\max }$ and $r_{\text {LoS }}$ on simulated (markers) and calculated (line) channel capacity. (a) $\mathbb{E}\left(C_{\text {sum }}^{k}\right)$ - random failure. (b) $\mathbb{E}\left(C_{\text {sum }}^{k}\right)$ distance failure. (c) $\mathbb{E}\left(C_{\text {sum }}^{k}\right)$ - LoS failure.


Fig. 5. Impact of increasing BS density on the channel capacity for various $k$-connectivity settings (simulations).

## A. Accuracy of the Analytical Model

Fig. 4 depicts the change in channel capacity (without interference) under all failure models. In this figure, dotted lines represent the analytical expressions of the channel capacities from (24) for random failures, (27) for distance failures, and (30) for LoS failures. Since we only have an analytical expression in the high-SNR regime, we show these simulations for $\lambda_{B S}=5 \cdot 10^{-5}$. While matching the trend for all failure models, the analytical values deviate from the results obtained from the simulations. We attribute this deviation to the assumption that the degree of a $\mathrm{BS}\left(D_{\mathrm{BS}}\right)$ and the distance to that $\mathrm{BS}\left(R_{j}\right)$ are independent. This assumption may not hold in general as low-degree BSs most likely only serve a small area. Therefore, the distance from a user to that BS is also small resulting in higher throughput for these users as a result of higher SNR. Hence, we observe in the figures higher capacity obtained from simulations. However, for $k \geq 2$, this dependence becomes less prominent as the areas that BSs serve become larger and more equally distributed [22]. As a result, we observe a marginal gap between the results of our analytical model and the simulations.

## B. Realistic Deployment

Fig. 5 shows the channel capacity with increasing BS densities for various degrees of MC without failures. We observe that for
all BS deployment densities, MC decreases the channel capacity, i.e., single connectivity $k=1$ achieves the highest capacity. For example, for $\lambda_{B S}=5 \cdot 10^{-5}$, this decrease in comparison to SC is $32.6 \%$ for dual connectivity and $63.5 \%$ for 5-connectivity. This observation confirms the validity of Theorem 2 which shows that MC decreases the channel capacity.

Now, let us analyze the impact of link failures. Figs. 6-8 depict the channel capacity and outage probability under different failures with and without reallocation. We will first focus on the case where the BSs do not reallocate the bandwidth of the failing links. From Figs. 6(a), 7(a) and 8(a), we can see that increasing failure probability (e.g., higher $p$ or lower $r_{\max }$ and $r_{\text {LoS }}$ ) decreases the capacity of all k-connectivity schemes. In comparison to $k=1$, there is a maximum relative loss of respectively $39.1 \%, 56.8 \%$ and $47.9 \%$ for random, distance and LoS failures under dual connectivity. However, we observe that the decrease is faster for lower $k$ values (e.g., represented as a higher slope). Despite this faster decrease, the achieved capacity is still higher compared to that of higher $k$. While MC schemes achieve lower outage as seen in Figs. 6(c) and 8(c), even if a user has more links that might survive after a failure, these links are with further away BSs. This results in lower throughput as the SNR from more distant BSs is lower compared to the user's first link with the closest BS. Also, with increasing MC, time allocated to each user decreases, which results in lower per-user capacity (Theorem 2).

Now, let us discuss how resource reallocation affects the capacity for different failure models and degrees of MC. Comparing Fig. 6(a) and (b), we observe that resource reallocation helps maintaining the same capacity despite the existence of failures. Since failures are random and each user-BS link is equally likely to fail independent of the distance between the user and BS, on the average, the capacity remains unchanged as active links in a BS get the time allocated to the failing links. On the other hand, we observe a different trend in Fig. 7(a) and (b) as well as in Fig. 8(a) and (b). Here, when the resources are not reallocated, with increasing $r_{\text {max }}$ and $r_{\text {LoS }}$, channel capacity increases. In contrast, when reallocation is possible, the channel capacity decreases. However, note that reallocation always yields higher or equal throughput than that of without reallocation (note the difference in scale in the $y$-axis). Since links that are further away


Fig. 6. Random failures. Impact of outage probability $p$ on simulated channel capacity and outage probability. (a) $\mathbb{E}\left(C_{\text {sum }}^{k}\right)$ - without reallocation. (b) $\mathbb{E}\left(C_{\text {sum }}^{k}\right)$ with reallocation. (c) Outage probability. The dotted lines showthe analytical value as given in (25).


Fig. 7. Distance failures. Impact of parameter $r_{\max }$ on simulated channel capacity and outage probability. (a) $\mathbb{E}\left(C_{\text {sum }}^{k}\right)$ - without reallocation. (b) $\mathbb{E}\left(C_{\text {sum }}^{k}\right)$ with reallocation. (c) Outage probability. The dotted lines show the analytical value as given in (28).


Fig. 8. LoS failures. Impact of parameter $r_{\text {Los }}$ on simulated channel capacity and outage probability. (a) $\mathbb{E}\left(C_{\text {sum }}^{k}\right)$ - without reallocation. (b) $\mathbb{E}\left(C_{\text {sum }}^{k}\right)$ - with reallocation. (c) Outage probability. The lines show the analytical value as given in (31).
will break down under distance or LoS failures, this means that the resources that get re-allocated will be assigned to links that are closer and thus will result in higher channel capacity.

As observed in the prior work such as [6], MC presents us with a rate-reliability trade-off: our simulations show a lower capacity for higher MC, but also a higher reliability as observed in Fig. 6(c) and Fig. 8(c). However, as we see in Fig. 7(c), MC does not bring any benefits for distance related failures as the failure of the first link implies failure of the additional links. Considering the improvement in outage probability under random
failures, the highest improvement from $k$ to $k+1$ connectivity is achieved for dual connectivity. This outage probability decrease enabled by a second link is especially visible for random failures for $p \sim 0.1$ in Fig. 6(c) and $r_{\text {LoS }} \sim 40$ in Fig. 8(c). While higher $k$ decreases the outage probability further, the gain diminishes. Hence, one can argue that if the link failure probability is expected to be low, dual connectivity can facilitate the highest gains without resulting in a significant capacity loss or overhead to maintain multiple links (e.g., scheduling coordination among the BSs). Moreover, it is worth mentioning that we observe


Fig. 9. Cumulative distribution of $C_{\text {sum }}^{k}$.
almost a perfect match between the analytical and simulated values of outage probability in Figs. 6(c) and 7(c).

Lastly, Fig. 9 shows that the distribution of $C_{\text {sum }}^{k}$ over all users and we can see that capacity becomes more concentrated around the mean for larger values of $k$, as the coefficient of variation decreases. Thus, the average performance degrades, but fairness increases implying that users maintain similar throughput. To illustrate this, we calculated Jain's fairness index [29] of the channel capacity. This fairness index increases for higher degrees of MC: as for $k=1$, the fairness is 0.53 and it is 0.96 for $k=5$. Furthermore, for a given $C_{\mathrm{sum}}^{k}$, more users maintain a given rate in higher MC in comparison to single connectivity. Thus, MC degrades the average channel capacity, but increases the channel capacity for the poorly-connected users (e.g., with lower capacity at the cell-edge).

## VII. DISCUSSION

Our analysis relies on two key assumptions. First, BSs and users are homogeneously distributed according to a Poisson point process. Second, in the analytical model, the BSs are allocated separate channels hence the interference from the adjacent cells is zero. While the first assumption is necessary for analytical tractability and it is a typical assumption in the literature, a more realistic analytical model considering heterogeneous PPP or hexagonal grids can represent the current network deployments better. Similarly, simulations can use real BS location information to account for the heterogeneity of the BS distribution in a cellular network. Regarding the second assumption, this assumption holds under appropriate frequency planning, e.g., with larger frequency reuse factor. An interesting direction is to explore whether the observed trends are also valid in the existence of co-channel interference.

We also assumed that the degree of a BS is independent of the distance between a user and a BS. However, as Fig. 5 shows, this may not hold. For further research, one could look into the dependency between these two quantities to find more accurate analytical expressions. However, for larger values of $k$, this error becomes significantly smaller, showing that this assumption is reasonable for MC.

We believe that there may be other policies that can make MC beneficial to the user, also in terms of an increased channel capacity. For example a heterogeneous association scheme for

MC in which other properties of a user are also considered in MC decision. For instance, cell-edge users can have more connections to prevent outage for these users and to ensure higher throughput. Similarly, more sophisticated BS association schemes, e.g., BS load-aware, can be considered rather than the simple policy of connecting to the $k$ closest BSs. Or, we could take into account beamforming for mmWave [30] or intelligent reflecting surfaces [31], [32] to increase the channel gains and therefore changing the optimal user association scheme. Designing policies ensuring that MC is exploited in such a way that all users benefit from it is therefore an important topic for further research.

## VIII. CONCLUSION

In this paper, we have investigated the performance of a cellular network with increasing degree of multi-connectivity (MC) in terms of per-user throughput and outage probability, using a model based on stochastic geometry. Interestingly, we observed that per-user throughput decreases for higher degrees of MC, i.e., when every user connects to multiple BSs. This is in contrast with some previous results for the spectral efficiency [2], [4], which increased for moderate levels of MC. This shows that it is important to take the multi-user perspective into account when designing more efficient methods of realising MC. While our simulations and analytical model showed that MC decreases the average channel capacity, we also observed that some users still experience a higher channel capacity under MC compared to single connectivity. Additionally, MC yields a more fair distribution of the throughput in the network. Our analysis reveals the benefit of MC as increased reliability of the network under random and LoS failures. However, when failure probability increases with increasing distance between the user and the BS, then MC does not offer any increase in reliability. Since our analysis shows that simply realising MC for every user in the network does not improve throughput, network operators should design more sophisticated MC schemes e.g., considering different rate requirements and SNR of the users or use a dynamic number of connections per user, that can lead to performance improvements. Hence, future research directions include investigation of different association schemes as well as different MC implementations such as packet duplication for higher reliability.

## Appendix A <br> Proof of Theorem 1

Proof: We want to find the expectation of the logarithm of $S N R_{j}$ for $j \in\{1,2, \ldots, k\}$, which is the following integral:

$$
\mathbb{E}\left(\log _{2}\left(1+\mathrm{SNR}_{j}\right)\right)=\frac{1}{\ln (2)} \int_{0}^{\infty} \ln (1+x) f_{S N R_{j}}(x) \mathrm{d} x
$$

We split this integral in two ranges to be able to approximate the logarithm in this integral with a Taylor expansion, which has a different form for $x \leq 1$ and $x>1$ :

$$
\begin{equation*}
\mathbb{E}\left(\log _{2}\left(1+\mathrm{SNR}_{j}\right)\right)=\frac{1}{\ln (2)}\left(I_{1}+I_{2}+I_{3}\right)+R \tag{33}
\end{equation*}
$$

where $R=\log _{2}(1+c)\left(1-\frac{\Gamma\left(k, \lambda_{B S} \pi\right)}{\Gamma(k+1)}\right)$, the point mass in $x=$ $c, f_{S N R_{j}}(x)$ is given in (14) and $I_{1}, I_{2}$ and $I_{3}$ are defined as:

$$
\begin{align*}
& I_{1}=\int_{0}^{1} \ln (1+x) f_{\mathrm{SNR}_{j}}(x) \mathrm{d} x  \tag{34}\\
& I_{2}=\int_{1}^{c} \ln \left(1+\frac{1}{x}\right) f_{\mathrm{SNR}_{j}}(x) \mathrm{d} x  \tag{35}\\
& I_{3}=\int_{1}^{c} \ln (x) f_{\mathrm{SNR}_{j}}(x) \mathrm{d} x \tag{36}
\end{align*}
$$

To simplify notation, we define $\phi=\lambda_{B S} \pi c^{\frac{2}{\alpha}}$. To find an expression for $I_{1}$ and $I_{2}$, we use a Taylor expansion for the logarithm:

$$
\ln (1+x)= \begin{cases}\sum_{i=0}^{\infty} \frac{(-1)^{i}}{i+1} x^{i+1}, & 0 \leq x \leq 1 \\ \ln (x)+\sum_{i=0}^{\infty} \frac{(-1)^{i}}{i+1} x^{-(i+1)}, & x>1\end{cases}
$$

Therefore,

$$
\begin{align*}
I_{1} & =\frac{2 \phi^{j}}{\alpha \Gamma(j)} \int_{0}^{1} \ln (1+x) x^{-\frac{2 j}{\alpha}-1} e^{-\phi x^{-\frac{2}{\alpha}}} \mathrm{~d} x \\
& =\frac{2 \phi^{j}}{\alpha \Gamma(j)} \sum_{i=0}^{\infty} \frac{(-1)^{i}}{i+1} \int_{0}^{1} x^{-\frac{2 j}{\alpha}+i} e^{-\phi x^{-\frac{2}{\alpha}}} \mathrm{~d} x \tag{37}
\end{align*}
$$

We use the change of variables $y=\phi x^{-\frac{2}{\alpha}}$ :

$$
\begin{align*}
I_{1} & =\frac{1}{\Gamma(j)} \sum_{i=0}^{\infty} \frac{(-1)^{i} \phi^{\frac{\alpha}{2}(i+1)}}{i+1} \int_{\phi}^{\infty} y^{-\frac{\alpha}{2}(i+1)+j-1} e^{-y} \mathrm{~d} y \\
& =\frac{1}{\Gamma(j)} \sum_{i=0}^{\infty} \frac{(-1)^{i} \phi^{\frac{\alpha}{2}(i+1)}}{i+1} \Gamma\left(-\frac{\alpha}{2}(i+1)+j, \phi\right) . \tag{38}
\end{align*}
$$

For $I_{2}$, we use the same approach:

$$
\begin{align*}
I_{2} & =\frac{2 \phi^{j}}{\alpha \Gamma(j)} \int_{1}^{c} \ln \left(1+\frac{1}{x}\right) x^{-\frac{2}{\alpha}-1} e^{-\phi x^{-\frac{2}{\alpha}}} \mathrm{~d} x \\
& =\frac{2 \phi^{j}}{\alpha \Gamma(j)} \sum_{i=0}^{\infty} \frac{(-1)^{i}}{i+1} \int_{1}^{c} x^{-\frac{2}{\alpha}-i-2} e^{-\phi x^{-\frac{2}{\alpha}}} \mathrm{~d} x \\
& =\frac{1}{\Gamma(j)} \sum_{i=0}^{\infty} \frac{(-1)^{i} \phi^{-\frac{\alpha}{2}(i+1)}}{i+1} \int_{\lambda_{B S} \pi}^{\phi} y^{\frac{\alpha}{2}(i+1)+j-1} e^{-y} \mathrm{~d} y \\
& =\frac{1}{\Gamma(j)} \sum_{i=0}^{\infty} \frac{(-1)^{i} \phi^{-\frac{\alpha}{2}(i+1)}}{i+1} \\
& \left(\Gamma\left(\frac{\alpha}{2}(1+i)+j, \lambda_{B S} \pi\right)-\Gamma\left(\frac{\alpha}{2}(1+i)+j, \phi\right)\right), \tag{39}
\end{align*}
$$

with the same change of variables as we used for $I_{1}$.
For $I_{3}$ we use a slightly different approach:

$$
\begin{aligned}
I_{3} & =\frac{2 \phi^{j}}{\alpha \Gamma(j)} \int_{1}^{c} \ln (x) x^{-\frac{2 j}{\alpha}-1} e^{-\phi x^{-\frac{2}{\alpha}} \mathrm{~d} x} \\
& =\frac{\alpha}{2 \Gamma(j)} \int_{\lambda_{B S} \pi}^{\phi} \ln \left(\frac{\phi}{y}\right) y^{j-1} e^{-y} \mathrm{~d} y
\end{aligned}
$$


(a)

(b)

Fig. 10. $\mathbb{E}\left(\log _{2}\left(1+\operatorname{SNR}_{j}\right)\right)$ for different values of $j$, as a sum of $I_{1}, I_{2}, I_{3}$ and $R$. (a) $j=1$. (b) $j=5$.

$$
\begin{align*}
= & \frac{\alpha}{2 \Gamma(j)} \int_{\lambda_{B S} \pi}^{\phi}(\ln (\phi)-\ln (y)) y^{j-1} e^{-y} \mathrm{~d} y \\
= & \frac{\alpha}{2 \Gamma(j)}\left(\ln (\phi)\left(\Gamma\left(j, \lambda_{B S} \pi\right)-\Gamma(j, \phi)\right)\right. \\
& \left.-\int_{\lambda_{B S} \pi}^{\phi} \ln (y) y^{j-1} e^{-y} \mathrm{~d} y\right) \\
= & \frac{\alpha}{2 \Gamma(j)}\left(\ln (\phi)\left(\Gamma\left(j, \lambda_{B S} \pi\right)-\Gamma(j, \phi)\right)\right. \\
& \left.-\frac{\mathrm{d}}{\mathrm{~d} a}\left[\Gamma(a, \phi)-\Gamma\left(a, \lambda_{B S} \pi\right)\right]_{a=j}\right), \tag{40}
\end{align*}
$$

with the same changes of variables as in $I_{1}$ and $I_{2}$ and we can derive the last equation since this integrand is the derivative of the incomplete gamma function.

In (41), shown at the bottom of the next page, we filled in (33) with (38), (39) and (40), with $G(j, \phi)$ as defined in (42), shown at the bottom of the next page, which gives the result we wanted to prove.

## A. Approximation

In high-SNR regime, we can approximate (33) by omitting $I_{1}$ and $I_{2}$, as $f_{\text {SNR }}$ will be between 0 and 1 and $\ln \left(1+\mathrm{SNR}^{-1}\right)$ will be small as well. Fig. 10 shows that indeed $I_{1}$ and the rest $R$, as defined in (34)-(36) are dominant with respect to $I_{1}$ and $I_{2}$
for large values of $\lambda_{B S}$, the approximation $I_{3}+R$ would work well.

We start with the approximation of $I_{3}$, as defined in (40). We can express the incomplete gamma function $\Gamma(s, x)$ for $s \in \mathbb{N}$ as [33]:

$$
\begin{equation*}
\Gamma(s, x)=\Gamma(s) e^{-x} \sum_{i=0}^{s-1} \frac{x^{i}}{i!} \tag{43}
\end{equation*}
$$

which holds for $|x|<1$, while for large values of $x$, the incomplete gamma function tends to zero.

For the second term of $I_{3}$ in (40), we need to find the approximation of the derivative of the gamma function, which is given in [34]:

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} s} \Gamma(s, x)= & \ln (x) \Gamma(s, x)-\left.x \frac{\mathrm{~d}}{\mathrm{~d} t} \Gamma(s-t) x^{t-1}\right|_{t=0} \\
& +\sum_{i=0}^{\infty} \frac{(-1)^{i} x^{s+i}}{i!(s+i)^{2}} \\
= & \ln (x) \Gamma(s, x)-\Gamma(s)\left(\ln (x)+\gamma-H_{s-1}\right) \\
& +\sum_{i=0}^{\infty} \frac{(-1)^{i} x^{s+i}}{i!(s+i)^{2}} \tag{44}
\end{align*}
$$

where $H_{s}=\sum_{i=1}^{s} \frac{1}{i}$ is the harmonic number.
We can now fill in (40) using (43) and (44):

$$
\begin{align*}
I_{3}= & \frac{\alpha}{2}\left(\left(\ln (\phi)-\ln \left(\lambda_{B S} \pi\right)\right)\left(e^{-\lambda_{B S} \pi} \sum_{i=0}^{j-1} \frac{\left(\lambda_{B S} \pi\right)^{i}}{i!}-1\right)\right. \\
& \left.+\sum_{i=0}^{\infty} \frac{(-1)^{i}\left(\lambda_{B S} \pi\right)^{j+i}}{i!(j+i)^{2} \Gamma(j)}-\sum_{i=0}^{\infty} \frac{(-1)^{i} \phi^{j+i}}{i!(j+i)^{2} \Gamma(j)}\right) \\
= & \ln (c)\left(e^{-\lambda_{B S} \pi} \sum_{i=0}^{j-1} \frac{\left(\lambda_{B S} \pi\right)^{i}}{i!}-1\right) \\
& +\frac{\alpha}{2 \Gamma(j)} \sum_{i=0}^{\infty} \frac{(-1)^{i}\left(\left(\lambda_{B S} \pi\right)^{j+i}-\phi^{j+i}\right)}{i!(j+i)^{2}} \tag{45}
\end{align*}
$$

Assuming $\lambda_{B S} \pi<1$, we can approximate (45) for $j>1$ :
$I_{3}=\ln (c)\left(e^{-\lambda_{B S} \pi}\left(1+\lambda_{B S} \pi+O\left(\left(\lambda_{B S} \pi\right)^{2}\right)\right)-1\right)$

$$
\begin{aligned}
& -\frac{\alpha}{2 \Gamma(j)} \sum_{i=0}^{\infty} \frac{(-1)^{i} \phi^{j+i}}{i!(j+i)^{2} \Gamma(j)} \cdot\left(1+O\left(c^{-\frac{2 j}{\alpha}}\right)\right) \\
= & \ln (c)\left(e^{-\lambda_{B S} \pi}\left(1+\lambda_{B S} \pi+O\left(\left(\lambda_{B S} \pi\right)^{2}\right)\right)-1\right)
\end{aligned}
$$

$$
\begin{equation*}
+\frac{\alpha \phi^{j}}{2 j^{2} \Gamma(j)}{ }_{2} F_{2}(\{j, j\},\{1+j, 1+j\},-\phi)\left(1+O\left(c^{-\frac{2 j}{\alpha}}\right)\right) \tag{46}
\end{equation*}
$$

where ${ }_{2} F_{2}(a, b, x)$ is the hypergeometric function that we can approximate using Theorem 3.1 of [35]:

$$
\begin{align*}
& { }_{2} F_{2}(\{j, j\},\{1+j, 1+j\},-\phi) \\
& =\frac{(\Gamma(j+1))^{2}}{(\Gamma(j))^{2}} \int_{0}^{1} e^{-\phi y}(1-y) y^{j-1}{ }_{2} F_{1}(\{1,1\},\{2\}, 1-y) \mathrm{d} y \\
& =\frac{j^{2}}{\phi^{j}}\left(\Gamma(j)\left(\ln (\phi)+\gamma-H_{j-1}\right)+G_{2,3}^{3,0}\left(\phi \left\lvert\, \begin{array}{c}
1,1 \\
0,0, j
\end{array}\right.\right)\right) \\
& =\frac{j^{2} \Gamma(j)}{\phi^{j}}\left(\ln (\phi)+\gamma-H_{j-1}\right)+O\left(j^{2} \phi^{-2 j}\right) \tag{47}
\end{align*}
$$

where $G_{2,3}^{3,0}\left(\left.\phi\right|_{0,0, j} ^{1,1}\right)$ is the Meijer-G function, which is always smaller than $\phi^{-j}$ for $\phi>1 .^{2}$ The approximation in (47) can be substituted in (46) to obtain a final approximation of $I_{3}$ for $j>1$ :

$$
\begin{align*}
I_{3}= & \ln (c)\left(e^{-\lambda_{B S} \pi}\left(1+\lambda_{B S} \pi+O\left(\left(\lambda_{B S} \pi\right)^{2}\right)\right)-1\right) \\
& +\frac{\alpha}{2}\left(\ln (\phi)+\gamma-H_{j-1}\right)\left(1+O\left(c^{-\frac{2 j}{\alpha}}\right)\right) \\
& +O\left(\Gamma(j)^{-1} c^{-\frac{2 j}{\alpha}} \phi^{-j}\right) \tag{48}
\end{align*}
$$

For $j=1, I_{3}$ can directly be calculated from (36):

$$
\begin{align*}
I_{3}= & \ln (c) e^{-\lambda_{B S} \pi}+\frac{\alpha}{2}\left(\Gamma(0, \phi)-\Gamma\left(0, \lambda_{B S} \pi\right)\right) \\
= & \ln (c) e^{-\lambda_{B S} \pi}+\frac{\alpha}{2}\left(-\frac{1}{\phi} e^{-\phi}+\ln \left(\lambda_{B S} \pi\right)+\gamma-\lambda_{B S} \pi\right) \\
& +O\left(\phi^{-1}\right)+O\left(\left(\lambda_{B S} \pi\right)^{2}\right) \tag{49}
\end{align*}
$$

using the series expansion around 0 and around $\infty$ for $\Gamma(0, x)$.
As $\mathbb{E}\left(\log _{2}\left(1+S N R_{j}\right)\right)=\frac{1}{\ln (2)}\left(I_{1}+I_{2}+I_{3}\right)+R$, we still need to approximate $I_{1}, I_{2}$ and $R$. To approximate $R$, we again approximate $\Gamma(k, x)$ by the first 2 terms of (43):

$$
R=\left\{\begin{array}{l}
\log _{2}(c)\left(1-e^{-\lambda_{B S} \pi}\right)+O\left(c^{-1} \log _{2}(c)\right), \quad j=1  \tag{50}\\
\log _{2}(c)\left(1-e^{-\lambda_{B S} \pi}\left(1+\lambda_{B S} \pi+O\left(\left(\lambda_{B S} \pi\right)^{2}\right)+O\left(c^{-1}\right)\right)\right.
\end{array}\right.
$$

${ }^{2}$ As derived in Wolfram Mathematica.

$$
\begin{align*}
\mathbb{E}\left(\log _{2}\left(1+\mathrm{SNR}_{j}\right)\right)= & \frac{1}{\ln (2) \Gamma(j)} G(j, \phi)+\log _{2}(1+c)\left(1-\frac{\Gamma\left(j, \lambda_{B S} \pi\right)}{\Gamma(j+1)}\right) \\
& +\frac{\alpha}{2 \ln (2) \Gamma(j)}\left(\ln (\phi)\left(\Gamma\left(j, \lambda_{B S} \pi\right)-\Gamma(j, \phi)\right)-\frac{\mathrm{d}}{\mathrm{~d} a}\left[\Gamma\left(a, \lambda_{B S} \pi\right)-\Gamma(a, \phi)\right]_{a=j}\right)  \tag{41}\\
G(j, \phi)= & \sum_{i=0}^{\infty} \frac{(-1)^{i} \phi^{\frac{\alpha}{2}(i+1)}}{i+1} \Gamma\left(\frac{-\alpha}{2}(i+1)+j, \phi\right)+\frac{(-1)^{i} \phi^{-\frac{\alpha}{2}(i+1)}}{i+1}\left(\Gamma\left(\frac{\alpha}{2}(1+i)+j, \lambda_{B S} \pi\right)-\Gamma\left(\frac{\alpha}{2}(1+i)+j, \phi\right)\right) \tag{42}
\end{align*}
$$

as the second equation holds for $j>1$. For $I_{1}$ and $I_{2}$, we find an upper bound as Fig. 10 shows these integrals are negligible in high-SNR regime:

$$
\begin{equation*}
I_{1} \leq \ln (2) \cdot \mathbb{P}\left(\mathrm{SNR}_{j} \leq 1\right)=\ln (2) \frac{\Gamma(j, \phi)}{\Gamma(j)}=O\left(e^{-\phi} \phi^{j}\right) \tag{51}
\end{equation*}
$$

$$
\begin{equation*}
I_{2} \leq \ln \left(1+\frac{1}{\mathbb{E}\left(\mathrm{SNR}_{j}\right)}\right)=O\left(\mathbb{E}\left(\mathrm{SNR}_{j}^{-1}\right)\right) \tag{52}
\end{equation*}
$$

Now, we approximate $\mathbb{E}\left(\log _{2}\left(1+S N R_{j}\right)\right)$ by using (49) and (48) together with (50)-(52):

$$
\begin{align*}
& \mathbb{E}\left(\log _{2}\left(1+\mathrm{SNR}_{1}\right)\right)=\frac{\alpha}{2 \ln (2)}\left(\ln (\phi)+\gamma-\lambda_{B S} \pi\right)+\delta_{1}  \tag{53}\\
& \mathbb{E}\left(\log _{2}\left(1+\mathrm{SNR}_{j}\right)\right)=\frac{\alpha}{2 \ln (2)}\left(\ln (\phi)+\gamma-H_{j-1}\right)+\delta_{j} \tag{54}
\end{align*}
$$

for $j>1$ and where $\gamma$ is Euler's constant and for the following variables $\delta_{1}$ and $\delta_{j}$ :

$$
\begin{aligned}
\delta_{1}= & O\left(\phi^{-1}\right)+O\left(\left(\lambda_{B S} \pi\right)^{2}\right)+O\left(\ln (c) c^{-1}\right)+O\left(\mathbb{E}\left(\mathrm{SNR}_{j}^{-1}\right)\right), \\
\delta_{j}= & O\left(c^{-\frac{2 j}{\alpha}} \ln (\phi)\right)+O\left(\Gamma(j)^{-1} c^{-\frac{2 j}{\alpha}} \phi^{-j}\right)+O\left(\ln (c) c^{-1}\right) \\
& +O\left(\mathbb{E}\left(\mathrm{SNR}_{j}^{-1}\right)\right),
\end{aligned}
$$

where the latter holds for $j>1$.
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