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A B S T R A C T   

Spatiotemporal patterns of earth surface deformation are influenced by a combination of the geologic, topo-
graphic, seismic, anthropogenic, meteorological and climatic conditions specific to any landscape of interest. 
These have been mostly modelled through machine learning tools. However, these influences are yet to be 
explored and exploited to train interpretable data-driven models and then make predictions on the deformation 
one may expect in space or time. This work explored this aspect by proposing the first multivariate model 
dedicated to InSAR-derived deformation data. The results we obtain are promising for we suitably retrieved the 
signal of environmental predictors, from which we then estimated the mean line of sight velocities for a number 
of hillslopes affected by seismic shaking. The importance of such models resides in its potential for opening an 
entirely new research line for slope instability modelling.   

1. Introduction 

The last few decades have seen the birth of space-borne remote 
sensing and its consolidated use as a monitoring technique capable of 
sensing the earth’s surface and the hazardous phenomena it hosts (Tralli 
et al., 2005). Among the available space-borne techniques, Interfero-
metric Synthetic Aperture Radar (InSAR) gained the spotlight for its 
millimetre-level precision of the earth surface deformation (Hilley et al., 
2004; Massonnet and Feigl, 1998). Following the launch of the Sentinel- 
1 mission, public radar scenes became publicly accessible over the whole 
planet with an orbital frequency of 6–12 days. This has further promoted 
the use of InSAR for monitoring surface deformations associated with 
land subsidence (Cigna and Tapete, 2021; Haghshenas Haghighi and 
Motagh, 2019), slow-moving hillslopes (Barra et al., 2016; Lacroix et al., 
2020) and volcanic edifice (Gaddes et al., 2018; Xu et al., 2016). The 
most representative example of its use can be seen in the European 
project on surface deformation time series, spanning from 2015 to 2020, 
released by the European Ground Motion Service (Costantini et al., 
2021; Crosetto et al., 2021). 

To date though, the vast majority of InSAR applications have focused 
on observational research. In other words, despite the growing avail-
ability of surface motion data, limited efforts have been dedicated to 
linking its space-time patterns to environmental characteristics, thus 

moving away from descriptive analyses and toward predictive ones. 
Examples do exist where temporal statistics are used univariately to 
attempt a temporal prediction (Chen et al., 2021; Ding et al., 2021; He 
et al., 2022; Ma et al., 2020), although these techniques are purely based 
on the deformation signal itself, thus being poorly related to the envi-
ronmental conditions responsible for the deformation in the first place 
(Intrieri et al., 2018; Palmer, 2017). The use of bivariate models has also 
been explored in the context of land subsidence, being correlated to 
groundwater depletion (Chaussard et al., 2013), or in the case of hill-
slope deformation, explained according to precipitation and/or seis-
micity (Bontemps et al., 2020). However, even these examples share a 
common limitation, this being the bivariate framework they have been 
based on so far. Such a structure may not be suited to welcome the 
complex interactions between various factors responsible for earth’s 
surface changes; although they can still be useful to identify those fac-
tors that primarily drive the surface deformation (Dille et al., 2021). 
Ideally, a holistic modelling approach should be flexible enough to 
encompass various contributors to the earth’s surface deformation. This 
is actually a common assumption in data-driven models built to estimate 
slope instabilities (Lombardo and Mai, 2018). Thus, it is reasonable to 
assume that the same is valid in the context of InSAR-derived hillslope 
deformation, yet these aspects are still mostly unexplored. 

Two main obstacles may have been responsible for the limited 
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research mentioned above. The first one has to do with the temporal 
resolution of the InSAR deformation. The response of hillslope to 
external stresses is not necessarily instantaneous all the time. For 
instance, earthquakes generate surface displacements at the moment of 
ground shaking. However, landscape reactions to variations in hydro-
logical conditions could occur with some degrees of lag time, varying 
from a few days to a few months (Hilley et al., 2004; Zhao et al., 2012). 
Therefore, a comparison between, for instance, 12-day InSAR defor-
mation from Sentinel-1 and 12-day accumulated precipitation from 
satellite products may not match, yielding to poor correlations. The 
second obstacle is linked to the details of the InSAR deformation with 
respect to the available environmental characteristics. For instance, if 
one would aim at estimating hillslope deformation mainly on the basis of 
precipitation data, then Sentinel-1 images would have a spatial resolu-
tion of 5 m × 20 m, whereas satellite-based global rainfall products 
would have at least a few km grid spacing (e.g., CHIRPS, McNally, 2018: 
0.05◦; IMERG, Huffman et al., 2019: 0.1◦). Therefore, spatial variation 
in surface deformation may not be accurately captured by such coarse 
precipitation estimates. 

Our study aims at simultaneously minimising both limitations and 
proposes an explainable, regional-scale predictive model for InSAR- 
derived hillslope deformations. This is achieved via the first multivar-
iate model in the literature that targets mean velocities in satellite Line 
of Sight (VLOS) direction. Our result shows that the contributions of 
different terrain and environmental characteristics can be estimated and 
further used for predictive purposes. As a result, this method has the 
potential to lift the curtains for a number of spatio-temporal models 
aimed at estimating VLOS in future scenarios. 

2. Methods 

2.1. Generating the dependent variable of the model 

To identify hillslope deformation velocities, we implemented a 
standard time series InSAR approach i.e. PSI for PS deformation time 
series estimation (Ferretti et al., 2001). We divided SAR data into four 
sequential time stacks (TS1–4, see Table S1–4). These correspond to the 
intra-seismic phases between earthquake of magnitude equal or >5.0 
and the next, from 2017 to 2021. Specifically, we used 125 Sentinel-1A 
satellite SAR images acquired between November 2017 and July 2022, 
in VV polarization channel. Sentinel-1A satellite is operated in C band 
(5.6 cm), and has a 12-day repeat cycle and delivers SAR images with 5 
× 20 m spatial resolution. We collected data in descending orbital di-
rection, with path 4 and frame 491, which cover the area affected by the 
2017 Nyingchi earthquake region (Fig. 1). 

Per time stack, during PSI processing, we selected the most optimal 
master acquisition (Zebker and Villasenor, 1992) to mitigate spatial and 
temporal decorrelation. We used the 30m Shuttle Radar Topography 
Mission (SRTM) digital elevation model to estimate the topographic 
phase, and GACOS (Generic Atmospheric Correction Online Service; Yu 
et al., 2018) to remove the atmospheric phase, and applied 3D phase 
unwrapping (Hooper et al., 2018) to generate PS deformation time series 
estimation in LOS. Assuming all PS generally have linear behaviour over 
time and the InSAR observation errors are within an allowable range, we 
employed a linear function of time to describe PS deformation time se-
ries. Then the mean velocity in LOS, VLOS, can be considered as the 
unknown parameter in the observation function shown below: 

Fig. 1. Panels showing (a) the location of the study area over the Himalayan range and (b) a zoomed-in view of the study area overlaying by the epicentre of 
earthquakes (Mw ≥ 5.0) that occurred in the last five years and spatial distribution of co-seismic landslides triggered by the 2017 Mw 6.4 Nyingchi, 
China earthquake. 
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di
LOS = Bi

tVLOS  

where dLOS
i represents the LOS deformation value of a PS at the ith 

acquisition, and Bt
i represents the temporal baseline between the master 

and slave at the ith acquisition. Since dLOS
i and Bt

i are known based on PSI 
processing, calculating VLOS is straightforward. 

2.2. Generating mapping units and independent variables of the model 

We used r.slopunits (Alvioli et al., 2016) to generate slope units 
(SUs), which is the mapping unit we opted for this research. There, we 
used SRTM digital elevation model, with 1 arc-second spatial resolution 
(NASA JPL, 2013) to generate SUs. We aggregated all dependent and 

independent variables per SU. 
We used 10 parameters to generate our independent variables 

(Table 1), these have been mostly selected according to the literature on 
landslide susceptibility and hazard assessment (Budimir et al., 2015; van 
Westen et al., 2006). Our assumption is that the geologic, topographic, 
seismic, meteorological and climatic conditions controlling hillslope 
stability could also play role in hillslope deformation rates. Therefore, 
the idea is for these 10 parameters to be able to reflect the combined 
effect of static and dynamic environmental characteristics that the 
examined landscape had to undergo from TS1 to TS4. If the spatial 
resolution of a given parameter is overall finer than SU, we calculate 
both the mean and standard deviation of cell values falling into each SU. 
Specifically, this was the procedure we followed for the parameters 
derived from the digital elevation model. 

2.3. Developing the data-driven model 

To model the spatial distribution of mean VLOS, we adopted a 
Generalized Additive Mixed Model structure framed in a Bayesian 
context. This was achieved by using the Integrated Nested Laplacian 
Approximation (INLA, Bakka et al., 2018) and its implementation in the 
inlabru package (Bachl et al., 2019). 

The model we opted for can be denoted as follows: 

VLOS =B0 +
∑

(Bn*Xn)+ f1
(
Slopeμ

)
+ f2(dist2Fault)+ f3(PGA)

+ f4(Total precipitation)+ f5(planCurv)+ f6(profCurv)

where B0 is the global intercept, Bn are the regression coefficients esti-
mated for the n explanatory variables used linearly, f1 to f6 are the 
nonlinear models applied to the respective ordinal variables and f7 is the 
nonlinear model applied to the categorical information carried by each 
independent geological class. 

Because of the Bayesian nature of our model, each term mentioned 
above returned a distribution of regression coefficients. These have been 
used to generate 1000 simulations over the spatiotemporal domain 
represented by TS2, TS3 and TS4, from which we extracted mean pre-
dicted values and the 95% width of their credible interval. 

Table 1 
Summary of independent variables.  

Variable Abbreviation Reference Unit 

Slope steepness (mean 
and standard deviation 
per SU) 

Slopeμ / Slopeσ Zevenbergen and 
Thorne, 1987 

degree 

Distance to quaternary 
faults (mean) 

dist2faultμ Wang et al., 2017 m 

Peak Ground 
Acceleration 

PGA Worden and Wald, 2016 gn 

Total precipitation – Funk et al., 2015 mm 
Plan curvature (mean and 

standard deviation per 
SU) 

planCurvμ / 
planCurvσ 

Heerdegen and Beran, 
1982 

1/m 

Profile curvature (mean 
and standard deviation 
per SU) 

profCurvμ / 
profCurvσ 

Heerdegen and Beran, 
1982 

1/m 

Vector ruggedness 
measure 

VRMμ / VRMσ Sappington et al., 2007 unitless 

Fraction of snow cover SnowCov FLDAS Noah Land 
Surface Model;  
McNally, 2018 

% 

Maximum temperature 
difference 

Tempdiff Wan et al., 2021 ◦C 

Lithology – Wang et al., 2017 –  

Fig. 2. Panels showing (a-b) spatial distribution of PS points over Sus, (c) aggregated mean LOS velocities, (d) their standard deviations and (e) number of PS points 
for SU. Red star indicates the epicentre of the 2017 Nyingchi earthquake. (For interpretation of the references to colour in this figure legend, the reader is referred to 
the web version of this article.) 
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As for the cross-validation routines we explored, the 10-fold one 
worked by randomly sub-setting the TS1 data into ten balanced sample 
groups. As their random selection was constrained to select a given SU 
only once, the union of the ten sample groups returns the initial TS2 
data. The leave-one-out procedure also iteratively subsets the TS2 
spatial domain but it does it by taking one SU out at a time, repeating the 
same procedure until all SUs have been used for predictive purposes. 

3. Results 

Through Persistent Scatterer Interferometry (Ferretti et al., 2001), 
we generated Persistent Scatterer (PS) points and further derived line-of- 
sight deformation time series. From these, we computed mean VLOS for 
the area (80 km × 95 km) affected by the 2017 Mw 6.7 Nyingchi (China) 

earthquake (Fig. 1). Overall, 1800 co-seismic landslides were triggered 
in response to this earthquake (Zhao et al., 2019), after which, six 
subsequent ruptures (Mw ≥ 5.0) shook the same area. In such cases, the 
potential rapid deformation caused by the ground motion could 
decrease the coherence of interferograms. To ensure that this negative 
influence (Bekaert et al., 2020) would be minimised, we scanned four 
different stacks of Sentinel-1 images acquired between earthquakes 
(Table S1) and generated four deformation Time Stacks (TS1–4). 

Such data was then used to develop a data-driven model where the 
mean VLOS would be regressed against a set of terrain and environmental 
factors. We stress here the spatial nature of the multivariate model we 
envisioned, as it is inspired by other standard slope instability models 
typical of the susceptibility (Steger et al., 2021) and hazard (Aguilera 
et al., 2022) contexts. Specifically, we used a Bayesian version of a 

Fig. 3. Columns from left to right showing mean LOS velocities, their standard deviation aggregated for SUs and the number of PS points per SU, respectively. Rows 
from top to bottom represent four different time series (TS1–4) chronologically in ascending order. Red star indicates the epicentre of the 2017 Nyingchi earthquake. 
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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Generalized Additive Mixed Model (GAMM, Beale et al., 2010; Lin and 
Zhang, 1999; Lombardo et al., 2021; Wood, 2006). The mapping units 
we chose consisted of slope units (SU, Figs. 2a-b), a geomorphological 
object bound in between sub-catchment divides and streamlines (Alvioli 
et al., 2016). Notably, their geographic expression does not include flat 
areas. At the SU level, we aggregated each predictor under consideration 
by computing mean and standard deviation values (see Table 1 in the 

Method section). We then applied the same aggregation to the mean 
VLOS estimated for any PS points falling within a SU (Figs. 2c-d), also 
storing the PS count in the process (Fig. 2e). 

A geographical overview of the same parameters can be seen in Fig. 3 
for each of the time stacks under consideration. There, the largest 
deformation is shown in the case of TS1, in the proximity of the 2017 
Nyingchi earthquake epicentre and it fades away in the following time 

Fig. 4. Frequency density distributions of (a) VLOS, (b) absolute VLOS and (c) the square root of absolute VLOS values generated for Time Series 1 (TS1).  

Fig. 5. Pearson correlation coefficients of the fitted model calculated based on different sampling strategies depending on PS count and VLOS standard deviation SU.  
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stacks. As for the intra-earthquake variability of the VLOS, TS1 also 
shows the least standard deviation values among the four time stacks. 
Aside from the quality of the response variable information, data related 
to TS1 were also equipped with ground motion information. Specif-
ically, the U.S. Geological Survey (USGS) ShakeMap service released a 
peak ground acceleration (PGA) map for the Nyingchi earthquake 
(Worden and Wald, 2016), although this is not the case for the following 
earthquakes in this region. For the above reasons, we opted to test our 
multivariate regression model on TS1 data. Applications to TS2, TS3 and 
TS4 will be elaborated in the Discussion section. 

The raw VLOS appears normally distributed, with values that ranged 
from − 60 to 60 mm/year (Fig. 4a). However, negative and positive VLOS 
values may carry the same meaning because the sign of VLOS is an 
indication of the hillslope motion either away from the satellite or to-
ward it (Aslan et al., 2020). For this reason, we initially transformed it 
by extracting its absolute values, after which the distribution became 
much more heavy tailed (Fig. 4b). To bring it back to a shape suitable for 
a Gaussian model to be run, we then further transformed it by taking the 
square root (Fig. 4c). We then used ten among terrain and environ-
mental factors, featuring six time-invariant and four time-variant 
properties (Table 1). An initial test over the whole TS1-VLOS data yiel-
ded relatively poor goodness-of-fit (pcc = 0.6). As a result, we explored 
an iterative procedure where we fitted the same model but constrained 
the SU selection on the basis of two data quality criteria: PS count and 
standard deviation of the VLOS, respectively calculated for each SU. 

The two data quality related parameters were binned into three 
classes each, returning PS count >5, 10 and 15 per SU, and VLOS stan-
dard deviation below 3, 2 and 1 per SU. The resulting nine combinations 
are shown in Fig. 5, where we also highlighted our optimal configura-
tion. This corresponds to a dataset made of 107 SUs, with a PS count >15 
and an admissible VLOS variability measured in <2 mm/year. Its 
explanatory and predictive capacities are depicted in Fig. 6 where panel 
(a) indicates an extremely good agreement between observed and fitted 
VLOS, with a Pearson Correlation Coefficient (pcc) of 0.86. The two 
following cross-validation schemes shown in panels b (10-Fold) and 
panel c (leave-one-out), both exceeded a pcc of 0.6. 

To interpret the effect of each independent variable, Fig. 7 presents 
the marginal distributions of each model component, both for the ones 
modelled linearly and nonlinearly. These have been respectively sorted 
from the largest contributor to the least one. As a result, one can verify 
whether the model is producing results that follow assumptions derived 
from physical considerations. For instance, one can reasonably 
hypothesise that the largest deformation is to be expected in steeper 
slopes, where the model actually returns a largely significant and posi-
tive regression coefficient (Fig. 7a). The same can be done for the other 
components. For instance by assuming that the largest slope deforma-
tion values should be found close to active faults, something the models 
confirm with a positive regression coefficient up to few km in Euclidean 
distance (Fig. 7b). PGA and cumulative rainfall also confirm the same 
geomorphological reasonability through their respective positive trends 
(Figs. 7c,d). The two curvatures though mostly align along the zero 
value, which indicates a negligible contribution to the model (Figs. 7e, 
f). As for the lithological control over the VLOS, none of the lithological 
units appears significant (Fig. 7g). However, on average slate and schist 
contribute to increase the hillslope deformations, as one can expect 
because of the layered structure of these metamorphic rocks (Marinos 
and Hoek, 2001). Among the linear variables (Fig. 7h), only the standard 
deviation of terrain ruggedness (VRMσ) and fraction of snow cover 
(SnowCov) appear to be significant (i.e., the distribution does not 
intersect the zero line). For the former one this indicates that large 
variations in surface roughness increase surface deformation rates, 
whereas the later one could be interpreted as a proxy for the seasonally 
melting snow cover. 

Fig. 6. Goodness of fit calculated for (a) the fitted model, (b) 10-fold cross 
validation and (c) leave-one-out cross validation. 

K. He et al.                                                                                                                                                                                                                                       



Remote Sensing of Environment 289 (2023) 113518

7

4. Discussion and conclusions 

This research proposed a predictive model for InSAR-derived surface 
deformations, capable of addressing two main limitations associated 
with the temporal and spatial resolutions of the data. Specifically, we 
used mean VLOS estimated over fixed time windows, these being iden-
tified according to earthquake occurrence dates (see Fig. 3). And to 
obtain suitable explanatory variables, we also extracted climatic con-
ditions representative of the same periods. As for the second limitation, 
we used SUs as the object to aggregate both dependent and independent 
variables’ information. This procedure aimed at spatially downscaling 

or upscaling to the same level all the available data (Fig. 8). As a result of 
this pre-processing step, mixed PS point values were combined at the SU 
level, raising the question on how reliably this can be done. In fact, large 
variations in VLOS may exist among PS points falling within the same SU. 
Another issue to be considered has to do with the number of PS points in 
a given SU. At times, only a few PS points characterised the mapping 
unit of our choice. In those cases, even if VLOS values may be similar, 
they may not be sufficient to represent the movement SU is exhibiting as 
a whole. In other words, just a couple of PS points may be representative 
of very local features, thus being difficult to be explained according to a 
set of coarser explanatory variables. This was the rationale we followed 
to seek the optimal configuration of PS count and VLOS standard devi-
ation per SU. 

Our experiment showed that the spatial distribution of VLOS can be 
multivariately estimated for SU where the quality of the InSAR signal is 
rich (number of PS points) and consistent (small variations). Given this 
constraint, our results also showed that the contribution of each variable 
to the VLOS could be explored. What is yet to be confirmed is how good 
such a model could be when extending the prediction both in space and 
time (i.e., without any constraints to the SU selection). To explore this 
aspects, we used the fitted model to simulate over the whole study area 
as well as TS2, TS3 and TS4. 

We should stress that the time-variant explanatory variables (total 
precipitation, average temperature difference and fraction of snow 
cover) were updated for each of these target time stacks. Regrettably, 
this could not be done for the PGA maps following the 2017 Nyingchi 
earthquake because the ShakeMap service only provides PGA estimates 
for earthquakes of magnitude >5.5. Therefore, we tried to exploit the 
footprint of ground shaking caused by the 2017 Nyingchi earthquake 
even in its post-seismic periods. In fact, for strong earthquakes as the one 
under consideration, the ground shaking could leave a spatial signature 
on future hillslope deformation patterns up to a few years after the 
event, a concept commonly referred to as earthquake legacy (Tanyaş 
et al., 2021). In theory, we could have extended our predictor set to 
feature a better proxy than the PGA to capture the earthquake legacy. 
However, there is no current practical solution to this issue, which is the 

Fig. 7. Summary of non-linear and linear variables regression coefficients. Posterior means are indicated by blue lines and dots in non-linear and linear variables, 
respectively. Grey-shaded areas and grey dots indicate 95% credible intervals for non-linear and linear variables, respectively. (For interpretation of the references to 
colour in this figure legend, the reader is referred to the web version of this article.) 

Fig. 8. Spatial characteristics of PS points, SUs and predictive factors used in 
the analyses. We took the square root of SU areas to bring them to a comparable 
level with other variables. 
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reason why we opted for the PGA signal both to convey the impulsive 
stress released during the rupture, as well as the long-term legacy it left 
on the landscape. 

Results show that the predictive capacity of the model is low (pcc =
0.10), although the residuals are still bounded between ±15 mm/year 
when it is tested over all SUs from TS2, TS3 and TS4 (Fig. 9a). But, if we 
introduce some constraints based on PS count and standard deviation of 
the VLOS for the whole space-time domain a gradual improvement be-
comes increasingly evident. Keeping the same criteria as the ones used to 
model TS1, we generate Subset-1 (Fig. 9b), Subset-2 (Fig. 9c) and 
Subset-3 (Fig. 9d), respectively. The modelling performance then 
increased returning pcc of 0.24, 0.29 and 0.47, respectively. It is also 
worth mentioning that from Subset-1 to Subset-3 the number of obser-
vations decreases while residuals decrease (Fig. 9), which is still the 
main issue to be addressed before considering this model for operational 
uses. 

Nevertheless, this model has the potential to lay the foundations for a 
new chapter in the InSAR literature for slope deformation. High quality 
data was unfortunately not available in our case study, but coupling 
higher resolution seismic and climatic variables with even finer SUs 
could significantly improve the overall performance. For instance, 3D 
numerical earthquake simulations could be used to increase the spatial 
resolution of ground shaking parameters (Dunham et al., 2022). Simi-
larly, better precipitation data (e.g., CHELSA, Karger et al., 2021: 0.01◦) 
could be integrated in the modelling protocol. The same could apply to 
the topographic data, by acquiring LIDAR-based high resolution digital 
elevation models and to generate detailed slope units from. 
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