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puting.[3] Advances in the design of mole-
cular circuits based on deoxyribonucleic 
acid (DNA),[4,5] Belousov–Zhabotinsky  
reactions, BZ,[6] and molecular thin-
films[7,8] demonstrate that a molecular-
level decisions could provide in-memory 
computing capabilities. These examples 
incorporate elements of systems biology, 
excitable periodic functions, and control 
theory, respectively, to derive molecular-
based learning circuits. To pave a way that 
evades from implementations reminiscent 
of logic gates in traditional computing, 
however, we need new design strategies 
that can go beyond Nature’s most versatile 
macromolecule (DNA),[9] chemistry’s most 
well-known oscillating system (BZ),[10] or 
one of nanotechnology’s most used fabri-
cation method.[11]

We believe that chemical reaction networks (CRNs) may 
provide a novel molecular hardware. The discovery of network 
motifs and feedback loops[12,13] in biochemical, metabolic, or 
genetically regulated networks[14]—widely accepted as the basic 
building blocks of complex systems[15]—sparked enormous 
activity in systems chemistry.[16] The theoretical framework for 
CRNs is well-established[17–19] and the experimental framework 
is gaining ground rapidly, with examples demonstrating that 
small sets of chemical reactions can already construct systems 
with complex behavior such as bistability,[20] oscillations,[21] and 
transient assemblies.[22,23] The common challenge many of these 
efforts face, however, is that the underlaying design remains 
relatively simple, limited to a set of network motifs, and strate-
gies to rationally expand complexity in a modular way are scarce. 
Hence, rationalizing the ability to learn, and the capacity to 
adapt to an environment, exceeds current synthetic designs.[24]

Here, we use a systems chemistry approach to develop a novel 
method to control the systems’ dynamics. By examining how 
such CRNs can respond to changes in gradients, we demonstrate 
that an out-of-equilibrium CRN is capable of history-dependent 
functions such as hysteresis, resonance, and adaptation  
(i.e., essential components for neuromorphic computing[25,26]). 
Our work builds on our previously reported autocatalytic net-
work.[27] Briefly, our network comprises a positive feedback loop 
and an inhibitor which can suppress activation of the positive 
feedback. Autocatalytic reactions are essentially bistable (they 
exhibit two stable steady-state outputs for one input value[28]) and 
can provide a nonlinear activation step when maintained under 
flow conditions (using a continuous flow stirred tank reactor, 
CSTFR[29]). We depict the process in Figure  1a: The inhibitor 
(I) first reacts with trypsin (Tr) and delays the reaction of Tr 
with trypsinogen (Tg). When all inhibitor has reacted, Tg either 

This work describes an enzymatic autocatalytic network capable of dynamic 
switching under out-of-equilibrium conditions. The network, wherein a mole-
cular fuel (trypsinogen) and an inhibitor (soybean trypsin inhibitor) compete 
for a catalyst (trypsin), is kept from reaching equilibria using a continuous 
flow stirred tank reactor. A so-called ‘linear inhibition sweep’ is developed 
(i.e., a molecular analogue of linear sweep voltammetry) to intentionally 
perturb the competition between autocatalysis and inhibition, and used to 
demonstrate that a simple molecular system, comprising only three com-
ponents, is already capable of a variety of essential neuromorphic behaviors 
(hysteresis, synchronization, resonance, and adaptation). This research pro-
vides the first steps in the development of a strategy that uses the principles 
in systems chemistry to transform chemical reaction networks into platforms 
capable of neural network computing.

1. Introduction

Recent progress in artificial neural networks shows that 
computers can perform intelligent tasks (and in some cases 
outperform the human brain).[1] Artificial intelligence, how-
ever, requires enormous amounts of energy and new types of 
hardware, with different energy requirements as compared to 
conventional silicon-based components, are urgently needed.[2] 
Material capable of basic features of learning and adaptation, 
particularly, would allow novel concepts in artificial intelligence 
and may complement current efforts in neuromorphic com-
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auto-activates, or Tr catalyzes, the conversion of Tg into Tr to yield 
an autocatalytic production of Tr.

Inspired by how a living cell processes information[30,31]—
which can dynamically regulate effective concentrations of 
chemical components in a biological pathways[32]—we exploited 
the possibilities of modulating the response of our network 
using the inhibitor concentration as an input signal (Figure 1b). 
To ensure that the inhibitor acts as an initial suppressor in 
this network (and not as a delayed inhibition step), we used  
soybean trypsin inhibitor as it is a protein that can bind Tr fast 
and irreversibly[33] (Figures S1 and S2, Supporting Informa-
tion). We programmed the input signal to perturb the auto-
catalytic network, and found that the response of the system 
critically depended on its preceding state. We demonstrate that 
this simple bistable system can exhibit history-dependent prop-
erties in both its steady and its transient states.

2. Results and Discussion

2.1. Bistability Obtained in Flow Conditions

The continuous supply of reactants was achieved using inde-
pendent syringe pumps for each component (Figure 1b). In this 
experimental setup, Tg acts as a fuel for generating the catalyst 
Tr and its process is regulated by the inhibitor concentration 
([I]o). Other syringes (containing the buffer and Nα-Benzoyl-
DL-arginine 4-nitroanilide hydrochloride, BAPNA) were used to 
control the pH and to enable the readout of the Tr activity in the 
outflow (which we used to characterize the steady state of the net-
work). Ultimately, the concentration of Tr stabilizes as the inflow 
of new reactants is balanced with the outflow of Tr and (unre-
acted) Tg and I. This system has reached one of its two outputs 
([Tr]ss): The low steady state ( Tr[ ]ss

l , red signal) is reached when the 
catalyst is the limiting reactant ([I]o/[Tr]o >> 1). In all other cases 
([I]o/[Tr]o ≤ 1), a high steady state ( Tr[ ]ss

h, cyan signal) is reached.

2.2. History Dependency in a Bistable Network

Using this setup, we programmed input sequences to 
probe the history dependence in our system. As depicted in 

Figure  2a, we first used a continuous inflow of [I]-1  = 10  μM 
that allowed the system to reach a low [Tr]-1 (4.0  ±  0.2  μM). 
Subsequently, we changed the [I]o to a value between 0.5 and 
10  μM in separate experiments. For instance, when [I]o was 
changed to 3  μM, we found that the system established a  
[Tr]ss([I]-1;[I]o) = 70.7 ± 1.2 μM. A similar procedure was applied 
to examine the steady states with the same input values for 
[I]o, but with a high [Tr]-1 (74.5 ± 1.9 μM) as the preceding state 
(Figure  2b). This clearly demonstrates that even high concen-
trations of inhibitor are not sufficient to significantly suppress 
the [Tr]ss after high concentrations of Tr have accumulated in 
the CFSTR in the preceding state. These results, thus, show 
that the steady state of the network either i) changes abruptly 
around a critical value between [I]o  = 5–8  μM when Tr ss[ ]l  was 
reached in the preceding state, or ii) remains unchanged when 
Tr ss[ ]h  was reached in the preceding state (Figure 2c), and can be 
summarized this observation as follows:
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These trends are in excellent agreement with the thermody-
namic and kinetic branches (steady state solutions that are char-
acteristic to autocatalytic reactions under flow conditions[29]), 
which we simulated based on the set of ordinary differential 
equation (see Section S4, Supporting Information).

Using our mathematical model, we projected the difference 
in the steady states ΔTr (i.e., [Tr]ss(0.5,[I]o) was subtracted from 
[Tr]ss(10,[I]o)) at a range of flow rates and inhibitor concentra-
tions in a so-called phase plot (Figure  2d). The phase plot (or 
heat map) depicts the conditions wherein the steady state of 
the system is determined by a preceding state (colored area). 
This region is, thus, history dependent. Outside of this region, 
the system shows no history dependency either because i) 
high inhibitor concentrations and high flow rates combined 
outcompete the rate of Tg activation (Phase I), or ii) inhibitor 
concentrations are too low to play a significant role in control-
ling Tr autocatalysis (Phase II). Overall, the phase plot demon
strates that the characteristic nonlinear response (i.e., the sharp 
transition around [I]o  = 5  μM observed in our experiments, 

Small 2022, 18, 2107523

Figure 1.  Information processing using a simple autocatalytic reaction network. a) Illustration of a continuous flow stirred tank reactor (CFSTR), that 
was used to control the in- and outflow of enzymes trypsin (Tr), trypsinogen (Tg), and soybean trypsin inhibitor (I). Autocatalytic network consists of 
three main reactions: activation, autocatalysis, inhibition. Details of their mechanisms are provided in Section S4.1, Supporting Information. b) Sche-
matic representation of the experimental platform (details are provided in Section S3, Supporting Information). The network in a produces two different 
steady states (which we measured by the activity of trypsin, see Section 4): A high steady state ( Tr[ ]ss

h ), and a low steady state ( Tr[ ]ss
l ).
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black squares) can be obtained at various flow rates. Notably, 
the history-dependent region is completely different when 
we compared the steady states at a range of flow rates and 
trypsin concentrations (Figure S10, Supporting Information). 
This phase plot, in contrast to Figure 2d, wherein nonlinearity 
weakens at greater flow rates, shows that the boundary critically 
depends on the flow rate kf (and not on the input concentration, 
in accordance with our observation in Figure 2b).

2.3. Hysteresis, Resonance, and Adaptation Obtained in Linear 
Inhibition Sweep-Conditions

The use of transient rather than steady states can extend the 
history-dependent region (Figure S11, Supporting Information). 
Furthermore, it allows for dynamic input functions that are fre-
quently applied in studies on resistive switching mechanisms.[34] 
An example of such dynamic input is a ‘linear inhibition  

sweep’ (LIS) (i.e., we use a molecular analogue of linear sweep 
voltammetry). Figure  3a shows a simulation with a sweep 
rate that was 50 times smaller than the applied flow rate (i.e.,  
kf/ks  = 50). The system essentially approaches a steady state 
in each step and under these conditions [Tr] first increases 
near the end of the negative gradient and decreases almost 
immediately when the positive gradient was initiated. That the 
opposed reactions follow a different path can also be seen in 
the insert: The network autocatalyzes with a maximum rate 
at [I]  ≅  2  μM, while it inhibits with a maximum rate around 
at [I]  ≅  6  μM. When we increased the sweep rate tenfold  
(i.e, kf/ks = 5), however, this characteristic shape was amplified and 
shifted (Figure 3b, insert). The autocatalytic production of Tr was 
activated to close to [I] ≅ 0.5 μM (the point after which the inhib-
itor concentration increased) and could therefore not generate a 
sufficient level of Tr before the inhibition started to outcompete 
autocatalysis. Accordingly, we observed a displacement of the 
local maximum and a time-trace that was surprisingly symmetric.

Small 2022, 18, 2107523

Figure 2.  History-dependent states created by stable and transient states. Time traces showing the response of the network when input [I]-1 was 
changed to [I]o, a) from a high to low(er) [I]o, and b) from a low to high(er) [I]o. [Tr]-1 indicates the preceding steady state, and [Tr]ss indicates the 
subsequent steady state. Initial conditions are indicated in the legend. Other conditions are: pH = 7.8, and T = room temperature. c) Experimentally  
determined steady states of the network, [Tr]ss, as a function of the inhibitor concentration, [I]o. Similar trends were obtained by simulations  
(for details, see Section S4, Supporting Information). The differences between states of the respective branches, Δ[Tr]ss, was determined by subtracting 
the experimental data set highlighted in red from the set highlighted in blue. d) Phase plot showing the Δ[Tr] as a result of a history-dependent process 
(for details see Section 4). Initial conditions for simulations were identical to the experimental data set (indicated with closed squares for low [Tr]ss, 
open squares for high [Tr]ss).
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Figure 3.  Simulated response of the autocatalytic network to linear inhibition sweeps. Time series of Tr with an input inhibitor concentration that 
was changed using a negative gradient (comprising 15 steps) to switch from [I]-1 = 10 μM to [I]o = 0.5 μM and a positive gradient to return to [I]o. The 
sweep rate was achieved in a) 1 h per step, resulting in a flow rate/sweep rate, kf/ks = 50 h−1, and b) 0.1 h per step, resulting in a kf/ks = 5 h−1. c) Phase 
portraits of the network under repetitive linear inhibition sweeps. The derivative, dTr/dt, of time series (see Figures S12–S14, Supporting Information) 
depict the rate of the reaction trajectory. Positive values indicate that the reaction is in activation, while negative values indicate that the reaction is in 
inhibition. Characteristic behaviors, varying from a stable hysteric regime (i.e., kf/ks >> 1) to an apparent dynamic regime (i.e., when kf/ks < 2.5 and 
[I]o < 8 μM), are indicated by colors (see legend). Arrows indicate the direction of the change in the reaction trajectory.
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Simulations using various sweeping rates and inhibitor  
concentrations show that the bistable network can, in principle, 
provide different classes of behaviors (Figure 3c). In the absence 
of a sufficient sweep rate (kf/ks >> 1, highlighted in cyan), the 
behavior of the network is fully dependent on the competition 
between the nonlinear autocatalytic step (i.e., the reaction rate is 
second order in Tr) and the linear inhibition and depletion steps 
(both rates are first order in Tr) (for details, see Section S4.1,  
Supporting Information). As a result, the inhibition route is 
determined by a different trajectory and reaches a maximum 
slower than the activation route and a hysteric behavior can 
be observed (as in Figure  3a). Oppositely, the behavior of the 
network can become fully dependent on the amplitude and 
the frequency in the inhibition sweep. The system shows i) no 
response (highlighted in purple), or ii) a synchronous response 
(highlighted in pink).

Under conditions where the reactions, flow and sweep rates 
compete, more complex behavior such as resonance—the 
system is able to increase the amplitude when the frequency 
of a periodically applied force is equal or close to the systems’ 
natural frequency[35]—and adaptation—the systems is able to 
adjust to environmental conditions[36]—may arise. An example 
of resonance was discussed in Figure 3b and is highlighted in 
blue. In all other simulated conditions (highlighted in yellow), 
the trajectory breaks away from an initial response and develops 
into a synchronous or resonant behavior.

We demonstrate that the network can adjust to changes in 
the environment and examined the influence of the sweeping 
rate on the network experimentally. We first used LIS with 
frequencies smaller than the applied flow rate (Figure  4a,b). 
Under these conditions, Tr activation occurred before the min-
imum in the input ([I]o) was reached. When [I]-1  = 8  μM was 
used (Figure 4a), we found that the low Tr concentration could 
recover after [I]-1 was restored. Surprisingly, while the second 
sweep provided an identical recovery curve as the first sweep, 
the amplitude in the third sweep was amplified significantly. 
In another example, when we used [I]-1  = 6  μM (Figure  4b), 
the total inhibitor concentration was not sufficient to allow for 
a full recovery of the low Tr concentration in the first sweep. 
Instead, each of the three sequences enabled a new steady 
state concentration, enabling a continuous build-up of concen-
trations in Tr until the system settles for a maximum, Tr[ ]ss

h .  
Hence, these results show that this type of adaptive behavior 
combines two intrinsic effects of the autocatalytic network: 
On the one hand, low Tr states are sensitive to perturbations 
due to the autocatalytic step. On the other hand, high Tr states 
are robust and therefore difficult to perturb (see Figures S8,  
Supporting Information, for a validation experiment).

Finally, we increased the sweeping rates from ks  = 0.67 h−1 
to three other values (ks  = 2.0; 2.7; 4.0 h−1, Figure  4c–e). In 
these cases, the build-up slowed down significantly because the  
autocatalytic process could not activate before the minimum 
in the input ([I]o) was reached in the first sweep. We depict 
the responses to the LIS’s as the rates at which the output 
[Tr] changes as a function of the [I]o in Figure  4f–i. These 
phase portraits show that the direction and magnitude of the 
reaction is in continuous development, in accordance with 
the adaptive behavior predicted in Figure  3c. Clearly, the rate 
of activation and inhibition (or, more precisely, their maxima) 

either i) increase and shift (Figure 4f), ii) continuous increase 
and decrease (Figure 4g), or iii) emerge from an initially non-
responsive state (highlighted in black) (Figure  4i). We do not 
yet have a complete theoretical treatment of our observations, 
but the demonstration that a variety of dynamic behaviors 
could emerge from a simple autocatalytic network suggests that 
CRNs may have an inherent resistive nature.

3. Conclusion

This work combines approaches in mathematic modelling 
and systems chemistry to demonstrate how simple network 
motifs may provide dynamic and adaptive switching under 
out-of-equilibrium conditions. We showed how the competi-
tion between autocatalysis and inhibition in flow provides the 
basic parameters for controlling history-dependent functions 
such as bistability and hysteresis (functions that can be found 
exclusively when the network is in its steady state). When we 
used a so-called LIS to probe the history-dependence in the 
network’s transient states, the same motif was capable of 
more complex behavior such as resonance and adaptation. 
The LIS, essentially, provided an additional parameter to 
exploit the nonlinear activation response in autocatalytic net-
works and to gear CRNs toward novel molecular concepts of 
adaptive behavior.

We developed a molecular network approach that requires 
only one simple network motif and used commonly avail-
able enzymes and inhibitors to define three basic components 
of our network (fuel, catalyst, and inhibitor) and easy-to-use 
CFSTRs to maintain the reactions of these components in flow. 
The key challenges encountered in the experimental realization 
of robust steady-state output in CRNs is to balance the reac-
tion rates between various feedback loops in the network[37] and 
impede the use of CRNs for information processing purposes. 
Rather than designing networks of ever greater complexity, we 
explored the potential of using our autocatalytic network as a 
single processing unit. We believe that this approach enables  
novel opportunities to use microliter-sized[38,39] or multi-
coupled[40] CFSTRs in the experimental mapping of nonlinear 
activation phenomena with other enzymatic[41] and autocata-
lytic reactions.[42,43] For instance, perturbation experiments 
applied under repetitive LIS conditions could reveal how CRNs 
of this type can be switched on and off. These studies can be 
easily and logically extended to configurations comprising 
multiple bistable systems in series-, parallel-, or array-coupled 
CFSTRs to examine how information is transferred between 
CRNs. Overall, the simple means employed in this research 
make the design of CRNs amenable to exploit many avenues 
in the uncharted domain of out-of-equilibrium chemistry, and 
advance and further enable the design of intelligent materials 
with potential applications in neuromorphic computing.[3]

4. Experimental Section
Materials: Bovine trypsinogen (Type I; ≈10  000 BAEE units mg−1), 

porcine trypsin (Type II-S, 1000–2000 BAEE units mg−1), Nα-Benzoyl-
DL-arginine 4-nitroanilide hydrochloride (BAPNA) were purchased 

Small 2022, 18, 2107523
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from Sigma. Trypsin inhibitor from soybean (STI) was purchased from 
Roche. Polydimethylsiloxane (PDMS), 184 Silicon Elastomer, and 184 
Curing Agent, was purchased from SYLGARD. For 3D printer Vero 
Clear material and SUP706b supporting material were purchased from 
Stratasys. Hamilton gastight glass syringes (1000 series) which have 
volume of 1, 2.5, 10, and 25  mL, and were purchased from Hamilton. 
Polytetrafluoroethylene (PTFE) tubings (I.D. × O.D. 0.5  × 1  mm;  
1/16 × 0.010 inch) were purchased from Inacom.

Methods—Trypsin Activity Assay: The activity of trypsin was measured 
using a standard BAPNA assay by addition of trypsin solution to 0.7 mm 
BAPNA; 1.2% DMSO; 100 mm TRIS-HCl pH = 7.8 in MQ; 20 mm CaCl2; 
RT (≈22  °C). The resulting absorbance was measured at 405  nm. 
Extinction coefficient for BAPNA measured was 6000 L mol−1 cm−1.

Methods—Continuous Flow Stirred Tank Reactor Experiments: A typical 
CFSTR experiment comprises two reactors CFSTR1 and CFSTR2. CFSTR1 

is fed by four separate inlets to supply Tg (1.04  mm in HCl, CaCl2 
4.20  mm), Tr (0.045  mm in HCl 4  mm), a buffer solution (TRIS-HCl, 
CaCl2, 100:20  mm, pH 7.8), and I (0.025  mm in buffer solution). The 
different reagents were flown in with fractions of the total flow rate  
(0.14, 0.08, 80–190, and 5–100, respectively), leading to initial concentra
tions in the reactor of Tg (0.156 mm), Tr (0.004 mm), I (0.005–0.010 mm) 
with 100 mm Tris-HCl, pH 7.7, 20 mm CaCl2 as the final buffer solution 
in CFSTR1 and a total flow rate of 250 μM h−1 (which in a 90 µL reactor 
results in kf = 3.3 h−1).

CFSTR2 is fed by three separate inlets to supply BAPNA (4  mm in 
a mixture of MQ:DMFA:DMSO, 0.2:0.72:0.08), the outflow of CFSTR1, 
and a buffer solution. The different reagents were flown in with fractions 
of the total flow rate (0.25, 0.25, and 0.5, respectively), leading to 
initial concentrations in the reactor of BAPNA (1.0 mm) and Tr (varied 
depending on the process), with the mixture (Tris-HCl, pH 7.7, 20 mm 

Small 2022, 18, 2107523

Figure 4.  Experimental response of the autocatalytic network to linear inhibition sweeps. a–e) Individual time series of Tr under repetitive linear inhibi-
tion sweeps, with initial conditions depicted in the inserts. f–i) Phase portraits of the network under repetitive linear inhibition sweeps. Each datapoint 
represents the growth/decay in 40 s. Positive values indicate that the reaction is in activation, while negative values indicate that the reaction is in 
inhibition. The plots are created in origin, after smoothing with a Szavitsky-Golay filter (with point window = 8). Arrows indicate the direction of the 
reaction trajectory. For (c–i), the colors black, grey, and yellow indicate the outcome in the first, intermediate and final sweep.
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CaCl2):(DMFA:DMSO) as the final buffer solution in CFSTR2 and a total 
flow rate of 1000 μM h−1 (which in a 80 µL reactor results in kf = 12.5 h−1 
ensuring fast online detection). See Section S3, Supporting Information, 
for details on the fabrication of poly(dimethylsiloxane) (PDMS) reactors, 
calibration of the detection unit, and syringe pumps settings.

Methods—Mathematical Modelling: For phase plot simulations, Δ[Tr] 
was calculated using a protocol comprising two steps: For each grid, [Tr]
(t) was simulated using a numerical solver from two different starting 
points (i.e., from a high [Tr]ss and low [Tr]ss). Second, the steady states 
were established that were preceded by a high [Tr]ss (i.e., when [I]-1 = 0.5) 
from those that were preceded by a low [Tr]ss (i.e., when [I]-1  = 10). A 
subtraction resulted in Δ[Tr] reported in Figure 2d, with the borders of 
used parameter spaces defined in the figure.

For LIS simulations, time series were simulated with a programmed 
input inhibitor concentration sequence comprising a negative gradient 
that switches from [I]-1 to [I]o, and a positive gradient to returns to [I]o. 
The derivative was determined in each individual step of the sequence 
(60 data points per sweep).

The methods use a previously reported mathematical model based 
on mass action kinetics, summarized in Section S4.1, Supporting 
Information.[20] The scripts are provided as part of the online Supporting 
Information. For further details, and explanation of the working scripts, 
see Sections S4.2–S4.3, Supporting Information.

Supporting Information
Supporting Information is available from the Wiley Online Library or 
from the author.
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