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Intracerebral Hemorrhage Segmentation on Noncontrast
Computed Tomography Using a Masked Loss Function

U-Net Approach
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Objective: Intracerebral hemorrhage (ICH) volume is a strong predictor
of outcome in patients presenting with acute hemorrhagic stroke. It is nec-
essary to segment the hematoma for ICH volume estimation and for com-
puterized extraction of features, such as spot sign, texture parameters, or
extravasated iodine content at dual-energy computed tomography. Manual
and semiautomatic segmentation methods to delineate the hematoma are
tedious, user dependent, and require trained personnel. This article presents a
convolutional neural network to automatically delineate ICH from noncontrast
computed tomography scans of the head.
Methods: A model combining a U-Net architecture with a masked loss
function was trained on standard noncontrast computed tomography images
that were down sampled to 256 � 256 size. Data augmentation was applied
to prevent overfitting, and the loss scorewas calculated using the soft Dice loss
function. The Dice coefficient and the Hausdorff distance were computed to
quantitatively evaluate the segmentation performance of the model, together
with the sensitivity and specificity to determine the ICH detection accuracy.
Results: The results demonstrate a median Dice coefficient of 75.9% and
Hausdorff distance of 2.65 pixels in segmentation performance, with a de-
tection sensitivity of 77.0% and specificity of 96.2%.
Conclusions: The proposed masked loss U-Net is accurate in the auto-
matic segmentation of ICH. Future research should focus on increasing
the detection sensitivity of the model and comparing its performance with
other model architectures.
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I ntracerebral hemorrhage (ICH) is a second most common sub-
type of stroke that accounts for 10% to 20% of all strokes1,2

and has a 1-month mortality rate of approximately 40%.3,4 Fur-
thermore, a long-term functional disability in most patients sur-
viving the acute stage causes a substantial burden on healthcare
systems worldwide.5 Known prognostic factors associated with
a poor outcome include initial ICH volume at presentation, subse-
quent hematoma expansion, intraventricular hemorrhage, and
contrast extravasation (which may be detected as a spot sign) in
computed tomography (CT) images.4–6 The initial volume is the
strongest predictive factor for mortality and poor outcome.4,7 There-
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fore, it is commonly used in clinical decision making. However,
hemorrhage volume is typically estimated by manual or semiauto-
matic delineation of the hemorrhage on noncontrast CT scans. This
makes it time consuming and prone to interrater and intrarater var-
iability. Another common method for volume estimation of ICH is
to assume an elliptical shape and approximate the volume using the
dimensions of largest cross-sectional dimensions in 3 directions, re-
ferred to as the ABC/2method.8While it is acceptable for small and
nicely shaped lesions, this approximation is inaccurate for larger
and complex shaped hemorrhages.9 Because current standard-of-
care methods are limited by unmanageable efforts and inaccuracies,
there is a need for an automated, accurate, and fast segmentation
method estimating ICH volume in CT images.

Recently, deep networks based on the convolutional neural
networks have emerged as a powerful, automatic tool in solving
a variety of image segmentation and interpretation tasks.10–12 Fur-
thermore, some of these models, notably U-Net architecture, are
very fast and perform well even with small training data sets.13

Previous work in automated hemorrhagic stroke workflow has
mainly consisted of detection or classification of ICH,14–17 while
only few attempts have been made to automatically segment ICH
based on U-Net architecture.18–20 The work of Abramova et al19

(2021) introduced squeeze-and-excitation blocks to the network,
whereas Arab et al20 (2020) combined a modified U-Net with deep
supervision. Both approaches achieved promising results (Dice co-
efficients of 0.86 and 0.84, respectively) but were limited by the
availability of clinical data (76 and 55 cases, respectively). Larger
data sets may possibly reflect a broader range of irregular hematoma
shapes and sizes. In addition, segmentation performance may be in-
creased through the implementation of a masked loss function.21

Given the legitimate necessity in generating accurate ICH segmen-
tations, the goal of this article is to develop a fully automatic deep
learning framework to segment ICH from noncontrast CT images.

MATERIALS AND METHODS

Study Subjects and Data Acquisition
Patients presenting with an acute ICH to the emergency de-

partment at the Massachusetts General Hospital (Boston, Mass)
from January 2015 to September 2018 were retrospectively in-
cluded in this study (IRB approval 2015P000607). Patients were
considered eligible based on the availability of virtual noncontrast
images from a dual-energy CT scan with 1-mm slice thickness.
Cases with external hardware such as intracranial pressure moni-
tors and drainage catheters were excluded from the study. Based
on these eligibility criteria, a total of 116 subjects were accepted
for the study. Our processing algorithm uses skull stripping from
CT scans as an intermediate step. Therefore, the cases where skull
stripping or the semiautomatic segmentation method failed manual
quality check on boundaries were also excluded, resulting in a total
number of 107 included subjects.
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Virtual noncontrast images were acquired from dual-energy
CT scans (SIEMENS SOMATOM Force) with slice thickness 1 mm
and exposure time 1000 ms. A standard 120 kilovoltage peak
(kVp) data set was generated by blending low-energy (80 kVp) and
high-energy (140 kVp) images (softwareversion SyngoCTVA50A).

Data Preprocessing
Three-dimensional (3D) CT images were preprocessed

slice-wise (summarized in Fig. 1) to produce 3 sets of 2D images:
standardized CT images and label images representing ICH and
binary brain masks. The standardized CT images were used as in-
put to the U-Net and the ICH label images were used to validate
and test segmentations produced by the model. Both the standard-
ized CT images and ICH labels were masked using the brain
mask, thereby setting all values outside the brain to zero. In addi-
tion, the brain masks were multiplied with the output of the model
to configure a masked loss function.

Data Scaling
Neural networks tend to achieve a lower performance using

data with large differences in scales, because the estimated weights
of the modelwill be updated at different rates rather than in a similar
manner. Hence, to achieve standard Gaussian distribution of the
data, content of the brain mask in CT images were standardized to
achieve zero-mean-at-unit-variance by subtracting the mean and di-
viding the result by the standard deviation of the original image:

z ¼ x−μ
σ

ð1Þ

where z denotes the standardized gray value for each pixel, x is the
original CT gray value, μ is the mean pixel value of the original
CT image, and σ the standard deviation of the original CT data.
FIGURE 1. The data preprocessing steps that where undertaken to acqu
standardized CT image, brain mask, and ICH label image are acquired.
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Skull Stripping
The brain mask was generated by skull stripping (FSLTool-

box, FMRIB Software Library, Release 6.0(c) 2018, The Univer-
sity of Oxford) of the nonstandardized CT scans. This method is
originally intended for magnetic resonance imaging data as a brain
extraction tool (BET),22 which is a deformable surface method.
Nevertheless, applying 2 threshold steps and a 3D Gaussian filter
before BET allows FSL Toolbox to be used for skull stripping of
CT images,23 in which 2 threshold parameters can be adjusted:
the fractional intensity threshold and the vertical gradient thresh-
old. The former threshold is in the range of 0 to 1, where a smaller
value leads to a larger brain outline estimate. The latter threshold
is in the range of −1 to 1, where positive values provide a larger
brain outline at the bottom and a smaller outline at the top axial
slices. Here, the fractional intensity threshold and the vertical gra-
dient threshold were set to a value of 0.01 and 0, respectively. The
final step in constructing the brain mask was a 2D erosion on each
binary image slice with a square kernel of 5 � 5 pixels.
Intracerebral Hemorrhage Annotation
Intracerebral hemorrhage labels were generated through

semiautomatic segmentation of ICH in the virtual noncontrast CT
data. First, the CT scans were thresholded to include pixels between
75 and 100 HU, followed by an erosion and dilation procedure to
reduce noise. Consecutively, region growing was performed with
the ICH center of mass as a seed point and holes inside the ICH seg-
mentationswere filled. The threshold values and seed point location
were adjusted manually for each CT scan. The resulting semiauto-
matic ICH segmentationswere complemented by amanual revision
to optimize the results. Finally, the ICH label images were multi-
plied with the corresponding brain mask images to ensure that all
annotations are within the brain area.
ire each of the 3 input images. From the original CT data, a
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Image Centering
To finalize the preprocessing of the data, all 3 image types

were centered to the image space by padding the bounding box
of the brain area. Then, each slice in the 3D image volumes was
resampled to a size of 256� 256 pixels to decrease training time.
A bilinear interpolation method was used to resize the standard-
ized CT images, whereas a nearest-neighbor interpolation was
used for downscaling the ICH annotation and brain mask images.
All slices outside the brain area (slices with corresponding mask
image that had only zero values) were removed.
Design of the Masked Loss U-Net

Model Architecture
The model (illustrated in Fig. 2) uses the U-Net architecture

developed by Ronneberger et al13 (2015). It consists of a contracting
path and an expansive path with a bottleneck in between. To improve
the generalization of the model, dropout (with rate = 0.5) was per-
formed before and after the bottleneck ensuring 50% probability
to output a 0-valued activation of the corresponding neurons. A
sigmoid activation function was used in the final layer to ensure
that the predicted output values are in the range of 0 to 1.

Masked Loss Function
A feedback signal, referred to as a loss score, to adjust the

model parameters (eg, weights and biases) is provided by the loss
FIGURE 2. Architecture of the proposed model to automatically delinea
masked loss function. A standardized andmaskedCT imageof size 256�
convolutional blocks in the contracting and expanding paths of the U-N
multiplied by the corresponding brain mask image (input mask) before
color at www.jcat.org.
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function based on the Dice coefficient, specifically designed for
image segmentation tasks. Because of its overlap-based character-
istics, the Dice coefficient is particularly useful in evaluating class
imbalanced data.24–26 The Dice coefficient ranges from 0 to 1,
where a score of 1 denotes a perfect overlap.27

To define a loss function that can be minimized, the soft Dice
loss (1 –Dice) was used. In addition, a smooth factor s = 1e−7 was
added to both the nominator and denominator to avoid mathemat-
ical inconsistencies, but still allowing the perception of small gra-
dients in the loss score. This leads to the following loss function:

Loss function ¼ 1−
2 A∩Bj j þ s

Aj j þ Bj j þ s
ð2Þ

A possible way to increase segmentation performance is through
the implementation of a masked loss function. Previously, a masked
loss function has been used to bypass missing data in the input im-
age during the calculation of the loss score.21 Similarly, a masked
loss function may be used for ICH segmentation to restrict the cal-
culation of the loss score to the area within the brain and inhibit
false predictions outside the brain area. In addition, the masked out-
put potentially updates the model parameters with greater accuracy.
The masked loss function in this study was achieved bymultiplying
the brain mask image with the predicted output of the U-Net, caus-
ing the predictions outside of the brain to be zero. The implementa-
tion of the masked loss function in combination with the U-Net is
visualized in Figure 2 and illustrated in more detail in Figure 3.
te ICH on noncontrast CT images. A U-Net13 is combined with a
256 serves as the input image of themodel and is processed by the
et. After the final convolutional layer, the predicted output is
the calculation of the loss score. Figure 2 can be viewed online in
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FIGURE 3. Illustration of how the output prediction map is multiplied by the mask image, before the calculation of the loss.
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Training
A total of 107 CT brain scans were randomly split into train-

ing, validation, and test sets with approximately 60%, 20%, and
20% of cases, respectively. To prevent overfitting of the model,
data augmentation was used to generate more training samples
from existing training data. Random transformations were applied
considering that invariance of head CT images to translation and
rotation as well as robustness to gray value variations are of pri-
mary importance in ICH segmentation. An overview of the data
augmentation techniques is shown in Table 1. In case of the rotation
of the CT image, a bilinear interpolation was performed, while a
nearest neighbor interpolation was used for the corresponding label
and mask images to preserve their binary property.

To prevent disproportionate activations in some layers of the
model with consequent lack of contribution from remaining layers,
theweights in this studywere initialized using normalized initializa-
tion of the weights.28 This type of initialization draws random sam-
ples from a uniform distribution with limits based on the number of
input and output units in the concerning layer.
TABLE 1. Overview of the Data Augmentation Techniques

Augmentation Variable Range

Horizontal flip Probability p Yes or no, P = 0.50
Rotation Angle α α = −20 to 20°
Horizontal translation Distance x x = −10 to 10 pixels
Vertical translation Distance y y = −10 to 10 pixels
Gray value change Multiplier m m = 0.9 to 1.1

96 www.jcat.org
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The acquisition of the ICH probability map using the U-Net
was implemented with Keras in Python. The model was trained
for 600 epochs, where each epoch included 1261 iterations with
a mini batch size of 10. The Adam training algorithm was used
as an optimizer, with a learning rate of 1e−5. Adam optimization
is appropriate for sparse gradients on noisy problems.29 The
time taken to train the model was approximately 70 hours on
a single Nvidia GTX 1080 Ti GPU (Nvidia Corporation, Santa
Clara, Calif).

Evaluation of the Test Results
The performance of the proposed masked loss U-Net to seg-

ment ICH on noncontrast CT images was evaluated by comparing
the results to the ICH labels using Dice score and Hausdorff dis-
tance (HD). The Dice coefficient is an overlap-based measure,
whereas the HD is a distance-based metric, which takes the spatial
position of pixels into consideration and quantifies the mismatch
between 2 sets. Distance-based metrics are recommended when
the overall accuracy of the segmentation, such as the boundary
contour, is of importance.25 In this study, all distances were calcu-
lated in pixel length, which means that the pixel sizes were not
considered. In addition, the detection of ICH on each CT slice
was assessed through a confusion matrix and the Pearson correla-
tion coefficient (r) was computed to evaluate the correlation be-
tween automatic and annotated ICH volume.
RESULTS
A total of 107 subjects were included (62 male, 72 female)

with an average age of 66 ± 17 (mean ± SD) years. The result of
the random data partitioning into the training, validation, and test
© 2022 Wolters Kluwer Health, Inc. All rights reserved.
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TABLE 2. Characteristics of the Training, Validation and Test Sets

Training Validation Test

Subjects (male, female) 64 (40 M, 24 F) 21 (15 M, 6 F) 22 (10 M, 12 F)
No. 12614 3734 4095
Slices with ICH 4708 1404 1094
Slices without ICH 7906 2330 3001
Mean ICH size, pixels 13,531 ± 6809 15,178 ± 6180 13,819 ± 6699
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set is presented in Table 2, showing the number of slices with and
without ICH and the mean ICH size (in pixels) per set.

Because the number of slices with ICH versus the number of
slices without ICH is highly imbalanced, the performance measures
were computed for each class separately. The Dice coefficients and
HDs are presented in Table 3. The mean Dice score calculated
on the total test set is 86.0% ± 30.5% and the mean HD is
0.88 ± 1.56. The histograms of the Dice coefficients and the
HDs of the slices with ICH are shown in Figures 4 and 5, respec-
tively. In Supplemental Digital Content Figure 1, http://links.lww.
com/RCT/A145, the evaluation loss during training is presented.
Figure 6 shows examples of segmentation resultswith a poor predic-
tion (Dice = 75.3%,HD=8.31), amediumprediction (Dice = 76.3%,
HD = 2.65), and a good prediction (Dice = 97.6%, HD = 2.00).

The sensitivity and specificity, which evaluate the ICH detec-
tion accuracy of the model, are 77.0% and 96.2%, respectively. A
complete confusion matrix of the performance is presented in
Table 4. The correlation between automatic and annotated ICH
volume was assessed by a scatterplot (Fig. 7). Pearson correlation
coefficient (r) was found to be 0.97, suggesting a good significant
linear correlation between these 2 methods. In addition, agreement
between these 2 methods was assessed by the Bland-Altman plot
(Supplemental Digital Content Figure 2, http://links.lww.com/
RCT/A146). The bias, upper limit, and lower limit of agreement
were found to be 0.89, 6.93, and −4.75 mL, respectively.
DISCUSSION
This study presents a novel deep learning method to segment

ICH from noncontrast CT images using a masked loss U-Net. The
masked loss function uses a binary brain mask to indicate the spe-
cific region of interest (ie, the brain) within the CT image. Bymul-
tiplying the brain mask with the prediction map, all prediction
values outside the area of interest are set to zero. In this way, any
outlying predictions are not considered when updating the weights
of themodel via backpropagation. This offers themodel a head start
and more freedom in optimizing the set of weights.

The overall performance of the model can be described by a
combination of the ICH segmentation accuracy and the ICH de-
tection accuracy. Examples of the segmentation results are visual-
ized in Figure 6. The segmentation performance of the model was
evaluated by the Dice coefficients and HDs. Table 3 shows the
TABLE 3. Mean andMedian Dice Coefficients and Hausdorff Distan
Without ICH

Data Dice Coefficient

Images Mean ± SD Median (R

With ICH 58.0% ± 37.7% 75.9% (98
Without ICH 96.2% ± 19.0% 100% (10

© 2022 Wolters Kluwer Health, Inc. All rights reserved.
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mean and median values of these measures, calculated on the sets
of CT images with and without ICH. As can be derived from this
table, the mean Dice score is much higher in the group of images
without ICH (96.2%) compared with the imageswith ICH (58.0%).
The fact that the mean Dice score in images without ICH is not per-
fect indicates that themodel incorrectly detects hemorrhage in some
cases. The low mean Dice coefficient for the ICH group could be
caused by either a low ICH detection accuracy of the model, an im-
paired segmentation performance or a combination of the two.

To further investigate this, the histograms of both the Dice coef-
ficients and the HDs were plotted for the set of images with ICH.
From Figure 4, it can be deduced that there is a significant number
of images with a Dice score of 0%, indicating that the model does
not detect ICH in these cases. Thus, the segmentation performance
in the image set with ICH is biased by false-negative detections. Like-
wise, false-positive detections affect the performance on the images
without ICH. If the false-negative images are disregarded, the his-
togram in Figure 4 would be left skewed with most of the images
having a Dice score greater than 65%. Therefore, the median Dice
coefficient of the segmentations in the set of images with ICH
(75.9%) is more relevant than themeanDice coefficient in evaluating
the segmentation performance.Moreover, for the subgroupwithDice
scores greater than 50%, the median Dice coefficient was 85.6%.

The right-skewed histogram of the HDs displayed in Figure 5
demonstrates that the model predicts segmentations of great quality
in most situations. The majority (90%) of the predicted images have
a HD less than 4 pixels, whereas there are only a few outliers with a
larger HD. Figure 7 shows a correlation coefficient of 0.97 demon-
strating efficient performance of this model on segmentation tasks.

To define the ICH detection accuracy of the model, the sensi-
tivity and specificity were calculated. The sensitivity of 77.0% and
specificity of 96.2% support the previous statements: the low mean
Dice scores are most likely a consequence of a lower ICH detection
rate of the model. Although the model is good in ruling out hemor-
rhage, themodel does not recognize the ICH in a considerable num-
ber of images. Furthermore, the Bland-Altman plot in Supplemen-
tal Digital Content Figure 2, http://links.lww.com/RCT/A146, shows
a bias of 0.89 mL, upper and lower limits of agreement of 6.93 and
−4.75 mL, respectively. Additional training may potentially further
narrow the limits of agreement.

Notably, qualitative assessment of the subset of false negative
images (ie, ICH not detected) indicates that the majority (78%) are
ces (in Pixels) for the Masked Loss U-Net on CT ImagesWith and

Hausdorff Distance

ange) Mean ± SD Median (Range)

.0%) 3.01 ± 1.45 2.65 (7.31)
0%) 0.10 ± 0.56 0 (5.57)
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FIGURE 4. Histogram of the Dice coefficients for ICH segmentation using a masked loss U-Net. The Dice coefficients were calculated only on
CT images containing ICH. Because of the bimodal distribution, themean (58.0%) andmedian (75.9%)Dice coefficients are skewed. A total
of 364 images had a Dice score less than 50%, but the median Dice coefficient is 85.6% in the subgroup with Dice scores greater than 50%.
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boundary images of the hemorrhages. In these cases, the hemor-
rhage diminishes and transitions into the surrounding brain tissue.
The model failed to detect hemorrhage in all images with ICH of 2
subjects, accounting for 15% of false-negative images. These hemor-
rhages were small compared with the hemorrhages of other subjects.
Thus, the inaccurate detections are mainly a consequence of small
(portions of) hemorrhages that transition into the surrounding tissue.

Although a fair number of CT images are misclassified as
images without ICH, the combined results of the median Dice co-
efficient and HD and the sensitivity and specificity suggest that
the masked loss U-Net performs well in delineating ICH when
the model detects the hemorrhage on the image.
Limitations and Recommendations
The impaired performance of the model to detect ICH

could be attributed to, among others, the imbalanced data set;
FIGURE 5. Histogram of the HDs (in pixels) for ICH segmentation using
containing ICH. Mean, 3.01; median, 2.65.

98 www.jcat.org

Copyright © 2023 Wolters Kluwer H
there are twice as many images without ICH as there are images
including ICH. Because the model converged at approximately
91% accuracy during training, a possible approach to address this
problem is to improve the training phase of the model. This could
be achieved by implementing adaptive learning rate methods to
gradually reduce the learning rate during training. As the learning
rate decreases, the model will be allowed to optimize the set of
weights.

Another method to improve the detection accuracy is by
stratifying the data set. In this study, the data set was randomly
split into a training, validation, and test set. Thus, a uniform distri-
bution of subject characteristics such as ICH size, ICH subtype,
sex, and age was not ensured when generating the 3 sets, see
Table 2. Data stratification before partitioning can add to the ro-
bustness of the model during training. Moreover, the random dis-
tribution of the data resulted in an imbalance in the ratio of images
with and without ICH between the 3 sets. For the training and
a masked loss U-Net. The HDs were calculated only on CT images
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FIGURE 6. Intracerebral hemorrhage segmentation results of the masked loss U-Net. The left column depicts the CT images as presented to
the U-Net. The corresponding ICH label images are shown in the middle column, and the predicted segmentation results are displayed on
the right. The ICH labels and segmentation results are visualized in red. From top to bottom, a low performing prediction (Dice = 75.3%,
HD = 8.31), a medium prediction (Dice = 76.3%, HD = 2.65), and a good prediction (Dice = 97.6%, HD = 2.00) are shown. Figure 6 can be
viewed online in color at www.jcat.org.

TABLE 4. Confusion Matrix of Performance Measures

Predicted

Positive Negative

Actual Positive True positive
842

False negative
252

Sensitivity
77.0%

Negative False
positive
113

True negative
2888

Specificity
96.2%

Precision
88.2%

Negative predictive
value
92.0%

Accuracy
91.1%
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validation set, approximately 37% of the images contain ICH,
whereas in the test set, only 27% includes ICH. For a fairer evalua-
tion, the ratio should be the same in every set.

In addition to these limitations of the training and evalua-
tion phase, shortcomings in the data preprocessing method might
contribute to an impaired performance of the model. First, the
semiautomatic method to generate the ICH label images may have
its flaws as the results were not verified by expert radiologists.
When the predictions of the model are compared with poor qual-
ity labels, the model might be unable to pick up important fea-
tures. In particular, the quality of the labels is less reliable at
the boundaries of the hemorrhages, thereby contributing to
the impaired detection accuracy in these areas. An inevitable
step to improve the model performance is therefore to refine
the label quality.
www.jcat.org 99
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FIGURE 7. Scatter plot of the annotated (label) ICH volumes versus predicted ICH volumes.
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Second, this model requires skull stripping of the CT scan to
generate a brain mask. Although this step can be accomplished au-
tomatically, the method based on BET still introduces the possibil-
ity of failure. The failure rate to produce a brain mask was 3.4%.
In addition, the quality of the brain mask differed at various loca-
tions in the head. A critical step in BET is the calculation of the
center of gravity of the slices, which should be located within
the brain area. However, in case the head scan includes much neck
portion, the center of gravity of the volume will be outside of the
brain, failing BET to extract the brain region in these slices. Thus,
in some slices, the brain mask included tissue outside the brain.
An additional erosion step was performed to remove any excess
pixels located in the skull area. Because a fixed erosion kernel size
did not suffice to the entire data set, high value pixels outlining the
brain were still present in some scans. These distinct pixels might
affect the training process of the model.

Furthermore, the model was trained on preprocessed CT im-
ages, which were down sampled from 512 � 512 to 256 � 256
pixels to speed up the training process. However, the rescaling
of the images might have been accompanied by a certain amount
of information loss, affecting the overall outcome of the model. In
addition, the original image size is preferred to estimate the ICH
volume more accurately as well as using the obtained segmenta-
tions for other research purposes. Therefore, next steps in future
research should also focus on training the model on 512 � 512
sized images.

Finally, because most misclassified images are boundary im-
ages of the hemorrhage, detection accuracy in these areas may be
improved by including spatial information from the axial direction
in the model. However, this requires different architecture (eg, 3D
U-Net).
CONCLUSIONS
This work presented a deep learning approach to automati-

cally segment ICH on noncontrast CT images. The core strategy
was to combine a masked loss function and a U-Net architecture.
The median Dice coefficient of 75.9% and HD of 2.65 pixels
showed that the model is accurate in delineating ICH. However,
with a sensitivity of 77.0% and specificity of 96.2%, the model
is still unable to detect ICH in a fair amount of CT images. Never-
theless, a masked loss function U-Net is a promising method to
enable fast and accurate estimation of ICH volume in CT images,
thereby supporting clinical management of ICH. Future research
100 www.jcat.org
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should focus on improving the quality of the labels, using 512 � 512
sized images, increasing the detection sensitivity of the model
and comparing its performance to other model architectures.
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