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Vortex supercurrent inversion by frequency-symmetry conversion of Cooper pairs
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We theoretically demonstrate that the vortex supercurrent can be reversed by the frequency-symmetry conver-
sion among Cooper pairs by surface Andreev bound states. The surface of a three-dimensional superconductor
pierced by a flux quantum is considered. We compare the vortex supercurrents near the surface of the spin-singlet
s-wave and spin-triplet pz-wave superconductors using quasiclassical Eilenberger theory, where the surface is
perpendicular to the z direction. We demonstrate that the vortex supercurrent near the surface of a pz-wave
superconductor is reversed compared to those far from the surface, whereas that of an s-wave superconductor is
not. The splitting of the zero-energy states caused by the interference of the surface Andreev bound states and
Caroli-de Gennes-Matricon modes is demonstrated.
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I. INTRODUCTION

The magnetic flux penetrating a type-II superconductor
(SC) is quantized (i.e., quantum vortices) since a macroscopic
wave function describing the Cooper pair condensate must be
single valued. The phase winding around the vortex results in
a shielding current that localizes the magnetic field at the core.
This is how type-II SCs maintain the perfect diamagnetism
even in a magnetic field.

However, recent experiments confirmed the existence
of paramagnetic superconducting states [1,2]. Applying a
low-energy muon spin relaxation (μSR) technique for su-
perconducting bilayer systems, the local magnetic field was
larger than that of the applied magnetic field. This local
enhancement is well understood in terms of odd-frequency
(odd-ω) Cooper pairs [3–5]. The pair density of odd-ω pairs
was effectively negative [6], meaning that odd-ω pairs show
the opposite response to perturbations compared with the
well-known even-ω pairs [1,2,6–12]: Novel odd-ω pairings
attract external fields.

Odd-ω pairs appear in inhomogeneous systems [13–22].
In addition to U (1)-symmetry breaking, the inhomogeneity
locally breaks the inversion symmetry and causes parity mix-
ing of the Cooper pairs. Parity-converted Cooper pairs should
belong to an odd-ω symmetry class to satisfy the Fermi-Dirac
statistics (i.e., Berezinskii rule [3]). For example, in a vortex
core in a BCS-type SC, odd-ω pairs are induced because of
the vortex singularity [23,24]. At the surface of a spin-triplet
p-wave SC, odd-ω pairs appear [14,25,26], where surface
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Andreev bound states [27] (ABSs) strongly suppress the local
pair potential.

Odd-ω pairs in a vortex core are generated by a sin-
gularity in real space, whereas odd-ω pairs at the surface
generate ABSs, which are related to anisotropy in the mo-
mentum space. The two types of odd-ω pairs were considered
separately [28]. However, these odd-ω pairs can emerge at
the same location and interact with each other. Recently, kz-
dependent anisotropic pairings in three-dimensional (3D) SCs
have become realistic (e.g., heavy-fermion compounds [29]
and Sr2RuO4 [30–33]). In these systems, a quantum vortex
can penetrate a two-dimensional (2D) surface hosting flat-
band ABSs [34–37]. It is unclear how odd-ω pairs by ABSs
affect the odd-ω pairs carrying the vortex supercurrent, and
vice versa. Such novel vortex states help determine the pairing
symmetry of an SC and can be easily examined by existing
experimental methods such as scanning tunneling microscopy
[38] (STM) and superconducting quantum interference de-
vices [39,40] (SQUID).

In this study, the interference between odd-ω pairs with
two different origins is investigated: the quantum vortex and
surface ABSs. A quantum flux penetrating a semi-infinite 3D
unconventional SC is considered, where the magnetic flux is
perpendicular to the surface, at z = 0. Using the quasiclassical
Eilenberger theory, the vortex supercurrents and local density
of states (LDOS) in the s- and pz-wave SCs are compared,
where surface ABSs are, respectively, absent and present.

The numerical results show that the vortex supercurrent
was reversed near the surface where the surface ABSs convert
both of the even- and odd-ω pairs into odd- and even-ω ones.
The pair amplitude is analyzed and it is shown that there is
local symmetry conversion among the Cooper pairs in the
region where the vortex and the ABSs coexist. The LDOS,
specifically, how the Caroli-de Gennes-Matricon (CdGM)
state [38,41,42] and surface ABSs develop when they overlap
is investigated. It is also shown that the zero-energy peak in
the LDOS split because of the interference.
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FIG. 1. (a) Schematic of the system. The vortex core is located
where x = y = 0 and the semi-infinite 3D SC that occupies z � 0.
The gap amplitudes for the (b) s- and (c) pz-wave SC, where color
means the internal phase of the pair potential. The inner silver sphere
indicates the Fermi sphere.

In the analytical calculations, the knowledge gained from
the numerical results is extended to more general SCs. By us-
ing the Kramer-Pesch approximation [43–45], which is valid
at a low temperature and near the vortex core, the direction
of the vortex supercurrent near the surface is shown to be
determined only by the kz dependence of the pair potential.

The remainder of this paper is organized as follows. The
model and method are introduced in Sec. II. The numerical
and analytical results are presented in Secs. III and IV. In
Sec. V, the study is summarized.

II. SYSTEM AND FORMULATION

We considered the quantum vortex penetrating a 3D SC
as shown in Fig. 1(a). The SC occupies z � 0 and the vortex
core is located at x = y = 0. We assume the cylindrical sym-
metry around the core. We employ the cylindrical coordinate
(x, y, z) = (ρ cos �,ρ sin �, z).

The superconductivity in the ballistic limit can be
described by quasiclassical Eilenberger theory [46–50].
The quasiclassical Green’s function obeys the Eilenberger
equation,

h̄vF · ∇ĝ + [Ĥ, ĝ] = 0, ĝ2 = 1̂,

ĝ =
(

g −sμ f

− f
˜

−g
˜

)
, sμ =

{+1 for s wave,
−1 for pz wave, (1)

Ĥ =
(

ωn − i(e/c)vF · A −sμ�

−�
˜

−ωn + i(e/c)vF · A

)
,

where vF = vF k̂ with k̂ = (kx, ky, kz ) =
(sin θ cos φ, sin θ sin φ, cos θ ), ωn = (2n + 1)πkBT , kB,
T , e < 0, c, and A are the isotropic Fermi velocity,
Matsubara frequency, Boltzmann constant, charge of a
quasiparticle, speed of light, and vector potential. The
normal and anomalous Green’s functions [g(k̂, r, iωn) and
f (k̂, r, iωn)] describe the quasiparticle and the Cooper
pairs. The under-tilde functions have been introduced as
X
˜

(k̂, r, iωn) = X ∗(−k̂, r, iωn) with X being an arbitral
function. In this paper, we refer to f as the pair amplitude.
In Eq. (1), we have reduced the spin degree of freedom by
assuming the opposite-spin Cooper pairing for both SCs.

We consider the spin-singlet s-wave and spin-triplet pz-
wave SCs whose pair potentials can be given by

�(r, k̂) =
{
�(r) for s wave,
�(r)kz for pz wave. (2)

The schematic gap functions are shown in Fig. 1. The pair
potential �(r) is self-consistently determined by the gap
equation

�(k̂, r) = 2λN0πkBT
Nc∑

n=0

∫
d
′

4π
V (k̂, k̂

′
) f (k′, r, iωn),

λ = N−1
0

(
Nc∑

n=0

1

n + 1/2
+ ln

T

Tc

)−1

, (3)

where
∫ · · · d
/4π is the average on the Fermi sphere, N0

is a density of states (DOS) at Fermi energy in the normal
state, and Nc is defined as the positive integer satisfying Nc <


c/2πkBT with 
c being the cut-off frequency. The attractive
potential V depends on the pairing symmetry V = 1 for the s-
wave SC and V = 3kzk′

z for the pz wave SC. The pair potential
winds its phase around the vortex; �(r) = �(z, ρ)e−i� with
(x, y, z) = (ρ cos �,ρ sin �, z).

The current density j(r) and LDOS N (r, E ) are given by

j(r) = −4|e|N0πkBT
Nc∑

n=0

∫
d


4π
vF Img(k̂, r, iωn), (4)

N (r, E )

N0
= lim

δ→+0

∫
d


4π
Re[g(k̂, r, E + iδ)], (5)

where E and δ are the energy and smearing factor. We need to
solve the Eilenberger equation and Maxwell equation simul-
taneously and self-consistently to obtain the magnetic-field
distribution [51]. The magnetic field satisfies the following
equations [52]:

∇ × A = B, ∇ × B = 4π

c
j. (6)

In the quasiclassical theory, the Ginzburg-Landau (GL) pa-
rameter κ = λL/ξ is a parameter that characterizes the length
scale of the magnetic field, where λL =

√
3c2/8πe2v2

F N0 and
ξ = h̄vF /2πkBTc are the London penetration depth and co-
herence length (see the Appendix A for the detail). In the
numerical calculations, we set κ = 6

√
6 and 
c = 40kBTc.

III. NUMERICAL RESULTS

A. Paramagnetic quantum vortex

The vector plot of the current density around the vortex
core in the pz-wave SC is shown in Fig. 2(a), where the result
for the s-wave SC is shown in Fig. 2(b) as a reference. The
color of the vectors corresponds to j�: the red and blue mean
the diamagnetic and paramagnetic current respectively. At the
surface of the pz-wave SC, the current density changes its
direction near the surface as shown in Fig. 2(a), whereas j
in the s-wave case hardly depends on z as shown in Fig. 2(b).
The vortex supercurrent inversion can be seen more clearly in
the top views in Fig. 2(c). The ρ dependence of j� for the
pz-wave SC is shown in Fig. 3(a), where we fixed the depth at
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FIG. 2. Vector plots of the current densities at T/Tc = 0.2 for (a) the pz-wave and (b) s-wave SCs. The direction and color of the arrows
mean the direction and azimuthal component of the current density. The current density is normalized as j̄� = j�/ jMax

� (T/Tc = 0.2) with
jMax
� (T/Tc = 0.2) being the maximum value of j� at T/Tc = 0.2 in each case. The solid black arrows represent the magnetic flux. (c) Top view

of the same results at z = 0 and z � ξ . The parameters are set to 
c = 40kBTc and κGL = 6
√

6.

z/ξ = 0, 1, 2, 4, 10. We see that the profile of j� at z = 10ξ

is qualitatively the same as the well-known s-wave result [42].
However, with approaching to the surface, j� changes the sign
at z ∼ 2ξ , meaning that the paramagnetic current flows only
near the surface. The self-consistent pair potentials are shown
in the Appendix B.

The z component of the local magnetic field Bz for the
pz-wave SC is shown in Fig. 3(b). Deep inside the SC, Bz has
the typical profile: the magnetic field has a peak at the vortex
core and decays in the order of λL. However, with approaching
to the surface, Bz is strongly suppressed and spreads broader.
Although the paramagnetic current flows near the surface, it
does not change sgn[Bz] but modifies significantly the spatial
profile of Bz at the surface. We show that the width of the peak
in Bz strongly depends on z as in the inset of Fig. 3, where
the peak width WB is defined by using the half-value radius;

(a)

(b)

FIG. 3. Spatial profiles of (a) the circulation current and (b) the
magnetic field in the pz-wave SC. The magnetic field is normal-
ized as B̄z = Bz/Bz(ρ = 0, z = 10ξ, T/Tc = 0.2). The depth is set
to z/ξ = 0, 1, 2, 4, and 10. Near the surface, the current changes
the direction and the magnetic field is significantly suppressed. The
depth dependence of W̄B is shown in the inset.

Bz|ρ=WB = (1/2)Bz|ρ=0. In the s-wave case, the peak width
does not strongly depends on z. On the contrary, it depends
significantly on z in the pz-wave case. At the surface, WB is
about four times larger than its value at z = 10ξ .

The temperature dependence of j� is shown in Fig. 4(a),
where j� is obtained at the surface of the pz-wave SC. The
amplitude of the paramagnetic current increases with de-
creasing temperature. In particular, the paramagnetic current
increases rapidly at low temperature. This low-temperature

(a)

(b)

FIG. 4. (a) Paramagnetic vortex-current at the surface of the pz-
wave SC. The current density is normalized as j̃ = j�/| jMin

� (T/Tc =
0.2)| with jMin

� (T/Tc = 0.2) being the minimum value of j� at
T/Tc = 0.2. The temperature is set to T/Tc = 0.2, 0.4, 0.6, and 0.7.
The open squares indicate the maximum value of | j�(ρ, z = 0)| at
each temperature. (b) Magnetic field at the surface of the pz- and
s-wave SCs. The temperature in the pz-wave SC is set to T/Tc =
0.2, 0.4, 0.6, and 0.8, and the temperature in the s-wave SC is
T/Tc = 0.2. Insets in (a) and (b) show the temperature dependencies
of WJ and WB, where WJ is defined as | j�(ρ = WJ , z = 0, T )| =
maxρ | j�(ρ, z = 0, T )|. We normalize WJ (B) as W̄J (B)(T/Tc = 0.8) =
WJ (B)/WJ (B)(T/Tc = 0.8) in each SC.
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FIG. 5. Pair amplitudes at [(a),(b)] z = 10ξ and [(c),(d)] z = 0. The left (right) figures show the even frequency (odd parity) components.
The parameters are set to T = 0.2Tc, ωn = ω0, and � = 0. The definition and notation of Clm(r) are shown in Eq. (7) and the Appendix C. The
even- and odd-frequency components are subdominant at z = 0 and z = 10ξ respectively. The other components are negligibly small. [(e),(f)]
Schematic picture of the spatial distribution of the pair amplitudes around the vortex in the pz-wave SC.

anomaly is characteristic to the paramagnetic response related
to the odd-ω pairs induced by the ABSs [6,8–11].

B. Symmetry conversion

We explore the origin of the paramagnetic circulating cur-
rent in this subsection. The magnetic response is related to
the frequency symmetry of Cooper pairs [6–12]. Namely, the
direction of the vortex current is determined by the spatial dis-
tribution of the even- and odd-ω Cooper pairs. To analyze the
symmetry of the Cooper pairs, we expand the pair amplitudes
at ω0 in terms of the real spherical harmonics (see Appendix C
for the details),

f (r, k, iω0) =
∑
lm

flm(r, k), flm = Clm(r)Ylm(k). (7)

We refer to, for example, fl=2,m=2 (dx2−y2 -wave component)
as fx2−y2 for simplicity. We hereafter fix � = 0 because of the
rotational symmetry around the vortex.

Deep inside the pz-wave SC, the symmetry conversion is
caused only by the vortex singularity at ρ = 0. In the ho-
mogeneous limit, the pair amplitude has only the pz-wave
component, f = �∞kz/

√
ω2

n + �∞k2
z ∼ fz + fz3 with �∞

being the pair potential in the homogeneous limit, where the
denominator induces non-pz-wave component. At the vortex
core, the pair amplitude obtains an additional phase from
the phase winding of the vortex, f ∼ kz(kx + iky) ∼ fzx + i fyz

[23,24]. In a spin-triplet SC, these even-parity components
should be an odd function of ωn to satisfy the Pauli exclusion
principal (i.e., Berezinskii rule [3]). Figures 5(a) and 5(b)
show the symmetry conversion between the even- and odd-ω
components at z = 10ξ . The even-ω pz-wave component is
dominant at ρ � ξ , whereas only the odd-ω dzx + idyz-wave
component has an amplitude at ρ = 0.

At the surface, the symmetry conversion is caused by the
two factors: the surface ABSs and vortex. The pairing sym-
metry is shown in Figs. 5(c) and 5(d). At ρ � ξ , the pair
amplitude can be written as a superposition of the s-wave and

d-wave pairings [10,11,25]: f ∼ f0 + fz2 . Namely, only the
odd-ω pairs are present at the surface far from a vortex. At the
intersection of the vortex core and surface (i.e., ρ = z = 0),
these odd-ω pairs have an additional phase from the vortex.
As a result, the px + ipy wave and fxz2 + i fyz2 are dominant as
shown in Fig. 5(c). Note that these even-ω pairs are generated
from the odd-ω pairs, and have different pairing symmetry
from the pair potential. In Figs. 5(e) and 5(f), we show the
schematics of the spatial profile of the Cooper pairs.

The relation between the frequency-symmetry conversion
and supercurrent inversion can be confirmed by analyzing the
current density j in Eq. (4). Close to the vortex core (i.e.,
ρ 	 ξ ), j can be expressed in terms of the pair amplitudes
[10,17,18,53]. Specifically, it can be expressed by the even-ω
(odd-ω) component fe(o),

j�(r) = − j0
T

Tc

Nc∑
n=0

∫
d


4π
sin θ sin φImg(k̂, r, iωn), (8)

g =
√

1 − | fe|2 + | fo|2 − 2iIm fo f ∗
e , (9)

fe(o) = 1

2
[ f (r, k, iωn) + (−) f (r, k,−iωn)], (10)

where we have used the normalization condition (i.e., g2 =
1 − sμ f f

˜
) and j0 = 4πN0|e|vF Tc. Applying the conversion

fe ↔ fo to Eqs. (8) and (9), we show that the frequency-
symmetry conversion by the surface ABSs results in the
vortex-current inversion (see the Appendix D for the details).

C. Local density of states

Before discussing the obtained quasiparticle spectra, we
quickly overview the in-gap states related to this system:
Surface ABS and CdGM mode. The pz-wave SC hosts the sur-
face ABSs [27] at its surface perpendicular to the z direction
because of the quasiparticle interference [54]. In the pz-wave
case, the ABSs form the flat-band zero-energy surface states
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FIG. 6. (a) Contour plots of the LDOS at the surface and the vortex core. (b) Comparison of LDOS. The parameters are set to the same
values used in Fig. 2. The smearing factor is δ = 0.005.

[55–57]. The CdGM modes are quasiparticle states bounded
at a vortex core [41]. Because of the confinement by the
local suppression in the pair potential, the in-gap quasiparticle
states appears at the vortex core [58]. In the Appendix B, we
show the quasiparticle spectra of the s-wave SC with a vortex
as a reference, where we explain the spatial distribution of the
CdGM modes.

The LDOS at the surface of the pz-wave SC are shown in
Fig. 6, which can be measured by, for example, a scanning
tunnel spectroscopy measurement. The flat-band zero-energy
ABSs appear at far from the vortex core (i.e., ρ � ξ ). Ap-
proaching to the vortex, the bound-states energy is lifted from
E = 0 and the zero-energy peak is split into two peaks with
E ≈ 0.5�∞ at ρ = 0. The evolution of the CdGM modes at
the lowest energy are shown in Fig. 6, where we fix ρ = 0.
Deep inside the SC (z � ξ ), the CdGM mode stay at E ≈ 0.
However, with approaching to the surface, the zero-energy
peak splits into two peaks. We conclude the zero-energy peak
splitting is a result of the interference between the surface
ABSs from the pz-wave nature and the CdGM modes from the
quantum vortex: The quantum states staying at E = 0 repel
each other in energy space due to the superposition in real
space.

The splitting of the LDOS at E = 0 can also be interpreted
in another way. The ABS appears at the zero-energy when
�(kin ) = −�(kout ) during the reflection at a surface, where
kin (kout) is the incoming (outgoing) momentum. A similar

sign change occurs when the quasiparticle passes through
the vortex core. However, on the quasiclassical paths passing
through the origin (intersection of the surface and the vortex
core), this sign change never occurs. The sign change from
the reflection and that from the vortex core compensate each
other. Therefore, the zero-energy state does not appear at the
origin.

IV. KRAMER-PESCH THEORY

We apply the Kramer-Pesch approximation [43–45] to
more general superconducting states and generalize our re-
sults obtained numerically; the vortex-current reversal and
disappearance of the zero-energy peak at z = ρ = 0 in the
LDOS. The Kramer-Pesch approximation, which is valid
when kBT 	 |�∞| and ρ 	 ξ , allow us to obtain the analytic
solution of the quasiclassical Green’s function. We assume
that the gap function is written as

�(r, k̂) = h(ρ, z)e−i��(k̂), (11)

where h(ρ, z) is a real function describing the spatial profile
of � and �(k̂) is the momentum dependence of �, which
satisfies �(k‖, kz ) = sθ�(k‖,−kz ) with k‖ = (kx, ky, 0) and
sθ = ±1. Surface ABSs are formed when sθ = −1. In the
Kramer-Pesch approximation, the azimuthal components of
current density j� for each sθ are written as

j�(r)|sθ=1  4πN0|e|vF

∫
d


4π
sin2(φ − �)

C−1

4kBT
ρD̃, (12)

j�(r)|sθ =−1 � 4πN0|e|vF

∫
d


4π
sin2(φ − �)

[
− C−1

8kBT
+ 2

C−1

]
ρD̃, (13)

D̃(ρ,�, k) = 2

vFC(ρ,�, k)

∫ ∞

−∞
dσ ′ 1

σ ′ h
(

|σ | sin θ,

∣∣∣∣σ cos θ − ρ
cos(φ − �)

tan θ

∣∣∣∣
)

exp [−2|�(k)|F̄ (ρ,�, σ ′, k)], (14)

C(ρ,�, k) = 2

vF

∫ ∞

−∞
dσ ′ exp [−2|�(k)|F̄ (ρ,�, σ ′, k)], (15)

F̄ (ρ,�, σ, k̂) =
∫ σ

ρ cos(φ−�)(sin θ )−1
sign(σ ′)h(|σ ′| sin θ, |σ ′ cos θ + z0|)dσ ′, (16)
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where D̃ � 0 and C � 0. The detailed derivation of Eq. (13) is
explained in the Appendix E. The conventional vortex current
has a positive value as in Eq. (12). On the other hand, Eq. (13)
shows that the current density can be negative at low temper-
ature because of the first term. Thus, the vortex current on the
surface with the ABS is reversed.

In the Kramer-Pesch approximation, the surface DOS for
sθ = −1 is written as

N (E , ρ, z = 0)

N0
=

∫
d


4π

(ρD + E )2

(ρD + E )2 + C−2
� 1, (17)

D = sin(φ − �)

sin θ
D̃. (18)

Equation (17) shows that the surface DOS is less than N0

and becomes zero at ρ = E = 0 (see the Appendix E for
the details.). Therefore, the zero-energy peak in the LDOS at
ρ = z = 0 disappears when sθ = −1.

Applying the Kramer-Pesch approximation, we demon-
strate the current inversion and the disappearance of the zero-
energy peak in the LDOS under the condition �(kx, ky, kz ) =
−�(kx, ky,−kz ). This indicates that our numerical results are
not unique only to the pz-wave SC. The vortex supercurrent
inversion can occur in superconductors with flat-band surface
ABSs.

V. CONCLUSIONS

We have demonstrated that the local frequency-symmetry
conversion of Cooper pairs inverts the direction of the vortex
supercurrent. Using the quasiclassical Eilenberger theory, a
quantum vortex penetrating a surface hosting the ABSs both
numerically and analytically has been investigated. In the self-
consistent simulations, comparing the vortex supercurrents in
the pz-wave and s-wave SCs, we have found that the super-
current flows in the opposite direction near the surface of the
pz-wave SC. By analyzing the anomalous Green’s function,
the frequency-symmetry conversion among Cooper pairs by
ABSs has been shown to trigger the supercurrent inversion.
In the analytic calculation with the Kramer-Pesch approxima-
tion, the condition of the vortex current inversion has been
generalized.

From the quasiparticle spectra obtained from the Green’s
function, we have found that the zero-energy states from the
ABSs and CdGM mode are coupled with each other and
shift to nonzero energies when the current inversion occurred.
Within the Kramer-Pesch approximation, it has been analyt-
ically shown that the LDOS is zero at the intersection of the
vortex core and surface because of the interference between
the ABSs and CdGM mode.
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APPENDIX A: MAXWELL EQUATION, RICCATI
PARAMETRIZATION, AND BOUNDARY CONDITIONS

In this section, we introduce the formulations of the vector
potential, Riccati parametrization, and boundary conditions.
Under the rotational symmetry around the z axis, the magnetic
field B and vector potential A are obtained from j as

B(r) = 1

c

∫
j(r′) × r − r′

|r − r′|3 dV ′, (A1)

A(r) = e�

∫ ∞

z
Bρ (ρ, z′)dz′ + e�

1

ρ

∫ ρ

0
ρ ′Bz(ρ ′, z = ∞)dρ ′.

(A2)

We introduce a dimensionless Maxwell equation (6) for nu-
merical calculations,

∇′ × (∇′ × A′) = 6

κ2
j′, (A3)

where ∇′ = ξ∇, A and j are normalized as A′ = (2πξ/�0)A
and j′ = j/ j0 with �0 = π h̄c/|e| and j0 = 4πN0|e|vF Tc.

In order to solve the Eilenberger equation (1) numerically,
we introduce the coherence function [49,50] γ as

g = 1 − sμγ γ
˜1 + sμγ γ
˜

, f = 2γ

1 + sμγ γ
˜

. (A4)

Substituting Eq. (A4) into Eq. (1), we obtain the Riccati-type
differential equations,

h̄vF · ∇γ − 2

(
ωn − ie

c
vF · A

)
γ − � + �∗γ 2 = 0, (A5)

h̄vF · ∇γ
˜

+ 2

(
ωn − ie

c
vF · A

)
γ
˜

+ sμ�∗ − sμ�γ
˜

2 = 0.

(A6)

The solutions of Eq. (1) are given by solving Eq. (A5) and
(A6) along the quasiclassical paths and substituting the ob-
tained γ and γ

˜
into Eq. (A4). We solve Eqs. (3), (A2), (A5),

and (A6) numerically in a self-consistent manner. The co-
herence functions γ and γ

˜
in the homogeneous limit (i.e.,

∇ · γ = 0) are given by

γ = �∞
ωn + sign(ωn)

√
ω2

n + |�∞|2 , (A7)

γ
˜

= sμ�∗
∞

ωn + sign(ωn)
√

ω2
n + |�∞|2 , (A8)

where �∞ is the bulk value of �.
We impose the boundary conditions on the coherence func-

tions. (I) The coherence functions are equal to the values in
Eqs. (A7) and (A8) deep inside the SC (i.e., ρ � ξ, z � ξ ).
(II) At the surface (i.e., z = 0), we impose

γ (k̂‖, k̂z, r‖, z = 0, iωn) = γ (k̂‖,−k̂z, r‖, z = 0, iωn), (A9)
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FIG. 7. Spatial dependencies of |�| in the (a) s-wave and (b) pz-
wave SCs. The pair potential is normalized by its bulk value. The
parameters are set to T/Tc = 0.2, 
c = 40kBTc, and κGL = 6

√
6.

which means the specular reflection where r‖ = (x, y). As a
result of Eq. (A9), the pair amplitude f is forced to be an even
function with respects to the kz inversion at the surface.

APPENDIX B: ADDITIONAL NUMERICAL RESULTS

In this section, we show the spatial dependence of the pair
potential and local density of state (LDOS) for the s-wave
SC. We show the spatial dependencies of the pair potential in
Fig. 7. As shown in Fig. 7(a), the pair potential in the s-wave
SC is suppressed near the vortex core but not at the surface. On
the other hand, the pair function in the pz-wave SC disappears
at the vortex core and the surface as shown in Fig. 7(b).

FIG. 8. Contour plots of the LDOS at (a) surface and (b) vortex
core in the s-wave SC. The parameters are the same as in Fig. 7. The
smearing factor is δ = 0.005.

In Fig. 8, we show the LDOS in the s-wave SC. Fig-
ures 8(a) and 8(b) show the LDOS at the surface and vortex
core. In Fig. 8, there exist subgap bound states near the core
known as the Caroli-de-Gennes-Matricon (CdGM) modes.
The approximate energy dispersion of the CdGM modes have
been derived as En  (n − 1/2)�2

∞/EF in Ref. [41], where
the half integer (n − 1/2) is the quantum number of the angu-
lar momentum. The eigenfunction of the CdGM mode labeled
by n has a maximum amplitude at a radius distance of the
order ρ  (n − 1/2)/kF [42]. Thus, the evolution of subgap
states in Fig. 8(a) corresponds to the dispersion relation of the
CdGM modes.

TABLE I. Notation of the expansion coefficients flm.
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APPENDIX C: RENORMALIZED SPHERICAL
HARMONICS

We use the real spherical harmonics Ylm to analyze the
pair amplitudes. We abbreviate the expansion coefficients flm

in the main texts for simplicity. We summarize Ylm and the
notation of flm in Table I. The spherical harmonics Ylm is
normalized to satisfy the orthonormal relation∫

YlmYl ′m′d
 = δll ′δmm′ , (C1)

where d
 = sin θdφdθ .

APPENDIX D: VORTEX SUPERCURRENT AND
FREQUENCY SYMMETRY OF COOPER PAIRS

The direction of the vortex supercurrent is related to the
frequency symmetry of Cooper pairs. The azimuthal compo-
nent of the current density (4) is

j�(r) = − j0
T

Tc

Nc∑
n=0

∫
d


4π
sin θ sin φImg(k̂, r, iωn), (D1)

where j0 = 4πN0|e|vF Tc. Namely, the direction of the current
is determined by the sign of Im[g]. Using the normalization
condition for the quasiclassical Green’s function (i.e., g2 =
1 − sμ f f

˜
), we have

g =
√

1 − | fe|2 + | fo|2 − 2iIm fo f ∗
e , (D2)

fe(o) = 1
2 [ f (r, k, iωn) + (−) f (r, k,−iωn)], (D3)

where fe and fo represent respectively the even- and odd-
frequency component, and we have used the symmetry
relation between f and f

˜
[i.e., f

˜
(r, k, iωn) = f ∗(r,−k, iωn)].

We analyze the direction of the vortex supercurrent in the
vicinity of the vortex core. From Fig. 5(e), deep inside the
SC, the pair amplitudes around the vortex core can be approx-
imated as

fe ≈ ρF, fo ≈ −RFe−iφ, (D4)

where F = F (k̂) and we have introduced the constant R
(0 < R < 1) that expresses the relative amplitude of fo to fe.
The subdominant component has an additional phase factor
(−e−iφ) from the phase winding of the vortex. Substituting
Eq. (D4) into Eq. (D2), we have

g =
√

1 − ρ2|F |2 + R2|F |2 + 2iρR|F |2Ime−iφ (D5)

=
√

1 + R2|F |2 − iρ
R|F |2 sin φ√
1 + R2|F |2

+ O(ρ2) (D6)

with ρ 	 ξ . The equation above results in

− j0 sin φImg = ρ
j0R|F |2 sin2 φ√

1 + R2|F |2
+ O(ρ2), (D7)

meaning that the electric current flows in the opposite direc-
tion of the phase winding e−i� around the vortex core (i.e.,
j� > 0).

At the surface of a pz-wave SC, the symmetry conversion
occurs because of the ABSs. From Fig. 5(f), the pair ampli-

tudes can be expressed as

fe = −RFe−iφ, fo = ρF, (D8)

where we can show R2|F |2 = 1 by solving the Riccati-type
differential equations (E1) at T = 0 and ρ = 0. We assume
fe near the core has the maximum value at ωn = 0. From
this assumption, we obtain R2|F |2 < 1 at finite Matsubara
frequencies. Substituting Eq. (D8) into Eq. (D2), we have

g =
√

1 − R2|F |2 + ρ2|F |2 + 2iρR|F |2Imeiφ (D9)

=
√

1 − R2|F |2 + iρ
R|F |2 sin φ√
1 − R2|F |2

+ O(ρ2). (D10)

Therefore, the direction of the current density is given by

− j0 sin φIm[g] = −ρ
j0R|F |2 sin2 φ√

1 − R2|F |2
+ O(ρ2). (D11)

Comparing Eqs. (D7) and (D11), we see that the frequency-
symmetry conversion results in the vortex-current inversion.

APPENDIX E: ANALYTICAL CALCULATIONS
BY KRAMER-PESCH APPROXIMATION

In this section, we analytically calculate the quasi-
classical Green’s functions by the Kramer-Pesch approxima-
tion [43–45] and reproduce two numerical results, the reversal
of the vortex current and suppression of the LDOS at the
intersection point of the surface and vortex core, for more
general SCs. In the Kramer-Pesch approximation, we obtain
the solutions of the Riccati-type differential equations up to
the first order of the displacement b from the vortex core and
Matsubara frequency ωn. Thus, the Kramer-Pesch approxi-
mation is appropriate near the vortex core ρ 	 ξ and in low
temperature kBT 	 |�|. In this section, We follow the method
in Ref. [44].

We start with the Riccati-type differential equations with
A = 0,

vF · ∇γ + 2ωnγ − � + �∗γ 2 = 0, (E1)

vF · ∇γ
˜

− 2ωnγ
˜

+ sμ�∗ − sμ�γ
˜

2 = 0, (E2)

where we use the units h̄ = kB = 1. We introduce the coordi-
nate transformation as in Fig. 9,

a = x cos φ + y sin φ, (E3)

b = −x sin φ + y cos φ, (E4)

where the angle φ characterizes the direction of the
momentum k̂ = (sin θ cos φ, sin θ sin φ, cos θ ). The
b axis is perpendicular to the projected momentum
k‖ = (sin θ cos φ, sin θ sin φ, 0). We solve the Riccati-type
differential equations by integrating γ or γ

˜
in the direction k̂.

The impact parameter b is constant on the integrating path and
corresponds to the distance between the integrating path and
vortex core. In this coordinate r = (a, b, z), the Riccati-type
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FIG. 9. Coordinate transformation from (x, y, z) to (a, b, z).

differential equations are rewritten as

vF

{
sin θ

∂

∂a
+ cos θ

∂

∂z

}
γ + 2ωnγ − � + �∗γ 2 = 0, (E5)

vF

{
sin θ

∂

∂a
+ cos θ

∂

∂z

}
γ
˜

− 2ωnγ
˜

+ sμ�∗ − sμ�γ
˜

2 = 0.

(E6)

In the analytic calculation, the pair potential is written in more
general form

�(k̂) = h(ρ, z)e−i��(k̂), (E7)

where the real function h and the complex function � describe
the spatial and momentum dependence of �. In addition, we
assume that � satisfies sθ = �(θ, φ)/�(π − θ, φ) = ±1. In
the case of sθ = 1 and −1, the ABSs is absence and present
on the surface perpendicular to the z axis. We expand the pair
potential as

�(k̂, r) = �0 + �1, (E8)

�0 = h(|a|, z)e−iφsign(a)�(k̂), (E9)

�1 = −h(|a|, z)e−iφsign(a)i
b

a
�(k̂), (E10)

with respect to b. The solutions (A7) and (A8) in the homogeneous limit are also expanded in terms of b and ωn as

γ (r, k̂, iωn) = sign(aωn)

{
�(k̂)e−iφ

|�(k̂)| − �(k̂)e−iφ

h(|a|, z)|�(k̂)|2 |ωn| − i
�(k̂)e−iφ

|�(k̂)|
b

a

}
+ · · · , (E11)

γ
˜

(r, k̂, iωn) = sign(aωn)

{
sμ�∗(k̂)eiφ

|�(k̂)| − sμ�∗(k̂)eiφ

h(|a|, z)|�(k̂)|2 |ωn| + i
sμ�∗(k̂)eiφ

|�(k̂)|
b

a

}
+ · · · . (E12)

When we set the cut-off of the integral path as ac > 0, the boundary conditions (I) in the Appendix A are given for ωn > 0 as

γ

(
a = −ac,

π

2
< θ � π, iωn

)
= −�(k̂)e−iφ

|�(k̂)| + �(k̂)e−iφ

�0|�(k̂)|2 |ωn| − i
�(k̂)e−iφ

|�(k̂)|
b

ac
, (E13)

γ
˜

(
a = ac, 0 � θ <

π

2
, iωn

)
= sμ�∗(k̂)eiφ

|�(k̂)| − sμ�∗(k̂)eiφ

�0|�(k̂)|2 |ωn| + i
sμ�∗(k̂)eiφ

|�(k̂)|
b

ac
, (E14)

The Riccati-type differential equations of the zeroth order of b and ωn are written as

vF

{
sin θ

∂

∂a
+ cos θ

∂

∂z

}
γ0 − �0 + �∗

0γ
2
0 = 0, (E15)

vF

{
sin θ

∂

∂a
+ cos θ

∂

∂z

}
γ
˜

0 + sμ�∗
0 − sμ�0γ

˜

2
0 = 0. (E16)

The solutions of these equations for ωn > 0 are given by

γ0(k̂, iωn) = −�(max{θ, π − θ}, φ)

|�(k̂)| e−iφ, (E17)

γ
˜

0(k̂, iωn) = sμ�∗(min{θ, π − θ}, φ)

|�(k̂)| eiφ, (E18)

which satisfies the boundary conditions (A9), (E13), and (E14). The first-order Riccati-type differential equations are written as

vF

{
sin θ

∂

∂a
+ cos θ

∂

∂z

}
γ1 + 2ωnγ0 − �1 + 2�∗

0γ0γ1 + �∗
1γ

2
0 = 0, (E19)

vF

{
sin θ

∂

∂a
+ cos θ

∂

∂z

}
γ
˜

1 − 2ωnγ
˜

0 + sμ�∗
1 − 2sμ�0γ

˜
0γ

˜
1 − sμ�1γ

˜

2
0 = 0. (E20)

043122-9



YOSHIDA, SUZUKI, AND TANAKA PHYSICAL REVIEW RESEARCH 4, 043122 (2022)

The general solutions of these equations are given as

γ1 = 2

vF
exp[2|�(k̂)|F (σ, z0, θ )]

∫ σ

σ0

dσ ′
[
−i

b

σ ′ sin θ
�0 − ωnγ0

]
exp[−2|�(k̂)|F (σ ′, z0, θ )]

+C0 exp[2|�(k̂)|F (σ, z0, θ )], (E21)

γ
˜

1 = 2

vF
exp[2sθ |�(k̂)|F (σ, z0, θ )]

∫ σ

σ
˜

0

dσ ′
[
−isμ

b

σ ′ sin θ
�∗

0 + ωnγ
˜

0

]
exp[−2sθ |�(k̂)|F (σ ′, z0, θ )]

+C
˜

0 exp[2sθ |�(k̂)|F (σ, z0, θ )], (E22)

F (σ, z0, θ ) =
∫ σ

− z0
cos θ

sign(σ ′)
�(max{θ, π − θ}, φ)

�(k)
h(|σ ′| sin θ, σ ′ cos θ + z0)dσ ′, (E23)

a = σ sin θ, (E24)

z = σ cos θ + z0, (E25)

where σ0,C0, σ
˜

0, and C
˜

0 are integral constants. In π/2 < θ � π , we obtain the first-order coherence function γ1 from the
boundary condition (E13) as

γ1 = 2

vF
exp[2|�(k̂)|F (σ, z0, θ )]

∫ σ

− ac
sin θ

dσ ′
[
−i

b

σ ′ sin θ
�0 − ωnγ0

]
exp[−2|�(k̂)|F (σ ′, z0, θ )]

+
{

�(k̂)e−iφ

�∞|�(k̂)|2 |ωn| − i
�(k̂)e−iφ

|�(k̂)|
b

ac

}
exp

[
2|�(k̂)|

{
F (σ, z0, θ ) − F

(
− ac

sin θ
, z0, θ

)}]
. (E26)

The other function γ
˜

1 in 0 � θ < π/2 is given from the boundary condition (E14) as

γ
˜

1 = − 2

vF
exp

[
2sθ |�(k̂)|F (σ, z0, θ )

] ∫ ac
sin θ

σ

dσ ′
[
−isμ

b

σ ′ sin θ
�∗

0 + ωnγ
˜

0

]
exp[−2sθ |�(k̂)|F (σ ′, z0, θ )]

−
{

sμ�∗(k̂)eiφ

�∞|�(k̂)|2 |ωn| − i
sμ�∗(k̂)eiφ

|�(k̂)|
b

ac

}
exp

[
2sθ |�(k̂)|

{
F (σ, z0, θ ) − F

(
ac

sin θ
, z0, θ

)}]
. (E27)

We respectively set the integral constants as σ0 = −ac/ sin θ and σ
˜

0 = ac/ sin θ . From the boundary condition (A9), γ1 in
0 � θ < π/2 and γ

˜
1 in π/2 < θ � π are given as

γ1 = 2

vF
exp

[
2|�(k̂)|F (σ, z0, θ )

] ∫ σ

− z0
cos θ

dσ ′
[
−i

b

σ ′ sin θ
�0 − ωnγ0

]
exp[−2|�(k̂)|F (σ ′, z0, θ )]

+ 2

vF

∫ − z0
cos θ

− ac
sin θ

dσ ′
[
−i

b

σ ′ sin θ
�0(−z0, π − θ ) − ωnγ0

]
exp[2|�(k̂)|{F (σ, z0, θ ) − F (σ ′,−z0, π − θ )}]

+ sθ

{
�(k̂)e−iφ

�∞|�(k̂)|2 |ωn| − i
�(k̂)e−iφ

|�(k̂)|
b

ac

}
exp

[
2|�(k̂)|

{
F (σ, z0, θ ) − F

(
− ac

sin θ
,−z0, π − θ

)}]
, (E28)

γ
˜

1 = − 2

vF
exp[2sθ |�(k̂)|F (σ, z0, θ )]

∫ − z0
cos θ

σ

dσ ′
[
−isμ

b

σ ′ sin θ
�∗

0 + ωnγ
˜

0

]
exp[−2sθ |�(k̂)|F (σ ′, z0, θ )]

− 2

vF

∫ ac
sin θ

− z0
cos θ

dσ ′
[
−isμ

b

σ ′ sin θ
�∗

0(−z0, π − θ ) + ωnγ
˜

0

]
exp [2sθ |�(k)|{F (σ, z0, θ ) − F (σ ′,−z0, π − θ )}]

− sθ

{
sμ�∗(k̂)eiφ

�∞|�(k̂)|2 |ωn| − i
sμ�∗(k̂)eiφ

|�(k̂)|
b

ac

}
exp

[
2sθ |�(k̂)|

{
F (σ, z0, θ ) − F

(
ac

sin θ
,−z0, π − θ

)}]
. (E29)

When we take z = 0, ac → ∞, we obtain

F
(
σ = − z0

cos θ
, z0, θ

)
= 0, (E30)

F

(
σ = −∞, z0,

π

2
< θ � π

)
= sθF

(
σ = +∞, z0, 0 � θ <

π

2

)
= ∞. (E31)
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As a result, γ1 and γ
˜

1 in 0 � θ < π/2 is given as

γ1 = 2

vF

∫ − z0
cos θ

−∞
dσ ′

[
−i

b

σ ′ sin θ
�0(−z0, π − θ ) − ωnγ0

]
exp[−2|�(k̂)|F (σ ′,−z0, π − θ )], (E32)

γ
˜

1 = − 2

vF

∫ ∞

− z0
cos θ

dσ ′
[
−isμ

b

σ ′ sin θ
�∗

0 + ωnγ
˜

0

]
exp[−2sθ |�(k̂)|F (σ ′, z0, θ )], (E33)

and ones in π/2 � θ < π is given as

γ1 = 2

vF

∫ − z0
cos θ

−∞
dσ ′

[
−i

b

σ ′ sin θ
�0 − ωnγ0

]
exp

[−2|�(k̂)|F (σ ′, z0, θ )
]
, (E34)

γ
˜

1 = − 2

vF

∫ ∞

− z0
cos θ

dσ ′
[
−isμ

b

σ ′ sin θ
�∗

0(−z0, π − θ ) + ωnγ
˜

0

]
exp [−2sθ |�(k)|F (σ ′,−z0, π − θ )]. (E35)

We can replace z to |z| due to z = σ cos θ + z0 > 0. By this substitution, we can rewrite γ1 and γ
˜

1 in 0 � θ � π as

γ1 = 2

vF

∫ − z0
cos θ

−∞
dσ ′

[
−i

b

σ ′ sin θ
�̄(σ ′) − ωnγ0

]
exp [−2|�(k)|F̄ (σ ′)], (E36)

γ
˜

1 = − 2

vF

∫ ∞

− z0
cos θ

dσ ′
[
−isμsθ

b

σ ′ sin θ
�̄∗(σ ′) + ωnγ

˜
0

]
exp [−2|�(k)|F̄ (σ ′)], (E37)

where we define �̄ and F̄ as

�̄(σ, z0, k̂) = h(|σ ′| sin θ, |σ ′ cos θ + z0|)eiφsign(σ )�(max{θ, π − θ}, φ), (E38)

F̄ (σ, z0, k̂) =
∫ σ

− z0
cos θ

sign(σ ′)h(|σ ′| sin θ, |σ ′ cos θ + z0|)dσ ′. (E39)

The quasiclassical Green’s functions are expanded as

g = 1 − sμγ γ
˜1 + sμγ γ
˜

 1 − sμ(γ0γ
˜

0 + γ1γ
˜

0 + γ0γ
˜

1)

1 + sμ(γ0γ
˜

0 + γ1γ
˜

0 + γ0γ
˜

1)
, (E40)

f = 2γ

1 + sμγ γ
˜

 2γ0 + 2γ1

1 + sμ(γ0γ
˜

0 + γ1γ
˜

0 + γ0γ
˜

1)
. (E41)

The relation γ0γ
˜

0 = −sμsθ is important. In the case of sθ = 1, zeroth-order Green’s functions diverge, whereas ones do not in
the case of sθ = −1. We consider the case of sθ = −1. In this case, the first-order Green’s functions are approximated as

g  − sμW

2 + sμW
, f  2γ0 + 2γ1

2 + sμW
, (E42)

where we define

W (b, z0, k) = γ1γ
˜

0 + γ0γ
˜

1 = 2

vF

∫ ∞

−∞
dσ ′

[
−i

b

σ ′ sin θ
�̄(σ ′)γ

˜
0 − sμωn

]
exp [−2|�(k)|F̄ (σ ′)]. (E43)

In the cylindrical coordinate r = (ρ,�, z = 0), W is rewritten as

W (ρ,�, z = 0, k) = −2sμ(iρCD + ωnC), (E44)

where we use b = ρ sin(φ − �) and define D and C as

D(ρ,�, k) = 2

C(ρ,�, k)

∫ ∞

−∞
dσ ′ sin(φ − �)

σ ′ sin θ
h

(
|σ | sin θ,

∣∣∣∣σ cos θ − ρ
cos(φ − �)

tan θ

∣∣∣∣
)

exp [−2|�(k)|F̄ (ρ,�, σ ′, k)] (E45)

= sin(φ − �)

sin θ
D̃(ρ,�, k), (E46)

C(ρ,�, k) = 2

vF

∫ ∞

−∞
dσ ′ exp [−2|�(k)|F̄ (ρ,�, σ ′, k)]. (E47)
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It is noted that D̃, C > 0 due to h > 0. The azimuthal component of the current density is written as

j�(r) = −4|e|N0πT
∞∑

n=0

∫
d


4π
vF sin θ sin(φ − �)Img(k̂, r, iωn). (E48)

In order to calculate the current density, we perform the sum over the Matsubara frequencies as

−T sin θ sin(φ − �)
∞∑

n=1

Img(ρ,�, k, iωn) =
∞∑

n=1

T sin θ sin(φ − �)ρC−1D

(iωn − ρD − iC−1)(iωn + ρD − iC−1)
(E49)

= C−1

4
sin θ sin(φ − �)Re

[
tanh

1

2T
(−ρD + iC−1)

]

+ 1

π

∫ ∞

0

sin2(φ − �)ρC−1D̃z

{(z + ρD)2 + C−2}{(z − ρD)2 + C−2} tanh
z

2T
dz. (E50)

The second term is bounded from above as

1

π

∫ ∞

0

sin2(φ − �)ρC−1D̃z

{(z + ρD)2 + C−2}{(z − ρD)2 + C−2} tanh
z

2T
dz

� 1

π

∫ ∞

0

sin2(φ − �)ρC−1D̃z

{(z + ρD)2 + C−2}{(z − ρD)2 + C−2}dz (E51)

= 1

4π
sin θ sin(φ − �)

∫ ρD

−ρD

C−1

z2 + C−2
dz = 2 sin θ sin(φ − �) tan−1

( ρD

C−1

)
. (E52)

From this inequality, we obtain

−T sin θ sin(φ − �)
∞∑

n=1

Img(ρ,�, k, iωn)

� C−1

4
sin θ sin(φ − �)Re

[
tanh

1

2T

(−ρD + iC−1
)] + 2 sin θ sin(φ − �) tan−1

(
ρD

C−1

)
(E53)

 sin2(φ − �)

[
−C−1

8T
+ 2

C−1

]
ρD̃ + O(ρ2). (E54)

Therefore, the vortex current at ρ 	 ξ and T 	 � is bounded from above as follows:

j�(ρ) � 4|e|N0πvF

∫
d


4π
sin2(φ − �)

[
−C−1

8T
+ 2

C−1

]
ρD̃. (E55)

On the other hand, in the case of sθ = 1 or deep inside the SC, the current density is given by

j�(ρ) = 4|e|N0πvF

∫
d


4π
sin θ sin(φ − �)

C−1

2
tanh

(ρD

2T

)
(E56)

 4|e|N0πvF

∫
d


4π
sin2(φ − �)

C−1

4T
ρD̃ + O(ρ2), (E57)

where N0 is the density of state in the normal state. These equations (E55) and (E57) show that the vortex current is reversed
near the surface when sθ = −1.

The LDOS is written as

N (E , ρ)

N0
= − lim

δ→0

∫
d


4π
Reg(k, r, E + iδ). (E58)

From Eq. (E42), the LDOS is calculated as

N (E , ρ)

N0
= − lim

δ→0

∫
d


4π
Re

ρD + E + iδ

iC−1 − ρD − E − iδ
(E59)

=
∫

d


4π

(ρD + E )2

(ρD + E )2 + C−2
� 1. (E60)

Therefore, the LDOS is suppressed significantly at ρ 	 ξ and E 	 |�| and equals zero especially at ρ = 0 and E = 0. These
results are consistent with numerical results for the pz-wave SC in the main texts.
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