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Contact-type defects are prevalent in composite constructions and sandwich panels due to failure mech-
anisms such as bolt loosening and delamination. Contact acoustic nonlinearity is a manifestation of such
defects that nonlinear health monitoring systems can detect. Vibro-acoustic modulation (VAM) is a well-
established technique for the early detection of nonlinear defects in structures. It employs bi-tone exci-
tation to reveal damage-induced nonlinearity, which results in the appearance of sidebands in the
response spectrum. The objective of this research is to use PZT-based excitation to monitor bolt loosening
in a sandwich beam in real-time. To address the limited capacity of the PZT transducers to excite the non-
linear mechanism, a sensitivity analysis (SA) for input factors of VAM testing was conducted to improve
damage detection using the results. The Morris approach is used to investigate the sensitivity of VAM
damage metrics derived analytically in the frequency domain. To reduce the number of tests required
for the experimental SA, the response surface methodology (RSM) is applied. The analysis of variance
and Fischer’s statistics are used to calculate the SA of experimental damage indices. In RSM computations,
the discrete influence of excitation frequencies on the modulation sidebands is addressed. For reliable SA
of experimental results, the effect of background noise is taken into account. The findings of this study
may be applied to the selection of appropriate damage metrics in real-world applications of VAM health
monitoring systems, as well as the effective tuning of input control parameters to maximize damage
detectability.

� 2022 Elsevier Ltd. All rights reserved.
1. Introduction

Sandwich constructions are gaining popularity in the aerospace,
automotive, and marine industries due to their relative benefits
over other structural materials in terms of weight, bending stiff-
ness, stability, and energy absorption [1]. In typical sandwich pan-
els, two stiff metallic or composite thin face sheets are separated
by open or closed-cell foam or a honeycomb-like thick core of
low density. Sandwich architectures are commonly employed in
applications where durability and damage tolerance are primary
considerations. The requirement for online/on-demand monitoring
of metallic and composite structures has prompted the develop-
ment of structural health monitoring (SHM) based on permanently
installed or integrated piezoelectric transducers [2,3]. Through
conditional-based maintenance, SHM increases the reliability and
availability of the monitored structures while lowering mainte-
nance costs.

Contact-type defects in composite constructions and sandwich
panels include loose bolted joints [4–10], breathing cracks due to
core crushing or fiber/matrix cracking [11–13], delamination
[14–17], and debonding between the core and skins [18]. Some
nonlinear mechanisms that can occur at the contact interface
include asymmetric stiffness due to the opening and closing of
cleanly separated cracks or changes in the contact pressure of
closed cracks [16], stress–strain hysteresis [19], amplitude-
dependent dissipation [20], and thermoelastic coupling [19]. The
most common classification for these mechanisms is non-
classical nonlinearities, which are local and operate on various
length scales [14]. Non-classical nonlinear manifestations include
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higher or sub-harmonic generation [21], slow dynamics [22],
cross-modulation [23], and intermodulation [24]. Several nonlin-
ear health monitoring methods based on nonlinear mechanisms
generated by flaws have emerged for early damage detection.
Vibro-acoustic modulation (VAM), which is based on the intermod-
ulation concept, has received interest among other techniques due
to its ease of implementation, proper sensitivity to incipient dam-
age [25,26], and reduced influence from non-damage-related non-
linearities [27].

In VAM, the monitored structure is interrogated using a combi-
nation of a low-frequency, large-amplitude pumping vibration and
a high-frequency, low-amplitude carrier (also known as a probe)
wave [24]. Pump excitation activates the nonlinear mechanism
by pumping energy into the structure. The function of the carrier
signal is to probe for damage and then carry damage-related data
to the sensor. The structural response is primarily linear in the
intact or undamaged state, with only the fundamental input har-
monics overlaid in the response spectrum. In the damaged state,
the interaction of excitation waves with the damage generates
superharmonics and intermodulation of the input harmonics in
addition to the input frequencies. Sidebands are intermodulation
frequencies that emerge at a multiple of the pump frequency (fp)
around the carrier frequency (fc) component or its superharmonics,
i.e.,mfp ± nfc (m, n = 1, 2, . . .). The presence of sideband components
confirms the presence of a defect, which is the basic premise
behind VAM-based damage detection. Damage indices (DI) are
used to quantify damage by processing the sensed signal in the
time [28], frequency [7,12,29], or time–frequency domains
[21,30,31]. The Hilbert transform (HT), which belongs to the latter
group, is a common signal processing tool for demodulating the
received signal and extracting amplitude and phase modulation
DIs [8,32,33]. According to some studies, demodulating the sensory
signal in VAM can reveal small sidebands buried beneath the back-
ground noise or carrier frequency sidelobes in the case of very low-
frequency pump actuation [34], as well as provide information on
the type of damage [30,35], or damage growth stage [36].

The appropriate selection of input adjustable parameters,
including voltage amplitudes and frequency of the pump and car-
rier signals, is critical to the successful implementation of VAM
testing [9,37,38]. Optimal input settings result in proper nonlinear
mechanism activation in the defective zone, higher DI, and
improved damage detection [7,16]. The carrier frequency (fc) is fre-
quently set in the ultrasonic range and is matched with a local
mode of vibration unique to the defect shape known as local defect
resonance (LDR) [38,39]. The LDR is determined using data on
vibration mode shapes, which can be obtained numerically or
experimentally [14,40]. The pump frequency (fp) is typically cho-
sen in the acoustic range, usually matching one of the structure’s
first few modal frequencies as determined by a modal analysis
[41]. Regarding the amplitude of the pump and carrier excitations,
increasing the input voltages increases the amount of energy
injected into the defective area and the relative motion at the con-
tact interface. However, increasing the voltage causes some unde-
sirable nonlinear effects [12,24], including disordered modulation
induced by the nonlinearity of the boundary and medium [2]. As
a result, using a baseline signal [12] or separating damage-
induced nonlinearities from measurement system nonlinearities
is necessary [42]. High-voltage risks also diminish the safety level
of the monitored system. Meanwhile, lowering the excitation volt-
age may make the modulation effect insensitive to damage or
invisible in noisy environments [2], especially when low-profile
PZT patches are used in the driving chain rather than electromag-
netic shakers [7], PZT stacks [33], or permanent magnets [43]. This
all implies the trade-off nature of amplifying voltages in VAM tests
and calls for an optimization task to find their appropriate value
[44].
2

The switch to nonlinear approaches such as VAM for health
monitoring is primarily motivated by the need to improve the sen-
sitivity of damage detection [45]. They are commonly used to
detect incipient damage at the onset and evolution stages. Minor
subtle damage sidebands have small amplitudes and can be hidden
in noise components, making them undetectable [46]. Environ-
mental noise has a major influence on detection probability [9].
Therefore, noise analysis is necessary for damage identification
problems based on VAM. Lim et al. [47] estimated the noise thresh-
old by averaging the response to carrier actuation alone at the
modulation frequencies. The threshold was considered while cal-
culating the nonlinearity indices, and their probability distribu-
tions were then used to develop a robust damage classifier.
Because PZT transducers have a limited capacity to pump energy
to the defective area, spectral sidebands are more likely to be bur-
ied in the background noise. To estimate the background noise
level from the remaining signal, notch filters are used in this study
to remove peaks larger than a predefined threshold. The measured
noise level is supplemented with a safety factor to calculate reli-
able damage indices.

The purpose of this study is to improve damage detection in
VAM health monitoring by developing an optimization framework
for selecting appropriate input control parameters. The response
surface method (RSM) is used to design the minimum number of
experiments necessary to cover the design space up to the second
order. RSM calculations take into account the discrete character of
the frequency response function, which results in a discontinuous
influence of excitation frequencies on the DIs. A sensitivity analysis
(SA) of some spectral and demodulation-derived DIs for VAM input
control parameters is performed to illustrate their relationship,
and input parameters are ranked in terms of importance for dam-
age detectability. A similar procedure is provided when a physical
model of VAM is available. In this regard, the analytical expression
of intended DIs in terms of input control parameters is determined
using a simple single degree of freedom (SDOF) model. The pin
force model is used to link the mechanical model to the electrome-
chanical effects of the actuator and sensor PZTs. Instead of RSM,
sample-based SA is used, which can deal with more complex
input–output relationships. The Morris and Sobol’ approaches are
used in the theoretical SA, with the former being more suited to
models with high computational costs and the latter for validating
the former results. Theoretical and experimental SA results are also
compared. Finally, some guidelines for choosing an appropriate DI
for damage identification and tuning input parameters to maxi-
mize damage detectability depending on the selected DI are
offered.
2. Physical theory of contact-induced vibro-acoustic
modulation

The transmission and reflection of waves over a damaged con-
tact interface cause nonlinear characteristics [48]. Contact condi-
tions, such as contact pressure, topography, and material
properties of the mating surfaces, influence how waves interact
with the contact interface [49]. When the wavelength of the diag-
nostic waves is longer than the typical length scale of surface
topography, the dynamic response is dominated by static contact
characteristics, and the macroscopic interfacial stiffness can be
approximated by springs of equivalent stiffness [50]. A simplified
representation of the dynamic contact of the sandwich beam with
the loose bolt is illustrated in Fig. 1. The rough interface contact
force can be approximated as a power function of the gap distance
g between the contact surfaces [48,51]:

F gð Þ ¼ Cgn; C > 0; n > 1 ð1Þ



Fig. 1. Schematic of the test specimen, transducers, and bolted joints along with the simplified model of the contact dynamics at the interface of the sandwich beam with a
loose bolt; the polarization direction of the PZTs is illustrated on the carrier transducer.
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The value of n varies depending on the topography of the mat-
ing surface and is typically between 1.17 and 2.11 [51]. In the
absence of the mixed excitation, the contact pair is in equilibrium
under the nominal force F0 at the equilibrium gap distance g0. In
this case, the bolt force can be related to the applied torque T as fol-
lows [52]:

F0 ¼ Cgn
0 ¼ T

Kd
ð2Þ

where K is the torque coefficient and d is the bolt nominal diam-
eter. By introducing the mixed excitation of VAM, the gap distance,
and therefore the contact pressure and force, are varied periodi-
cally. As a result, the structure is subjected to a periodic force
FCAN , which can be expressed as follows using Eq. (1) and Eq. (2):

FCAN ¼ C g0 þ d tð Þð Þn � F0 ¼ C g0 þ d tð Þð Þn � Cgn
0 ð3Þ

where d(t) denotes the variation in gap distance from the equilib-
rium state g0 over time t. Using the Taylor series to expand the
dynamicpart of the contact force FCANup to the secondorder,weget:
3

FCAN ¼ C gn
0 þ ngn�1

0 d tð Þ þ n n� 1ð Þ
2

gn�2
0 d2 tð Þ þ O d3 tð Þ� �� gn

0

� �
ð4Þ

where O d3 tð Þ� �
contains terms of a greater order than 3 in

respect of d(t). FCAN can be expressed in the following way using
equivalent stiffnesses:

FCAN ¼ k1d tð Þ þ k2d
2 tð Þ þ O d3 tð Þ� � ð5Þ

where ki (i = 1, 2) is defined as follows:

ki ¼
n

i

� �
Cgn�i

0 ¼ n

i

� �
C

i
n F0ð Þn�i

n ¼ n

i

� �
C

i
n

T
Kd

� �n�i
n ð6Þ

where n
i

� �
indicates the binomial coefficient (see the supple-

mentary file for noninteger exponent binomial theorem). Eq. (2)
has been utilized to connect the contact stiffness to the bolt torque
in the above formula. The configuration of the equivalent springs
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for contact force and their relationship to the equivalent stiffness
of the structure at the contact position is illustrated in Fig. 1 (c).
The equivalent bulk stiffness keqs is in series with the linear contact
stiffness k1 [51], while their set is in parallel with the nonlinear
contact stiffness. Thus, the equivalent linear stiffness at the point
of contact (kl) can be calculated as follows:

kl ¼ k1k
eq
s

k1 þ keqs
’k1�keqs keqs ð7Þ

In the approximation of the aforementioned equation, the fact
that the first-order contact stiffness value k1 (in the order of
1 � 1015 [48]) is much greater than the equivalent bulk stiffness
keqs is used.

Under mixed excitation, the equation of motion of an SDOF sys-
tem in contact with a rough surface is expressed as:

m€d tð Þ þ kld tð Þ þ ek2d
2 tð Þ ¼ Fp cos xpt þup

� �
þ Fc cos xct þucð Þ

ð8Þ
where e is the perturbation parameter that scales the nonlinear

effect to be orders of magnitude less than the linear response and
reflects the local nature of the contact nonlinearity, Fp (Fc), xp (xc)
and up(uc) are the amplitude, frequency and phase of the pump
(carrier) excitation force, respectively, and m is the equivalent
mass at the contact zone. Higher-order contact stiffness related
to O d3 tð Þ� �

is disregarded in the equation of motion (Eq. (8)). Fp
and Fc may be linked to the PZT excitation voltage through ideal
shear lag analysis [53]:

Fa ’ g
kshs

jkpzthpzt þ kshs
kpzthpzt �d31

Va

hpzt

� �
ð9Þ

where kpzt and hpzt are the PZT stiffness and thickness, ks and hs

are the structural stiffness and thickness, d31 is the piezoelectric
constant, and Va is the applied voltage. The subscript a in the above
equation is a dummy, and it can be either p or c, which refers to
pump or carrier actuation. The coefficient j in Eq. (9) is determined
by the mode shapes across the beam thickness and g denotes the
proportion of excitation forces at the contact point. Dividing Eq.
(8) by m simplifies it to the following form:

€d tð Þ þx2
0d tð Þ ¼ �e k2

m
d2 tð Þ þ Ap cos xpt þup

� �
þ Ac cos xct þucð Þ

ð10Þ

wherex0 is the natural frequency at the contact zone defined asffiffiffiffiffiffiffiffiffiffiffi
kl=m

p
’

ffiffiffiffiffiffiffiffiffiffiffiffiffi
keqs =m

q
according to Eq. (7), and Ap ¼ Fp=m, Ac ¼ Fc=m

are proportional to the amplitudes of the excitation accelerations.
The steady-state response of Eq. (10) with zero initial conditions
d 0ð Þ ¼ _d 0ð Þ ¼ 0 is as follows according to the perturbation theory
[7,32]:

dðtÞ¼Hp cos xptþhp
� �þHc cos xctþhcð ÞþGdc þGhp cos 2xptþhhp

� �þ
Ghc cos 2xctþhhcð ÞþGsb� cos xc �xp

� �
tþhsb�

� �þGsbþ cos xc þxp
� �

tþhsbþ
� �

ð11Þ
Assuming zero-phase actuation signals (up ¼ uc ¼ 0) results in

zero phases for the sensor signal components in the considered
CAN model. The expressions for the amplitude of the harmonics
Hp;Hc;Ghp;Ghc;Gsb� ;Gsbþ are listed in Appendix A.

To extract the spectral DIs, the Fourier transform is applied to
the solution in Eq. (11). According to the form of the solution,
the coefficients of the harmonics are equal to the amplitude of
the peaks in the frequency domain. The DI1 is defined as the sum
of the amplitudes of the first pair of sidebands around xc as
follows:
4

DI1 ¼ Gsb� þ Gsbþ

¼
2ek2AcAp x2

c þx2
p �x2

0

� �
m x2

0 �x2
c

� �
x2

0 �x2
p

� �
x4

0 � 2x2
0 x2

c þx2
p

� �
þ x2

c �x2
p

� �2� � ð12Þ

DI1 is suitable for damage imaging [19,20]. The DI2 is defined as
the normalized counterpart of the DI1 with HpHc [6]:

DI2 ¼ Gsb� þ Gsbþ

HpHc

¼
2ek2 x2

c þx2
p �x2

0

� �
m x4

0 � 2x2
0 x2

c þx2
p

� �
þ x2

c �x2
p

� �2� � ð13Þ

Normalization by Hp [16], Hc [7,19], Hp þ Hc and
ffiffiffiffiffiffiffiffiffiffiffi
HpHc

p
[15] has

also been used in previous studies, and comparable analytical
expressions can be derived for those cases as well.

The Hilbert transform is used to separate the amplitude and
phase modulation of the response in Eq (11). A band-pass filter
with a passband of fc ± nfp (n = 1) is applied to retain only the car-
rier and sideband components, bringing the response closer to the
monoharmonic signal that is best suited for HT analysis. The ana-
lytical signal daðtÞ is obtained as follows:

daðtÞ ¼ dbpðtÞ þ id̂bpðtÞ
¼ ei xc tþhcð Þ Hc þ Gsb�e

�i xptþhc�h1ð Þ þ Gsbþe
i xpt�hcþh2ð Þ� �

ð14Þ

where dbpðtÞ is the band-passed response around the carrier fre-

quency, d̂bpðtÞ represents its Hilbert transform, and i represents the
imaginary unit. The instantaneous amplitude AinsðtÞ and phase
uinsðtÞ are extracted using the moduli and angle of the above com-
plex signal. The following AM and FM depth definitions are used as
demodulation DIs:

DI3 ¼ AinsPP=2Hc ð15Þ

DI4 ¼ xinspp=2xp ¼ max xins �xcj j=xp ð16Þ
The PP subscripts represent the peak-to-peak values of instanta-

neous characteristics. By inserting Ains and xins from Eq. (14) and
assuming zero phases for the sensor signal spectral components,
demodulation DIs are derived as follows:

DI3 ¼
2ek2Ap x2

c þx2
p �x2

0

� �
m x2

0 �x2
p

� �
x4

0 � 2x2
0 x2

c þx2
p

� �
þ x2

c �x2
p

� �2� � ð17Þ

DI4 ¼ 4ek2Apxcxp

2ek2Ap x2
c þx2

p �x2
0

� �
þm x2

0 �x2
p

� �
x4

0 �2x2
0 x2

c þx2
p

� �
þ x2

c �x2
p

� �2� �
ð18Þ

The derivation of DI3 and DI4 is detailed in Appendix B.
3. Sensitivity analysis

3.1. ANOVA-based experimental sensitivity analysis

The frequency response of the system determines how excita-
tion frequencies affect modulation intensity [54]. Sidebands are
only visible in practice when the actuation frequencies are close
to natural frequencies, or LDR [18,40]. Fading of the sidebands
occurs when the actuation frequencies are moved away from their
optimal values. As a result, excitation frequencies have a discrete
effect on modulation indices. To account for the discontinuous nat-
ure of excitation frequencies, the response surface method (RSM)



Table 2
Control parameters of VAM tests and their ranges that are used in the sensitivity
analysis of analytical DIs.

Variable Notation Lower bound Upper bound Units

Pump voltage Vp 50 160 [V]
Carrier voltage Vc 10 40 [V]
Pump frequency fp 100 1000 [Hz]
Carrier frequency fc 190,000 222,000 [Hz]
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with both continuous and discrete independent variables is used as
follows:

y ¼ b0 þ
Xm
i¼1

bixi þ
Xm
i¼1

biix
2
i þ

Xm
j¼1i<j

Xm
i¼1

bijxixj þ
Xd
j¼2

Xp
i¼1

cijDij

þ
Xd
l¼2

Xp
k¼1 i<k

Xd
j¼2

Xp
i¼1

kijklDijDkl þ
Xd
k¼2

Xp
j¼1

Xm
i¼1

lijkxiDjk þ e ð19Þ

where y is the response (target DI), xi the ith independent con-
tinuous variable, m the number of continuous variables, Dij is a
dummy variable for the ith independent categorical variable (Di)
at the jth level (dj), p is the number of categorical variables, d the
number of levels for each categorical variable, and e the random
effect of experimental error. b0, bi, bii, bij, cij, kijkl, lijk are the regres-
sion coefficients. The level of categorical variables is determined by
dummy variables, which are defined as follows:

Dij ¼
1 Di ¼ dj

0 Di–dj

	
ð20Þ

If the ith categorical variable (Di) is on the jth level (dj), the
dummy variable Dij equals 1; otherwise, it equals 0. Each categor-
ical variable with d levels requires the use of d� 1 dummy vari-
ables, one of which serves as the reference level [55]. RSM can
rank the relative relevance of control inputs on system
performance.

3.1.1. Design space
Pump voltage (Vp), carrier voltage (Vc), pump frequency (fp), and

carrier frequency (fc) make up the four-dimensional design space
that contains the four control settings of VAM testing. The central
composite design (CCD) is used to design the experiments. Table 1
shows the range of excitation voltages that are considered contin-
uous variables. The values of excitation frequencies are calculated
using a combination of transfer impedance (TI) [56] and LDR anal-
ysis, as will be discussed in Section 4.1.22 þ 2� 2þ 1 ¼ 9 experi-
ments are required for two continuous variables with one
replication at the center point in CCD. There are 3 � 3 = 9 permu-
tations for the two categorical variables, each with three levels,
bringing the total number of required runs to 9 � 9 = 81. Each
experiment was repeated ten times to reduce estimation variance,
and the results were averaged. To estimate the coefficients using
the ordinary least squares approach, the acquired data is intro-
duced to Eq. (19) [57].

3.2. Theoretical sensitivity analysis using the Morris method

The Morris approach, which is a sample-based method with a
low computing cost, was utilized for theoretical SA. The Morris
method is an iterative and randomized version of the one-factor-
at-a-time design, which is an efficient and reliable screening
methodology [58]. It can calculate global sensitivity measures
using so-called elementary effects (EE), which are defined as the
ratio of output variation in response to a perturbation of the ith

input factor (Xi) as follows:
Table 1
Design space, type, and levels of the input control variables for the experimental sensitivi

Factor Notation Type Low

Pump voltage Vp Continuous 5
Carrier voltage Vc Continuous 1
Pump frequency fp Categorical 1
Carrier frequency fc Categorical 190

5

EEi xð Þ ¼ M x1; . . . ; xi þ�; . . . ; xMð Þ �M xð Þ
�

; x 2 G ð21Þ

where EEi is the elementary effect of the ith control variable cal-
culated at the point x from a gridded input space G, and M is the
computational model associated with each derived DI. The
trajectory-based sampling approach was utilized to design r trajec-
tories for calculating the EEs [59]. The Morris method’s sensitivity
indices are moments estimators of the EEs’ finite distribution Fi
computed over r trajectories:

l̂i ¼
1
r

Xr
j¼1

EE jð Þ
i ; l̂�

i ¼
1
r

Xr
j¼1

EE jð Þ
i




 


 ð22Þ
r̂i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

r � 1

Xr
j¼1

EE jð Þ
i � l̂i

� �2vuut ð23Þ

where l̂i is the mean and r̂i is the standard deviation of the Fi.
l̂�

i is based on the absolute value of the EEs to address the cancel-
ing out effects that may be contained in l̂i [58,59]. The likelihood
of a nonlinear or interactive influence of the control parameter on
the response grows when the coefficient of variation CoVi ¼ ri=l�

i

is increased. If the EEs have a normal distribution, CoVi can be used
to determine the type of effect, such as linear, nonlinear, mono-
tonic, or nonmonotonic [60].
3.2.1. Design space and parameters of the physical model
The target DIs, i.e., Eqs. (12), (13), (17), and (18) are served as

the computational functions M Xð Þ for determining the EEs. The
pump and carrier voltages and frequencies are the inputs to DI’s

functions, i.e., X ¼ Vp;Vc; f p; f c
� �T . Table 2 shows the range of input

variables. The chosen ranges conform with the experimental val-
ues; see also Table 1. The frequency range considered for the pump
actuation corresponds to the frequency range of TI tests used to
determine the levels given in Table 1, see Section 4.1. The carrier
actuation range was limited to the low and high levels employed
in the experiments since it is wide enough to explore its influence
on DIs. The natural frequency (f 0 ¼ x0=2p) at the contact point is
111250 Hz, which is sufficiently far away from the pump and car-
rier frequencies. The pump and carrier frequencies can be sampled
continuously as long as there are no natural frequencies within the
specified range.

The input voltages are converted to the actuation forces using
Eq. (9). The values used for quantities within the pin force model
ty analysis of DIs.

Levels

(-1) Intermediate (0) High (+1) Units

0 100 160 [V]
0 25 40 [V]
55 255 475 [Hz]
,000 206,000 222,000 [Hz]



Table 3
Geometrical and material parameters of the structure and PZT used within the pin
force model.

ks[GPa] kpzt[GPa] hs[mm] hpzt[mm] d31[m/V]

70 62 22 0.5 �320� 10�12

Fig. 2. Admittance spectrum for the carrier actuation in the 180–250 kHz range;
the gray-marked peaks indicate candidate frequencies for VAM tests, while the red-
marked peaks are selected LDR peaks. (For interpretation of the references to colour
in this figure, the reader is referred to the web version of this article.)

Fig. 3. VAM test setup; The test specimen geometry and sensor placements are
illustrated in Fig. 1.
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of Eq. (9) are given in Table 3. The value of g was set to 1 � 10-6,
which represents a micro-scale interaction. The coefficient j was
taken as 4 in computations [53]. Ap and Ac in DI expressions are cal-
culated by dividing the actuation forces obtained using Eq. (1) by
the effective mass at the contact point m. m was calculated to be
2.14 � 10-11. The values of C and n in Eq. (6) were chosen to be
8 � 1015 and 3/2, where the latter is in accordance with Hertzian
contact. F0 was considered 107 [48]. e was set to the k1/ k2 ratio,
i.e., 4.64 � 10-6.

3.2.2. Convergence analysis and validation of Morris sensitivity
measures

The Morris sensitivity measures were subjected to convergence
studies to determine the optimal number of replications (r) and
sampling density (p). A convergence study was carried out by
simultaneously raising r and p and monitoring the relative change
in the sensitivity measures. The findings show that a sampling den-
sity of 6 resulted in proper gridding of the input space and fast con-
vergence of the sensitivity measures. To ensure the Morris
sensitivity measure is converged to validated results, the outcomes
are compared with the Sobol’ SA results with 60,000 samples. To
compare the sensitivity indices quantitatively, the outcomes for
both methods are scaled between 0 and 1. The adjusted sensitivity
indices are compared graphically in Fig. 9. The results demonstrate
conformity between Morris and Sobol’s results for all DIs. The rank
of control parameters in terms of importance is also the same in
both methods for all DIs.
Fig. 4. The response spectra of two VAM experiments in the case of a loose bolt;
control parameters: (a) Vp = 160 V, Vc = 25 V, fp = 475 Hz, fc = 206 kHz; (b) Vp = 100 V,
Vc = 40 V, fp = 255 Hz, fc = 222 kHz; The inset shows the magnified spectrum around
the carrier frequency.
4. Test specimen and experimental setup

A sandwich beam with aluminum face sheets and a polyur-
ethane core with three bolted joints serves as the test sample.
Fig. 1 illustrates the sandwich beam and the bolts’ dimensions.
Two actuators and one sensing piezoelectric disc were installed
6

on the beam, each with a diameter of 10 mm. Two-part epoxy is
used to permanently bind the PZT patches to the beam. Fig. 1
depicts the position of the piezoelectric sensors.
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4.1. Determination of pump and carrier frequencies using transfer
impedance tests

To improve sensor signal strength and eliminate vibrational
standing points, VAM tests’ excitation frequencies are chosen as
the sensor patch’s Electro-Mechanical (E/M) resonances. The
Fig. 5. Extraction of demodulation DIs using HT analysis; (a), (b) bandpass filtered signa
instantaneous frequency and peak-to-peak value as DI4; the raw signal of the left and r

Fig. 6. The procedure of theoretical and experimental S

7

pitch-catch scheme is used to transmit diagnostic waves in VAM
tests. The E/M modes can also be determined in a similar manner
using TI measurements [61]. In TI tests, the actuator patch emits
a broadband frequency sweep as a chirp signal. The actuation sig-
nal was generated by the HDG2002B. By dividing the sensor volt-
age spectrum by the actuation voltage spectrum, the E/M
ls with envelopes (instantaneous amplitude) and peak-to-peak value as DI3; (c), (d)
ight figures corresponds to signals (a) and (b) of Fig. 4.

A of the VAM-derived DIs for control parameters.
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admittance spectrum is calculated. The pump-sensor and carrier-
sensor patch pathways are used for the TI test, with frequencies
ranging from 10 to 1000 Hz for the former and 180 to 250 kHz
for the latter. The admittance spectrum’s peak frequencies are
appropriate candidates for excitation frequencies [15,62]. The
frequency of pump actuation is set at the highest peaks of the
admittance spectrum, which corresponds to the strongest E/M
resonance. To find LDRs, VAM experiments are carried out on
all conceivable combinations of peak frequencies in the carrier
range (Fig. 2) with the selected pump frequency. The carrier fre-
quencies were chosen based on which frequency combinations
produced the greatest sidebands. It is worth noting that the
LDR frequencies correspond to the local mode shapes of damage
and do not necessarily coincide with the highest peaks in the
spectrum [14].
4.2. VAM tests

Two synchronously applied continuous sinusoidal waves serve
as excitation signals for VAM tests. The HDG2002B two-channel
waveform generator transmits sinusoidal signals to actuator
patches. The amplifier increases the amplitude of the waves. The
excitation signals’ amplitude and frequency are adjusted in line
with the experimental design given in Table 1. The sensor patch
is attached to an oscilloscope (ISDS206a) with a sampling rate of
25 MS/s to measure the modulated wave. To obtain a high-
resolution response spectrum, the sensor data is captured for
0.5 s of steady-state vibrations. To improve the signal-to-noise
ratio, each test was repeated 10 times and the results were aver-
aged in the frequency domain (amplitude averaging [24]). The
experimental setup is depicted in Fig. 3.
Fig. 7. Standardized effects of control parameters on the damage indices in the form of Pa
level of 0.05).

8

The fully tightened (15 N.m torque) and loose bolts correspond
to the structure’s intact and defective states. To ensure that the
emerging sidebands in the defective case are not related to intrin-
sic or measurement chain nonlinearities, the intact condition tests
were carried out for multiple combinations of input frequencies
with both stimulations at their maximum amplitude levels. By
loosening the middle bolt to 2 N.m of torque, the defect is intro-
duced. In all VAM tests, the level of bolt loosening and, as a result,
the defect intensity are the same.
4.3. Processing of the modulated signal and target DI extraction

The damage indices were calculated by processing modulated
signals obtained from the experimental testing. In the time
domain, signal processing comprises eliminating major frequency
components from the response using the notch (band-stop) filter
and estimating the noise level of the remaining signal. Linear,
superharmonic, and modulation components, as well as some
other environmental or measurement chain-driven harmonics
such as powerline frequency, are among the removed peaks. The
noise level in the time and frequency domains is measured by
averaging throughout the residual notch-filtered signal.

Frequency domain analysis entails identifying sidebands in the
response spectrum and computing damage metrics while account-
ing for noise effects. The signal’s spectrum is estimated using a fast
Fourier transform with a Blackman window, the latter for reducing
the sidelobes. The spectral DIs are defined in the same way as in
the analytical case (Eq. (12) and Eq. (13)), except the frequency
noise level is subtracted from the spectral amplitudes. The spectral
DIs’ values are annotated in Fig. 4 for two cases of experimental
tests.
reto plots; (a) DI1; (b) DI2; (c) DI3; (d) DI4; (vertical line corresponds to a significance
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Signal demodulation in the time–frequency domain is per-
formed in the same manner as in Section 2. The modulated signal
is first filtered with a passband of 2nfp around the carrier fre-
quency, where n was assumed to be 1. The Hilbert transform was
applied to the filtered signal, and the analytical signal was com-
puted. The analytical signal was used to calculate the instanta-
neous amplitude and frequency; see Fig. 5. DI3 and DI4 are
obtained by substituting the peak-to-peak values of the instanta-
neous features in Eq. (15) and Eq. (16).

To summarize, each experiment provided four DIs after process-
ing the raw signal. The computed DIs are stored in a set
y ¼ DI1; . . . ;DI4f g to form the quantities of interest in the RSM pro-
cess. Fig. 6 shows the steps for identifying the design space, sam-
pling the design space, running experiments, processing the
modulated signal, and performing SA.
5. Results and discussion

The SA findings of analytical and experimental DIs for VAM con-
trol settings are presented in this section. Individual effects of con-
trol settings on the target DI are examined to exclude interaction
effects from SA results, which are primarily caused by non-
damage-related nonlinearities. The correlation between the target
DI and control parameters is also investigated to further explore
the tuning procedure that results in improved damage detection.

5.1. Sensitivity of the target DIs for control parameters

Fig. 7 shows the SA results of experimental DIs using the square
root of the F-statistic. The vertical lines in the figures represent the
Fig. 8. Graphical representation of Morris sensitivity measures on r-l* planes; (a) DI1
monotonic; nearly monotonic; nonlinear/non-monotonic relation between th
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95 % confidence level. Factors with a standardized effect smaller
than the significance level are statistically unimportant and may
be disregarded.

Fig. 8 shows the convergent Morris SA results, i.e., with 100
replications and a resolution of 6, for the target DIs. The total num-
ber of simulations used to derive the data in Fig. 8 is 500. In each
case, the confidence intervals for the estimation of the mean and
standard deviation of Eq. (22) and Eq. (23) are plotted for the
95 % confidence level. The r� l� planes in Fig. 8 are delimited
by the CoV criterion [60,63].

To compare the theoretical and experimental SA results, the
outputs are scaled between 0 and 1. For the experimental out-
comes, the overall effect of every control variable is calculated by
adding its individual and interaction effects. Fig. 9 compares the
normalized version of the total standardized effects of RSM analy-
sis, Morris measures l*, and total Sobol indices ST for all DIs.

According to the results, the Vc, Vp, and fc parameters have the
largest influence on the DI1, whereas the fp factor has minimal
effect. When it comes to rank input parameters, the SA outcomes
of experimental and theoretical DIs are consistent; see Fig. 9 (a).
According to Eq. (12), DI1 has a linear and monotonic relationship
with the pump and carrier voltages. The Vp and Vc zones in Fig. 8 (a)
also point to this type of relationship. Experimental results, how-
ever, demonstrate that DI1 and carrier voltage have a quadratic
relationship; see V2

c term in Fig. 7 (a). It is due to the electric/elec-
tronic nonlinearity that occurs when the carrier voltage is
increased. This effect also contributes to the importance of
Vc-related interaction terms in experimental outcomes, such as
Vc: fc. Because the measurement system’s nonlinearity is weaker
for low-frequency ranges,V2

p has a smaller impact on all DIs if it
; (b) DI2; (c) DI3; (d) DI4; the colors correspond to linear and additive;
e control variables and the target DI.



Fig. 9. Comparison of normalized sensitivity indices of the RSM, Morris and Sobol approaches; (a) DI1; (b) DI2; (c) DI3; (d) DI4.
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exists. Except for CAN, all other sources of nonlinearity are ignored
in the simplified SDOF model, including measurement system non-
linearities. Therefore, the relationship between the DI1 and input
voltages remains linear in Fig. 8 (a). This can be used to differenti-
ate the CAN-induced nonlinearities from other sources, making the
technique baseline-free.

In the case of DI2, normalization to the pump and carrier excita-
tion voltages leads to theoretical analysis independence from these
parameters [6]; see Eq. (13) and Fig. 8 (b). In the experiment, how-
ever, DI2 is still sensitive to a minimum value for the excitation
voltage Vc. The reason is that the noise effect is taken into account
while calculating the experimental DIs. More specifically, consider-
ing the noise level causes sidebands and hence damage to be unde-
tectable for some combinations of input variables, especially when
the input voltages are low, such as 10 V. Such input variables were
penalized in response surface calculations. The noise effect, which
is crucial in low-profile PZT-actuated VAM, is highlighted in this
way. This adjustment makes the DIs sensitive to the lowest excita-
tion voltages required to distinguish distinct sidebands from noise.
This effect was negligible in this case study because the tests were
conducted in a lab setting. Only two of the 81 tested cases had the
sidebands buried in the noise level estimated with a safety factor of
three. For in-situ tests in noisy environments, the effect can be
much more substantial. Unlike Vc, the experimental results show
no dependence on Vp. This is because the vibration amplitude of
low-frequency pump modes is larger than the high-frequency car-
rier modes. Moreover, the test specimen is small, and a pump volt-
age of 10 V is sufficient to distinguish the damage from the noise
level in the tests. In the case of large-scale components, the pump
10
voltage must be high enough to detect damage. To summarize, the
normalized DIs with respect to input voltages do not improve with
the amplification of the actuation amplitudes. It could be a desir-
able feature that allows the amplifier to be removed from the setup
or reduces high-voltage risks. When employing these DIs for dam-
age detection in practice, however, it is important to make sure
that the input voltages are high enough to distinguish between
the sidebands and background noise and that the waves can with-
stand structural damping-induced attenuation.

In the case of DI3, the theoretical and experimental results are
completely consistent; see Fig. 9 (c). Vp has the greatest influence
on DI3, because its increase causes more periodic changes in con-
tact pressure, which leads to more amplitude modulation. Vc has
little effect on DI3 as it can be deduced from the AM definition of
Eq. (15), which is normalized by the carrier amplitude Hc. In terms
of actuation frequency, DI3 is predominantly influenced by the fc
and LDR effects. The fp effect is only related to the modal effects,
which are minimal in the experiments and non-existent in the
theory.

The experimental and theoretical findings for DI4 are compara-
ble except for the carrier voltage; see Fig. 9 (d). Vc has the greatest
impact on experimental outcomes, while theoretical outcomes
show Vc independence. This is due to the total harmonic distortion
that amplifiers apply to the actuation phases. Increasing the volt-
age, particularly in the high-frequency range, i.e., Vc, enhances
FM significantly. It is an unfavorable consequence because it neces-
sitates a baseline signal for reliable damage detection with DI4. In
comparison to other DIs, DI4 has a different sensitivity for actuation
frequency. DI4 is more influenced by fp than fc due to the direct
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inclusion of fp in its definition. It results in DI4 being influenced not
only by the frequency response characteristics around the pump
frequency but also by its absolute value.

5.2. Individual effects of control parameters on DIs

To further explore the primary effects of control parameters
while removing interaction effects linked to non-damage-related
nonlinearities, the first-order Sobol’ index for the theoretical DI1
and the adjusted main effect values for the experimental DI1 were
calculated and depicted in Fig. 10. The adjusted main effect of each
control variable is calculated as the mean of the variation in the
response, with all other predictors averaged out. The horizontal
bars in Fig. 10 (a) locate the expected value of the adjusted
response function as a measure of sensitivity. The horizontal lines
in that figure show the confidence interval for the mean estima-
tion. The normalized version of the sensitivity indices for each fac-
tor is shown in Fig. 10 (c). Although the results are for DI1, a similar
approach might be used for other DIs.

The importance of input voltages is introduced approximately
identically in theory and experiment. The minor difference in the-
oretical results is due to the different ranges considered for Vp and
Vc. When it comes to the input frequencies, however, there are
some inconsistencies among the results. The carrier frequency is
more important in the experiment than it is in the theory. This
could be due to dissipative mechanisms and their accompanying
thermal effects on the damaged contact surfaces, which are inten-
sified by increased carrier frequency [19]. Increased carrier fre-
quency enhances friction mechanisms between contacting mates,
Fig. 10. The individual effects of the control parameters on DI1: (a) adjusted main effe
normalized individual effects on DI1.
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resulting in more energy being released as heat. Nonlinearity gen-
erated by thermal effects and time-dependent changes in geome-
try caused by a varying temperature field results in higher
sidebands [34]. Although the roughness of the mating surfaces is
taken into account indirectly in the theoretical analysis via C and
n in the contact force (Eq. (1)), the simplified model ignores the
dissipative and thermal effects of friction. Therefore, the carrier
frequency’s effect is estimated to be less in theory.

In the case of pump frequency, Fig. 10 (c) demonstrates that fp is
of minor importance in experiments, while the theory indicates
independence from fp. The former demonstrates that chosen acous-
tic modes for pump actuation have a similar potential for trigger-
ing nonlinear mechanisms. The SDOF model cannot include the
modal effects of stimulations. Additionally, the frequency range
commonly used for pump actuation is limited in VAM, and the
structure’s frequency response does not alter significantly in that
range. As a result, the theoretical results indicate that DI1 is
approximately independent of fp.

5.3. Direction of control parameter effects on DIs

Adjusting the input settings of VAM testing to the optimal value
requires an understanding of the degree of sensitivity of the target
DI to control parameters. The direction of control parameter effects
further implies that the optimal setting can be attained by either
decreasing or increasing the relevant parameter. The correlation
sign of the target DI and the control parameters can be inferred
from the sign of the lmeasure in Morris results. For DI1, for exam-
ple, Fig. 11 (a) shows the l measure of the control settings in the
cts on the experimental DI1 (b) 1st order Sobol’ indices for the theoretical DI1 (c)



M. Ehsani, M. Shamshirsaz, M. Sadighi et al. Applied Acoustics 203 (2023) 109193
r-l plane. l is positive for input voltages, negative for the carrier
frequency, and nearly zero but positive for the pump frequency.
Hence, increasing the input voltages while decreasing the carrier
frequency is theoretically advantageous. The latter is owing to
the frequency response characteristic that as the frequency is
moved away from the natural frequency, the response amplitude
decreases. Because the SDOF model’s only natural frequency is
chosen between the pump and carrier frequencies, l is positive
for fp and negative for fc. The variation range for pump frequency
in VAM experiments is narrow, hence l is a low number for fp.
The results emphasize that shifting the input frequencies toward
the frequency response peak values enhances the VAM’s ability
to identify damage. This is especially important when the fre-
quency response partially shifts as the damage progresses.

In the case of experimental results, a normal probability plot of
standardized effects can be used to identify the direction of the
control factors’ influence on the target DI. The standardized effects
(t-value) for DI1 are depicted in Fig. 11(b) with respect to a normal
fit line, which represents the case when all effects are zero. The fac-
tors on the right (or left) of the fit line imply a positive (or negative)
impact on the target DI. The factors closer to the fit line are less
influential, as is the case for the interaction terms. The factors
labeled as insignificant do not statistically affect DI1. For pump fre-
quency, the sign of effect in the experimental findings agrees with
the theory. The dependence on fp in the experiments is related to
the modal effects, which are positive in this case study, showing
that the 475 Hz mode is slightly better than the other two, but
not significantly. The signs of input voltage impacts on DI1 are also
positive, as predicted by theory, indicating that increasing the
input voltages increases the detectability of damage. The estimated
sign of the effect in the case of carrier frequency, however, is incon-
sistent in theory and experiment. This is true not only for DI1, but
for all other DIs as well. It is mostly linked to the more effective
interaction of the higher-frequency carrier wave with the damage
to trigger the nonlinear mechanisms stated in Section 5.2. It is also
linked to the structural damping effect, which causes the frequency
response of high-frequency regimes to be nearly identical in ampli-
tude. Hence, the frequency response effect, which is the only influ-
ence reflected in the theoretical analysis, is ignorable in practice.
The LDR influence of the carrier frequency, on the other hand, is
significant in practice. In conclusion, increasing the pump and car-
rier excitation voltages, as well as the carrier frequency improves
DI01s ability to detect or image damage using the VAM technique.
Fig. 11. The sensitivity sign of DI1 for the control parameters: (a) Morris sensitivity measu
settings.
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The pump frequency must be chosen optimally using the proce-
dure described in Section 4.1. The reported results can be used to
derive similar guidelines for other DIs.

6. Conclusion

The sensitivity of VAM damage measurements for pump and
carrier voltages and frequencies was explored to optimize control
settings in VAM testing. The discrete influence of the structure’s
frequency response on the formation of the sidebands was
addressed using RSM with input frequencies as discrete variables.
To determine the response surface, 81 experiments were designed
using CCD. The experiments were performed on a sandwich beam
with contact nonlinearity caused by bolt loosening. Spectral and
demodulation DIs were derived analytically for an SDOF model
considering PZT actuation effects. Sample-based SA was also per-
formed on analytical DIs, and the results were compared to exper-
iments. The key findings are as follows:

� The type of DI used to diagnose the defect determines its sensi-
tivity to or independence from control parameters.

� The dependence of spectral DIs on input voltages is theoreti-
cally linear. However, nonlinearities that are not caused by
damage, such as those induced by the measurement system,
yield quadratic or higher-order effects. Measurement system-
induced nonlinearities have a significant impact on DI levels,
particularly FM.

� The normalized DIs with respect to input voltages do not fur-
ther increase with actuation amplitude amplification if the
input voltages are adequate to identify the sidebands from the
noise level and the waves can withstand attenuation due to
structural damping.

� Pump frequency affects damage detectability primarily through
its modal effects. The exception is FM-derived DI, which is also
affected by the pump frequency value.

� Increasing the carrier frequency enhances the wave-damage
interaction and damage-induced nonlinearity, which is advan-
tageous for damage identification with all DIs.

The findings of this study can be used as inputs to an optimiza-
tion program for selecting appropriate DIs and fine-tuning the
adjustable parameters to maximize the damage detectability via
the targeted DI in the VAM technique. Although the SDOF model
res l in the r-l plane (b) Normal probability plot for standardized effects of control
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reflects the fundamental principles of contact-induced intermodu-
lation rather well, there are some discrepancies between the mod-
el’s predictions and experiments due to the simplifying
assumptions used in its development. Hence, future investigations
should use more detailed numerical models of VAM in the pro-
posed framework [64].
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Appendix

Appendix A. Amplitudes of harmonics in the response of the SDOF
system with contact nonlinearity to a biharmonic excitation

The amplitudes of spectral components in equation (11) are
read:

Hp ¼ Ap

x2
0 �x2

p

; Hc ¼ Ac
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Appendix B. Demodulation DIs considering zero phase angles for
actuation signals

Assuming zero phase actuation signals that result in zero phase
sensor spectral components for the proposed CAN model, the
instantaneous amplitude can be determined as follows using Eq.
(14):

AinsðtÞ ¼ Hc þ Gsbþ þ Gsb�ð Þ cos xpt
� �þ i Gsbþ � Gsb�ð Þ sin xpt

� �

 


ðB:1Þ

To determine AinsPP , the maximum and minimum values of the
instantaneous amplitude over the duration of signal sampling T
are calculated as follows:
The derivative of e tð Þ is set to zero to find the extrema, yielding
two sets of solutions:

sin xpt
� � ¼ 0 ! t ¼ mp=xp; m ¼ 0;1; . . . ðB:3Þ

cos xpt
� � ¼ Hc Gsbþ þ Gsb�ð Þ

Gsbþ � Gsb�ð Þ2 � Gsbþ þ Gsb�ð Þ2

¼ �Hc Gsbþ þ Gsb�ð Þ
4GsbþGsb�

ðB:4Þ

Eq. (B.4) holds only if the right-hand side of the equation is
between �1 and 1. However, the numerator is greater than the
denominator because the carrier amplitude (Hc) is significantly
greater than the modulation amplitudes (Gsbþ and Gsb� ), preventing
such extrema. Therefore, Eq. (B.3) is used to calculate the peak-to-
peak value of instantaneous amplitude as follows:

AinsPP ¼ max
t2T

AinsðtÞf g �min
t2T

AinsðtÞf g ¼
Hc þ Gsbþ þ Gsb�ð Þj j � Hc � Gsbþ þ Gsb�ð Þj j ¼ 2 Gsbþ þ Gsb�ð Þ

ðB:5Þ

Hc � Gsbþ þ Gsb�ð Þ has been used to identify the sign of expres-
sions inside the absolute value in the above equation. Using Eq.
(15) and Eq. (B.5), the AM intensity is obtained as follows:

DI3 ¼ Gsbþ þ Gsb�ð Þ=Hc ðB:6Þ
By substituting the spectral amplitudes from Eq. (A.1) and Eqs.

(A.3) and (A.4), Eq. (17) is obtained.
To derive DI4 associated with FM, the instantaneous phase is

determined as follows, assuming zero-phase for sensor
components:
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uinsðtÞ ¼ ]daðtÞ

¼ xct þ arctan
Gsbþ � Gsb�ð Þ sin xpt

� �
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� � !
ðB:7Þ

The instantaneous frequency is the time-derivative of the
instantaneous phase:

xinsðtÞ¼xc þ
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By substituting xins into Eq. (16), we get:

DI4 ¼max
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( )

ðB:9Þ

By equating the derivative of the above expression to zero, the
maximum values are found at t ¼ mp=xp where m ¼ 0;1; . . .. As a
result, the analytical expression for DI4 is as follows:

DI4 ¼ ðGsb� � Gsbþ Þ Gsb� þ Gsbþ þ Hcð Þ
G2

sb� þ 2HcðGsb� þ Gsbþ Þ þ 2Gsb�Gsbþ þ G2
sbþ þ H2

c

¼ Gsb� � Gsbþ

Gsb� þ Gsbþ þ Hc
ðB:10Þ

which yields the explicit form of Eq. (18) by replacing Hc , Gsb�

and Gsbþ from Eq. (A.1) and Eqs. (A.3) and (A.4).

Appendix C. Supplementary data

Supplementary data to this article can be found online at
https://doi.org/10.1016/j.apacoust.2022.109193.
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