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Abstract

A precise characterization of the extremal points of sublevel sets of nonsmooth penalties
provides both detailed information about minimizers, and optimality conditions in general
classes of minimization problems involving them. Moreover, it enables the application of
accelerated generalized conditional gradient methods for their efficient solution. In this
manuscript, this program is adapted to the minimization of a smooth convex fidelity term
which is augmented with an unbalanced transport regularization term given in the form of a
generalized Kantorovich-Rubinstein norm for Radon measures. More precisely, we show that
the extremal points associated to the latter are given by all Dirac delta functionals supported
in the spatial domain as well as certain dipoles, i.e., pairs of Diracs with the same mass but
with different signs. Subsequently, this characterization is used to derive precise first-order
optimality conditions as well as an efficient solution algorithm for which linear convergence
is proved under natural assumptions. This behaviour is also reflected in numerical examples
for a model problem.

1 Introduction

We consider minimization problems of the type

inf
µ∈M(Ω)

F (Kµ) + ‖µ‖
KRα,βp

, (1)

where K :M(Ω)→ Y is a linear operator mapping the space M(Ω) = (C0(Ω))∗ of signed finite
Radon measures to a Hilbert space Y , F : Y → R is a convex discrepancy and ‖ · ‖

KRα,βp
is the

generalized Kantorovich-Rubinstein norm defined as

‖µ‖
KRα,βp

:= inf
ν
Wp(ν+, ν−) +

β

2
|ν|(Ω) + 1ν(Ω)=0 + α|µ− ν|(Ω) (2)

for signed Radon measures µ, ν ∈M(Ω) on Ω, a convex subset of Rn. Here, Wp is a Wasserstein
distance (see (3) below for the precise notation we use), so the KRα,β

p norm reflects a form of
unbalanced optimal transport with weights α > 0 for mass creation or destruction and β ≥ 0
representing an additional penalization for the transported mass. Taking this into account, (1)
can be seen as a bilevel optimization problem with transport costs in the lower level.

It is immediate that definition (2) is only meaningful if 2α−β > 0, since otherwise the infimum
would be attained at ν = 0 irrespective of µ and the norm would reduce to the total variation
‖µ‖TV = |µ|(Ω). In this case (1) becomes

inf
µ∈M(Ω)

F (Kµ) + α‖µ‖TV,
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which has recently enjoyed great popularity as regularized inversion of the linear operator K,
enforcing sparsity in an infinite dimensional setting [11, 15, 9]. Let us also point out that there
have been previous works using the Kantorovich-Rubinstein norm ‖·‖

KRα,0p
in inverse problems as

a fidelity term, used alongside a higher order regularization term. In [23] it was used along with
total (gradient) variation regularization for image denoising and cartoon-texture decomposition
while [24] considers applications in geophysics, in both cases motivated by recovering oscillating
signals to which the KR norms can assign low values through the transport term.

We point out that the bilevel character of Problem (1) poses challenges, both, in its analysis
as well as in its practical solution. However, motivated by recent results on nonsmooth, convex
and one-homogeneous regularizers, these difficulties can be greatly alleviated once the extremal
points of the sublevel sets of the Kantorovich-Rubinstein norm are available. It has been observed
that an explicit description of such extremal points provides information on the structure of the
sparse solutions of a regularized inverse problem when the observation is finite dimensional
[5, 4, 28]. Moreover, it allows to devise accelerated generalized conditional gradient algorithms
[8], i.e. infinite dimensional versions of the classical Frank-Wolfe algorithm [14, 13, 18, 31] that
are based on the iterative construction of linear combination of extremal points, converging
to a solution of the minimization problem [20, 7, 16, 6]. These methods and algorithms are
applicable to Problem (1) and they allow to formulate an optimization procedure that does not
entail an inner minimization anymore. The main result of this paper, Theorem 2.5, gives a
precise characterization of this set. Subsequently, we use these new-found extremal points to
formulate simple first-order necessary and sufficient optimality conditions for (1) as well as to
derive an efficient solution algorithm based on the accelerated generalized conditional gradient
method presented in [8], see Algorithm 1 as well as Theorem 3.11 and 3.14, respectively.

The minimization problem (1) has the formal structure of regularized inversion of K. However,
since the Kantorovich-Rubinstein norms can assign low values to self-similar oscillating signals,
they are likely not advantageous by themselves as general-purpose regularization. Therefore, the
potential applications we consider here are instead inspired by sparse optimal design incorporat-
ing awareness of a priori location information through a reference measure µr, in which optimal
transport can have a modelling motivation by itself. Moreover, since problems using the KR
norm are computationally quite involved, the sparse optimization approach based on extremal
points that we present here is likely to have applications beyond the particular minimization
problems we use as examples.

1.1 Preliminaries and notation

Throughout, for nonnegative measures µ, ν ∈M+(Ω) ⊂M(Ω) we use the convention

Wp(µ, ν) := inf

{∫
Ω×Ω
|x− y|p dγ(x, y)

∣∣∣∣ γ ∈ Π(µ, ν)

}
, (3)

where in particular we do not take the 1/p-th power of the integrals. We focus on p ∈ (0, 1]
and in this case we have that (x, y) 7→ |x − y|p is a metric, by the subadditivity of increasing
concave functions (see [25, Lem. 2.1], for example). This also implies the “metric” triangle
inequality Wp(µ, ν) ≤ Wp(µ, ρ) + Wp(ρ, ν), see [26, Cor. 3.2]. In (3), Π(µ, ν) denotes the usual
set of couplings or transportation plans, that is, nonnegative measures γ on Ω × Ω such that
(π1)#γ = µ and (π2)#γ = ν for the pushforwards through the projections onto the first and
second components, that is π1(x, y) = x for x, y ∈ Ω, (π1)#γ(A) = γ(π−1

1 (A)) for A ⊆ Ω, and
similarly for π2.

The notation KR in (2) stands for Kantorovich and Rubinstein who introduced it for balanced
measures, that is, those with µ(Ω) = 0. A thorough treatment for that case can be found in [21,
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Sec. VIII.4]. The case for unbalanced measures in the form (2) but with β = 0 was introduced
in [19].

A point u belonging to a convex set C is called extremal if it cannot be written as a nontrivial
convex combination of points in C, that is

u = λv1 + (1− λ)v2 with λ ∈ (0, 1) and v1, v2 ∈ C implies u = v1 = v2.

We denote the set of such points as Ext(C).

1.2 Outline of the article

In Section 2 we characterize the extremal points of the unit ball of the KRα,β
p norm in M(Ω).

Section 3 is dedicated to Problem (1), and in it we discuss its first-order optimality conditions,
introduce an accelerated generalized conditional gradient (AGCG) approach for its solution, and
state results on sublinear and linear convergence. In Section 4 we present numerical computa-
tions on a proof-of-concept instance of (1) which demonstrate both the effect of the generalized
KR norm, and the adequacy of the AGCG approach for its minimization. Appendix A contains
the arguments needed to link Problem (1) and the assumptions made in Section 3 to recent
works on convergence of this type of method, which proves the stated convergence results.

2 The KRα,β
p norm and its associated extremal points

We have referred to ‖ · ‖
KRα,βp

as a norm, but from our definitions it is not immediate that it is

one. To check the triangle inequality for ‖ · ‖
KRα,βp

it is enough to verify that

Wp

(
(ν + µ)+, (ν + µ)−

)
≤Wp(ν

+, ν−) +Wp(µ
+, µ−) (4)

for all balanced µ, ν. For the sake of completeness, we briefly prove it in the next lemma.

Proposition 2.1. For all balanced measures µ, ν the bound (4) holds true.

Proof. Consider the duality formula for distance costs [26, Sec. 3.1.1], i,.e.,

Wp(ρ1, ρ2) = sup

{∫
Ω
ψ(x) d(ρ1 − ρ2)(x)

∣∣∣∣ψ ∈ Lip1(Ω, p)

}
, (5)

where Lip1(Ω, p) stands for 1-Lipschitz functions with respect to the metric (x, y) 7→ |x − y|p.
This tells us, in particular, that Wp(ρ1, ρ2) depends only on the difference ρ1− ρ2. Therefore, if
for balanced measures µ, ν we have

ν+ + µ+ = (ν + µ)+ + η and ν− + µ− = (ν + µ)− + η,

denoting by γµ and γν optimal plans for Wp(ν
+, ν−) and Wp(µ

+, µ−), we obtain

Wp

(
(ν + µ)+, (ν + µ)−

)
= Wp

(
(ν + µ)++ η, (ν + µ)−+ η

)
≤
∫

Ω×Ω
|x− y|p d(γν + γµ)(x, y)

= Wp(ν
+, ν−) +Wp(µ

+, µ−).

We note that these considerations are implicit in [21], [19] and some other works treating KR
norms, since their definition involves the set of measures γ on Ω × Ω from which ν can be
recovered as ν(A) = (π1)#γ(A)− (π2)#γ(A) for A ⊆ Ω, which is larger than the set of couplings
Π(ν+, ν−). Starting with that definition the triangle inequality follows directly, but then the
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duality formula (5) is needed to see that the corresponding infimum is in fact attained on
Π(ν+, ν−). We conclude this section showing that the infimal convolution in (2) is exact. For
the sake of generality we decide to prove this statement for Ω ⊂ Rn convex but not necessarily
compact, which requires a slightly more technical proof to construct tight minimizing sequences.

Lemma 2.2. If β > 0, the infimal convolution in (2) is always exact, that is, the infimum is
attained for any µ.

Proof. We can use the direct method of the calculus of variations, using the weak* topology of
M(Ω). Consider a minimizing sequence νn for (2). Note that νn is uniformly bounded in total
variation since β > 0, so up to a subsequence we can assume it weak* converges to some limit
measure. However, a priori this limit is not necessarily balanced. For this reason, we construct
a modified sequence ν̃n that is uniformly tight (which enforces the limit to be balanced, as can
be seen testing the convergence with C0 extensions of constant functions), has at most the same
total variation as νn, and is still minimizing.

First note that, by inner regularity of µ, for every n > 0 there exists a compact set An ⊂ Ω
such that |µ|(Ω \An) ≤ 1/n. Note that since Ω is convex we can assume that also An is convex
for every n by taking its convex envelope. Moreover, we can also assume that the sets An are
ordered, and Am ⊂ intAn whenever m < n. Denote by πn : Ω → An the projection onto An
and note that πn(Ω \ An) ∩ Am = ∅ for every n > m since πn(Ω \ An) ⊂ ∂An. Define then the
sequence of measures

ν̃n := πn#νn.

Note that ν̃n is compactly supported in An and it is thus tight. Moreover ν̃n is still balanced, its
total variation is bounded above by that of νn (the projections may induce cancellations, since
(πn)−1(x) is a half-line when x ∈ ∂An) and Wp(ν̃

+
n , ν̃

−
n ) ≤ Wp(ν

+
n , ν

−
n ) since πn is 1-Lipschitz.

We now note that the fidelity term can be estimated as

|ν̃n − µ|(Ω) = |ν̃n − µ|(An−1) + |ν̃n − µ|(Ω \An−1)

≤ |νn − µ|(An−1) + |ν̃n|(Ω \An−1) + |µ|(Ω \An−1)

≤ |νn − µ|(An−1) + |νn|(Ω \An−1) + |µ|(Ω \An−1)

≤ |νn − µ|(An−1) + |νn − µ|(Ω \An−1) + 2|µ|(Ω \An−1)

≤ |νn − µ|(Ω) +
2

n− 1

since |µ|(Ω \An−1) ≤ 1/(n− 1) and πn(Ω \An)∩An−1 = ∅. This shows that ν̃n is a minimizing
sequence as well. Since the total variation of a measure is weak* lower semicontinuous and the
set of balanced measures is weak* closed it remains to show that ν 7→Wp(ν

+, ν−) is weak* lower
semicontinuous. This property follows again by the duality formula for distance costs (5), in
which Wp(ν

+, ν−) is expressed as a supremum of weak* continuous functionals.

Lemma 2.3. The map µ 7→ ‖µ‖
KRα,βp

is weak* lower semicontinuous.

Proof. We have defined ‖·‖
KRα,βp

as the infimal convolution ofWβ
p (ν) := Wp(ν

+, ν−)+ β
2 |ν|(Ω)+

1ν(Ω)=0 which is proper and bounded from below, and | · |(Ω) which is proper, weak* lower
semicontinuous and weak* coercive. In this situation it is enough (see [27, Thm. 2.5(b)] or [22,

Prop. 6.5.5]) to notice that ν 7→ Wβ
p (ν) is weak* lower semicontinuous as well, which was proved

in Lemma 2.2.

Lemma 2.4. If α, β > 0, the set {µ | ‖µ‖
KRα,βp

≤ 1} is the closed convex hull of the set of its

extremal points, which is in particular nonempty.
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Proof. By the straightforward estimate

‖µ‖
KRα,βp

≥ min

(
α,
β

2

)
|µ|(Ω) for all µ ∈M(Ω) (6)

and applying the Banach-Alaoglu theorem, the set in consideration is precompact with respect
to the weak* topology of M(Ω). Noting that by Lemma 2.3 this set is also weak* closed and
hence compact, we can apply the Krein-Milman theorem to obtain the claim.

2.1 Extremal points

For the remainder of this section, our aim is to characterize the extremal points of the set
{µ | ‖µ‖

KRα,βp
≤ 1}. In particular, we will see that they contain rescaled dipoles, defined as

Dβ(x, y) :=
1

β + |x− y|p
(δx − δy) for (x, y) ∈ Ω× Ω with x 6= y,

where we drop the dependence on p for notational convenience. These represent an elementary
transport operation and arise from the Wp term in the definition of ‖ · ‖

KRα,βp
. These same

objects are known [30, Ch. 3, Cor. 3.45] to be extremals for the unit ball of preduals of pointed
Lipschitz spaces, corresponding to the simultaneous restriction to balanced measures for which
µ(Ω) = 0, and β = 0. Moreover, in [1, Thm. 6.1] and [2, Thm. 4.2] atomic decompositions have
been recently proved for Borel measures with respect to the ‖ ·‖

KR1,0
p

norm, obtaining that these

can be expressed as a (countable) series of Dirac masses and dipoles.

Here, we treat the unbalanced case with β > 0, which makes the norm coercive with respect to
the total variation. Interestingly, this total variation penalization does not alter the structure
of the extremal points compared to the case β = 0, but just their normalization. Our proofs
are self-contained and use only well-known facts about the Kantorovich formulation of optimal
transport, which makes the methods quite different from the works cited above.

The characterization we obtain turns out to be the following:

Theorem 2.5. The set Ext
{
µ
∣∣ ‖µ‖

KRα,βp
≤ 1
}

of extremal points is precisely{
± 1

α
δx
∣∣x ∈ Ω

}
∪
{

1

β + |x− y|p
(
δx − δy

) ∣∣∣∣x, y ∈ Ω, 0 < |x− y|p < 2α− β
}
. (7)

2.2 Balanced measures

We start by first excluding the last term of (2), which is equivalent to setting α = 0 or restricting
to the subspace of balanced measures.

Proposition 2.6. Assume p ∈ (0, 1). Then, rescaled dipoles of the form

1

|x− y|p
(δx − δy) for (x, y) ∈ Ω× Ω with x 6= y.

are extremal points of the set

Bp :=
{
µ ∈M(Ω)

∣∣µ(Ω) = 0, Wp(µ
+, µ−) ≤ 1

}
. (8)

Proof. Assume we have for λ ∈ (0, 1) a convex combination

1

|x− y|p
(δx − δy) = λν1 + (1− λ)ν2,
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and let ν1 = ν+
1 − ν

−
1 and ν2 = ν+

2 − ν
−
2 be the Hahn decompositions of νi. We have then

1

|x− y|p
(δx − δy) = λν+

1 − (1− λ)ν−2 + (1− λ)ν+
2 − λν

−
1 . (9)

If we knew that λν+
1 + (1 − λ)ν+

2 and λν−1 + (1 − λ)ν−2 are the positive and negative parts
δx/|x−y|p and δy/|x−y|p of the left hand side, we could conclude immediately. This is not true
in general however, since there might be cancellations between the first two or last two terms of
(9). Let us denote the results of these partial sums as

ξA := λν+
1 − (1− λ)ν−2 , and ξB := (1− λ)ν+

2 − λν
−
1 .

For these, we can also consider the Hahn decompositions ξA = ξ+
A −ξ

−
A and ξB = ξ+

B −ξ
−
B , which

give us that

λν+
1 = ξ+

A + ηA and (1− λ)ν−2 = ξ−A + ηA, for ηA := λν+
1 − ξ

+
A = (1− λ)ν−2 − ξ

−
A ,

λν−1 = ξ−B + ηB and (1− λ)ν+
2 = ξ+

B + ηB, for ηB := λν−1 − ξ
−
B = (1− λ)ν+

2 − ξ
+
B ,

so that ηA and ηB are precisely the potential cancellations happening in (9). In particular we
have ηA ∈M+(Ω), since given a measurable C ⊂ Ω such that ηA(C) < 0 we would have both

ξ+
A(C) > λν+

1 (C) ≥ 0 and ξ−A(C) > (1− λ)ν−2 (C) ≥ 0

contradicting the optimality of the Hahn decomposition ξA = ξ+
A−ξ

−
A . A similar argument proves

that ηB ∈M+(Ω). Moreover, since ηA and ηB appear with different signs in the decompositions
ν+

1 , ν
−
1 and ν+

2 , ν
−
2 we necessarily have that they are singular to each other.

This implies as well that we can write

1

|x− y|p
(δx − δy) = λν̃1 + (1− λ)ν̃2, where

ν̃1 := ν1 −
1

λ
ηA +

1

λ
ηB and ν̃2 := ν2 +

1

1− λ
ηA −

1

1− λ
ηB.

Now, in this decomposition there can be no cancellations between ν̃1 and ν̃2. Indeed, if we
suppose that there exists a measurable set C ⊂ Ω such that ν̃1(C) < 0 and ν̃2(C) > 0 (or
ν̃1(C) < 0 and ν̃2(C) > 0) the simple computation

ν̃1 =
1

λ
(ξ+
A − ξ

−
B) , and ν̃2 =

1

1− λ
(ξ+
B − ξ

−
A)

contradicts the optimality of the Hahn decomposition ξA = ξ+
A − ξ

−
A (or the optimality of the

Hahn decomposition ξB = ξ+
B − ξ

−
B). Since no cancellations are happening between ν̃1 and ν̃2

there exist some cx1 , c
y
1, c

x
2 , c

y
2 > 0 with λcx1 + (1− λ)cx2 = 1 and λcy1 + (1− λ)cy2 = 1 such that we

have

ν+
1 =

cx1
|x− y|p

δx +
1

λ
ηA, ν−1 =

cy1
|x− y|p

δy +
1

λ
ηB,

ν+
2 =

cx2
|x− y|p

δx +
1

1− λ
ηB, ν−2 =

cy2
|x− y|p

δy +
1

1− λ
ηA.

Let us denote by γopt
i any optimal plans (see for example [26, Thm. 1.4] for existence) for

Wp(ν
+
i , ν

−
i ) with i = 1, 2. From the above expressions we observe that if ηA 6= 0 or ηB 6= 0, then

necessarily
γopt
i

(
Ω× Ω \

(
{(x, y)} ∪ {(z, z)

∣∣ z ∈ Ω}
))
> 0. (10)
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Indeed, since ηA ⊥ ηB there holds that ηA 6= ηB. Moreover, x /∈ supp ηA and y /∈ supp ηB due to
the relations λcx1 + (1− λ)cx2 = 1 and λcy1 + (1− λ)cy2 = 1 and (9). We then consider the convex
combination transport plan

γC := λγopt
1 + (1− λ)γopt

2 with

∫
Ω×Ω
|z − w|p dγC(z, w) = 1,

for which

γC ∈ Π
(
λν+

1 +(1−λ)ν+
2 , λν

−
1 +(1−λ)ν−2

)
= Π

(
1

|x− y|p
δx + ηA + ηB,

1

|x− y|p
δy + ηA + ηB

)
,

and because of (10) also

γC
(
Ω× Ω \

(
{(x, y)} ∪ {(z, z)

∣∣ z ∈ Ω}
))
> 0. (11)

Using the strict concavity of the cost (see [25, Thm. 2.2]) we obtain that any optimal plan γ0

between δx/|x− y|p + ηA + ηB and δy/|x− y|p + ηA + ηB must leave ηA and ηB invariant. But
this means that necessarily

γ0 = δ(x,y) + (id, id)#(ηA, ηB),

which implies that

Wp

(
1

|x− y|p
δx + ηA + ηB,

1

|x− y|p
δy + ηA + ηB

)
= 1,

but since the cost of γC is also 1 this means that the latter is also optimal and hence γC = γ0,
which leads to a contradiction with (11) unless ηA = ηB = 0.

Remark 2.7. Despite being described as a ball, the set Bp contains many directions which are

unbounded in the natural total variation sense. One may take for example Ω = B(0, 1) ⊂ Rn,
the rescaling by a factor 0 < r < 1 defined by Sr(x) = rx and the corresponding pushforwards
(Sr)#ν

+, (Sr)#ν
−, and (Sr, Sr)#γ for any γ ∈ Π(ν+, ν−). In case ν is concentrated on finitely

many points (so that the total mass of (Sr)#ν
+ and (Sr)#ν

− is independent of r) we then have

Wp(r
−p(Sr)#ν

+, r−p(Sr)#ν
−) = Wp(ν

+, ν−),

which might lead to the intuition that Bp is more similar to a cone. However, this view is also
not quite accurate, since the zero measure is not an extremal point for any p ∈ (0,∞). Indeed,
for all x 6= y the convex decomposition

0 =
1

2
(δx − δy) +

1

2
(δy − δx)

is always nontrivial.

Proposition 2.8. For all p ∈ (0, 1] and β ∈ [0,∞), any extremal point ν of{
µ ∈M(Ω)

∣∣∣∣µ(Ω) = 0, Wp(µ
+, µ−) +

β

2
|µ|(Ω) ≤ 1

}
must be a rescaled dipole, that is, there exist points x, y ∈ Ω with x 6= y for which ν = Dβ(x, y).

Proof. Assume for the sake of contradiction that ν is not a dipole. Then, for the Hahn de-
composition ν = ν+ − ν− either ν+ or ν− has a support consisting of more than one point.
Without loss of generality, we assume it is the former. Therefore, there exists a set E ⊂ Ω for
which ν+(E) > 0 and ν+(F ) > 0 for F := Ω \E hold simultaneously, which induces a nontrivial
decomposition

ν+ = ν+ E + ν+ F.

7



Now, let γopt be an optimal transportation plan for Wp(ν
+, ν−). We can use it to define a

“pushforward measure” of these sets by

µE := (π2)#

[
γopt

(
(π1)−1(E)

)]
, and

µF := (π2)#

[
γopt

(
(π1)−1(F )

)]
,

for which, using that (π1)#γopt = ν+, we have

µE(Ω) =
[
γopt

(
(π1)−1(E)

)] (
Ω× Ω

)
= γopt

(
(π1)−1(E)

)
= ν+(E) =

(
ν+ E

)
(Ω).

Moreover, we notice that

γopt

(
(π1)−1(E)

)
∈ Π

(
ν+ E, µE

)
, so that

Wp(ν
+ E,µE) ≤

∫
(π1)−1(E)

|z − w|p dγopt(z, w)

and similarly for µF , and in fact

Wp(ν
+ E,µE) +Wp(ν

+ F, µF ) + β|ν+ E|(Ω) + β|ν+ F |(Ω)

≤
∫

(π1)−1(E)
|z − w|p dγopt(z, w) +

∫
(π1)−1(F )

|z − w|p dγopt(z, w) + β|ν+|(Ω)

= Wp(ν
+, ν−) +

β

2
|ν|(Ω) = 1.

With this in view let us define

CE := Wp(ν
+ E,µE) + β|ν+ E|(Ω) ∈ (0, 1),

CF := Wp(ν
+ F, µF ) + β|ν+ F |(Ω) ∈ (0, 1),

ν1+ :=
CE + CF
CE

ν+ E, ν1− :=
CE + CF
CE

µE ,

ν2+ :=
CE + CF
CF

ν+ F , ν2− :=
CE + CF
CF

µF .

For these, we have

ν1+ ⊥ ν1−, ν1+(Ω) = ν1−(Ω), Wp(ν1+, ν1−) + β|ν1|(Ω) ≤ 1, and

ν2+ ⊥ ν2−, ν2+(Ω) = ν2−(Ω), Wp(ν2+, ν2−) + β|ν2|(Ω) ≤ 1,

but also

ν = λ
(
ν1+ − ν1−

)
+ (1− λ)

(
ν2+ − ν2−

)
for λ :=

CE
CE + CF

∈ (0, 1),

which is a contradiction with ν being extremal in (8).

Example 2.9. Interestingly, dipoles are not extremal in case p = 1. To see this, just consider
Ω = [0, 1], a number a ∈ (0, 2) and the measures

ν1 :=
(

1− a

2

)
δ0 + a δ1/2 −

(
1 +

a

2

)
δ1, and

ν2 :=
(

1 +
a

2

)
δ0 − a δ1/2 −

(
1− a

2

)
δ1.

Then we have that

W1

(
ν+

1 , ν
−
1

)
= a

1

2
+
(

1− a

2

)
= 1 = W1

(
ν+

2 , ν
−
2

)
,

but also
1

2
ν1 +

1

2
ν2 = δ0 − δ1.

8



In fact, this idea can be generalized to any measure and all p ≥ 1:

Proposition 2.10. Assume that Ω is convex. Then if p = 1 the set Bp of (8) has no nonzero
extremal points, and if p > 1 it is not convex.

Proof. Let ν be any nonzero measure with ν(Ω) = 0. Then, if γopt is optimal for Wp(ν
+, ν−)

and since we have assumed p ≥ 1, we can construct (see [26, Thm. 5.27]) a constant-speed
geodesic in p-Wasserstein space [0, 1] 3 t 7→ νt between ν+ and ν− as νt := (πt)#γopt, where
πt(x, y) = (1− t)x+ ty. With it we then define for a ∈ (0, 2) the measures

ν1 :=
(

1− a

2

)
ν+ + a ν1/2 −

(
1 +

a

2

)
ν−, and

ν2 :=
(

1 +
a

2

)
ν− − a ν1/2 −

(
1− a

2

)
ν−.

For the first of these, since νt is a constant-speed geodesic between ν+ and ν−, we have (see [26,
Box 5.2], for example) that (

Wp(ν
1/2, ν−)

)1/p
=

1

2
,

which for some γ
1/2
opt optimal for Wp(ν

1/2, ν−) allows us to define the transportation plan

γa :=
(

1− a

2

)
γopt + aγ

1/2
opt ∈ Π

((
1− a

2

)
ν+ + a ν1/2,

(
1 +

a

2

)
ν−
)
,

so that

Wp(ν
+
1 , ν

−
1 ) ≤

∫
Ω×Ω
|x− y|p dγa(x, y)

=
(

1− a

2

)
Wp(ν

+, ν−) + aWp(ν
1/2, ν−)

=
(

1− a

2

)
+

a

2p
≤ 1.

(12)

That Wp(ν
+
2 , ν

−
2 ) ≤ 1 is obtained entirely similarly, and we have expressed ν as the nontrivial

convex combination ν = ν1/2 + ν2/2. Notice that if p > 1, because of the denominator in the
second term of (12) there is r > 1 such that rη1, rη2 ∈ Bp, so the decomposition tells us that
this set is not convex.

We have seen in Remark 2.7 that with β = 0 the norm (2) is not coercive inM(Ω). For practical
applications this would be quite unwieldy, hence we penalize the mass of the balanced part ν.
Interestingly, this does not alter the structure of the extremal points but just their normalization,
which allows us to maintain a clean interpretation of them in terms of transport.

Lemma 2.11. The extremal points of the set{
µ ∈M(Ω)

∣∣∣∣µ(Ω) = 0,
β

2
|µ| ≤ 1

}
(13)

are the dipoles
1

β
(δx − δy) for (x, y) ∈ Ω× Ω with x 6= y.

Proof. Assume without loss of generality that β = 1. Arguing as in Proposition 2.6, assuming
that δx − δy = λν1 + (1− λ)ν2 we can arrive to

ν+
1 = cx1δx +

1

λ
ηA, ν−1 = cy1δy +

1

λ
ηB,

ν+
2 = cx2δx +

1

1− λ
ηB, ν−2 = cy2δy +

1

1− λ
ηA,

9



with λcx1 + (1− λ)cx2 = 1 and λcy1 + (1− λ)cy2 = 1, ηA ⊥ ηB, x /∈ supp ηA and y /∈ supp ηB. But
if |ηA|(Ω) > 0 or |ηB|(Ω) > 0, then necessarily |ν1|(Ω) > 2 or |ν2|(Ω) > 2, so that δx − δy is
extremal in (13).

For the converse, let us assume either ν+ or ν− is supported in more than one point, say ν+

without loss of generality. Then as in Proposition 2.8 there would be sets E,F for which

ν+ = ν+ E + ν+ F and ν+(E) + ν+(F ) = 1,

which can be rephrased as

ν+ = λ
ν+ E

ν+(E)
+ (1− λ)

ν+ F

ν+(F )
for λ := ν+(E),

which combined with ν− = λν− + (1 − λ)ν− gives us a nontrivial decomposition of ν within
(13).

Lemma 2.12. Let X be a Banach space, f a convex positively one-homogeneous functional such
that f(u) = 0 if and only if u = 0, and e ∈ X. Then e ∈ Ext{w | f(w) ≤ f(e)} is equivalent to

f(e) < λf(u) + (1− λ)f(v)

whenever e = λu+ (1− λ)v for λ ∈ (0, 1) and u, v /∈ R+e with u 6= v.
(14)

Proof. If condition (14) holds then it does so also in the particular case when f(u) = f(v).
Therefore, in that case it is not possible to have u 6= v and λ ∈ (0, 1) with f(u) = f(v) = f(e)
and e = λu+ (1− λ)v, that is, e must belong to Ext{w | f(w) ≤ f(e)}.

To prove the converse, let us assume that e ∈ Ext{w | f(w) ≤ f(e)} and e = λu+ (1− λ)v for
λ ∈ (0, 1), u 6= v and u, v /∈ R+e. For this, we distinguish two cases.

The first case is when f(u) = f(v). In this case, by convexity either f(e) < f(u) = f(v) in which
case the inequality of (14) follows immediately, or f(e) = f(u) = f(v) which is not possible since
it would lead to a contradiction with e ∈ Ext{w | f(w) ≤ f(e)}.

The second case is when f(u) 6= f(v), which we can try to reduce to the first case by rescaling
u and v to ruu and rvv respectively, for some positive factors ru, rv. Note that f(u), f(v) 6= 0,
since otherwise u ∈ R+e or v ∈ R+e. In this case, f(ruu) = f(rvv) is equivalent to the condition

ru
rv

=
f(v)

f(u)
. (15)

Moreover, we would like to express e as a convex combination

µruu+ (1− µ)rvv = e = λu+ (1− λ)v. (16)

Equating the coefficients in u and v in the left and right hand sides of (16) then brings us to the
requirements

µ =
λ

ru
, and 1− µ =

1− λ
rv

. (17)

From these and (15), we see that we must have

µ

1− µ
=

λ

1− λ
rv
ru

=
λ

1− λ
f(u)

f(v)
∈ R+,

10



but this determines a single solution µ ∈ (0, 1) from u, v and λ alone. With it, we can go back
to (17) to solve

ru =
λ

µ
and rv =

1− λ
1− µ

.

This finally brings us back to the first case, and we obtain

f(e) < µf(ruu) + (1− µ)f(rvv)

= µruf(u) + (1− µ)rvf(v)

= λf(u) + (1− λ)f(v),

which finishes the proof of (14).

The above lemma immediately implies:

Lemma 2.13. Let X be a Banach space, and f, g be convex positively one-homogeneous func-
tionals for which f(u) = g(u) = 0 only for u = 0, and for which there exist index sets Φ,Θ,
points uϕ, uθ ∈ X for ϕ ∈ Φ and θ ∈ Θ such that:

Ext{u | f(u) ≤ 1} =

{
uϕ

f(uϕ)

∣∣∣∣ϕ ∈ Φ

}
and Ext{u | g(u) ≤ 1} =

{
uθ
g(uθ)

∣∣∣∣ θ ∈ Θ

}
.

Then we have{
1

f(uϕ) + g(uϕ)
uϕ

∣∣∣∣ϕ ∈ Φ

}
∪
{

1

f(uθ) + g(uθ)
uθ

∣∣∣∣ θ ∈ Θ

}
⊂ Ext{u | f(u) + g(u) ≤ 1}.

Proof. We apply Lemma 2.12, noticing that as soon as the inequality in (14) is strict for either
f or g, it is strict for the sum f + g as well.

In fact, using Lemma 2.12 we also (quite surprisingly) get the case p = 1 in the following result:

Theorem 2.14. Let p ∈ (0, 1] and β > 0. Then the extremal points of the set{
µ ∈M(Ω)

∣∣∣∣µ(Ω) = 0, Wp(µ
+, µ−) +

β

2
|µ|(Ω) ≤ 1

}
are all rescaled dipoles ν = Dβ(x, y) for (x, y) ∈ Ω× Ω with x 6= y.

Proof. Using Lemmas 2.11 and 2.13 we get that all adequately normalized dipoles must be
extremal. To see that there can be no other extremal points, we apply Proposition 2.8.

Remark 2.15. Notice that Proposition 2.6, which holds only for p < 1 and is in fact false for
p = 1 by Proposition 2.10, does not play a role in the argument above.

2.3 Proof of Theorem 2.5

Now we aim to find the extremal points of the KRα,β
p ball

{
µ
∣∣ ‖µ‖

KRα,βp
≤ 1

}
. This norm is

expressed in (2) as an infimal convolution of positively one-homogeneous functionals, that is

‖µ‖
KRα,βp

= inf
ν
Wβ
p (ν) + α|µ− ν|(Ω), for Wβ

p (ν) := Wp(ν
+, ν−) +

β

2
|ν|(Ω) + 1ν(Ω)=0.

In this situation, we have by [20, Lem. 3.4], Theorem 2.14 and the characterization of extremal
points for the total variation of measures that these can only be Dirac masses or rescaled dipoles.
Our task is then to find out which of these are actually extremal to arrive at the characterization
(7), in which the condition on the dipoles ensures that their transportation cost is strictly lower
than their total variation. We begin by checking that the Dirac masses are indeed extremal, for
which our proof follows the structure of that of [20, Prop. 3.8].
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Proposition 2.16. All Dirac masses ±δx/α for x ∈ Ω are extremal points of
{
µ
∣∣‖µ‖

KRα,βp
≤ 1
}

.

Proof. Without loss of generality, let us consider µ = δx/α. Now, we claim that the problem

inf
ν
Wβ
p (ν) + α|δx − ν|(Ω) (18)

has 0 as its unique minimizer. To see this, let ν̄ denote an arbitrary minimizer of (18).

Since Wβ
p (ν̄) is finite, there holds ν̄(Ω) = 0 and, consequently,

1 = α
∣∣(δx/α)(Ω)

∣∣ = α
∣∣(δx/α)(Ω)− ν̄(Ω)

∣∣ ≤ α∣∣δx/α− ν̄∣∣(Ω)

≤ inf
ν
Wβ
p (ν) + α

∣∣δx/α− ν∣∣(Ω) ≤ α
∣∣δx/α∣∣(Ω) = 1

where the final inequality follows from

inf
ν
Wβ
p (ν) + α

∣∣δx/α− ν∣∣(Ω) ≤ Wβ
p (0) + α

∣∣δx/α− 0
∣∣(Ω) = α|δx/α|(Ω).

These observations imply ‖δx/α‖KRα,βp
= 1 as well as Wβ

p (ν̄) = 0. Since the latter is only

satisfied for ν̄ = 0, the claimed uniqueness of ν̄ = 0 follows.

Now, assume that we could express δx/α as a convex combination δx/α = λµ1 + (1− λ)µ2 with
‖µi‖KRα,βp

≤ 1 and λ ∈ (0, 1). Now, denote by νi minimizers for the inner problem for ‖µi‖KRα,βp
,

so that
α|µi − νi|(Ω) ≤ α|µi − νi|(Ω) +Wβ

p (νi) = ‖µi‖KRα,βp
= 1. (19)

Next, we take their convex combination νλ := λν1 + (1 − λ)ν2 and use it in (18), which using
convexity and (19) gives us

1 = ‖δx/α‖KRα,βp
≤ α|δx/α− νλ|(Ω) +Wβ

p (νλ) ≤ λ‖µ1‖KRα,βp
+ (1− λ)‖µ2‖KRα,βp

= 1.

But this means that νλ is a minimizer for (18), so we must have λν1 + (1 − λ)ν2 = 0, which
implies

λ(µ1 − ν1) + (1− λ)(µ2 − ν2) = λµ1 + (1− λ)µ2 = δx/α.

Remembering (19) we can now use the characterization of extremals for the total variation of
measures, so that this convex combination must be trivial and µ1 − ν1 = µ2 − ν2. This means
that

µi − νi = δx/α, so α|µi − νi|(Ω) = 1 and Wβ
p (νi) = 0,

which in turn implies νi = 0 and µi = δx/α.

Proposition 2.17. All rescaled dipoles with distance less than 2α− β, that is, elements of{
1

β + |x− y|p
(
δx − δy

) ∣∣∣∣x, y ∈ Ω, 0 < |x− y|p < 2α− β
}

are extremal points of
{
µ
∣∣ ‖µ‖

KRα,βp
≤ 1
}

.

Proof. We would like to follow the same strategy as in Proposition 2.16, which requires that the
inner minimization problem

inf
ν
JI(ν) for JI(ν) :=Wβ

p (ν) + α |Dβ(x, y)− ν| (Ω) (20)

has the dipole Dβ(x, y) = (δx−δy)/(β+ |x−y|p) as unique minimizer when p ≤ 1 and |x−y|p <
2α− β.

12



Without loss of generality we can assume that x = 0. First, we aim to reduce the problem to
be supported on the segment [0, y] = {λy | λ ∈ [0, 1]}. To do this, we could think of pushing
forward any candidate to be a minimizer ν through the projection onto [0, y], which is a convex
set. This is not enough however, since even though this cannot increase transport cost or total
variation, it could be that the fidelity term |Dβ(0, y)− ν| increases by this transformation. The
cause of this is the lack of injectivity of the projection, which could cause cancellations of mass
on {0} or {y}. To avoid this pitfall we can define a transformation Ξ by

z 7→ Ξ(z) :=


1
2z if z · y|y| ≤ 0,(
z · y|y|

) y
|y| + 1

2

(
z −

(
z · y|y|

) y
|y|
)

if 0 < z · y|y| < |y|,
y + 1

2(z − y) if z · y|y| ≥ |y|.
(21)

We notice that Ξ−1({0}) = {0} and Ξ−1({y}) = {y}, so for the pushforward Ξ#ν we must have

|Dβ(0, y)− Ξ#ν| = |Dβ(0, y)− ν| ,

while Wβ
p (Ξ#ν) ≤ Wβ

p (ν). To see this, notice that Wp((Ξ#ν)+, (Ξ#ν)−) ≤ Wp(ν
+, ν−) be-

cause Ξ is 1-Lipschitz, the pushforward does not increase the total variation of a measure,
and (Ξ#ν)(Ξ(Ω)) = ν(Ω) = 0. Moreover, if the support of ν intersects the first or the third

region in the definition (21), then Wβ
p (Ξ#ν) < Wβ

p (ν). Indeed, an easy computation shows
that |Ξ(p1) − Ξ(p2)| < |p1 − p2| if p1 or p2 belong to the first or the third region in (21).
Thus, if the support of ν intersects the first or the third region in (21), the strict inequality
Wp(Ξ#ν

+,Ξ#ν
−) < Wp(ν

+, ν−) holds. Further, we claim that if we had mass on the second
region in (21) but outside of the segment [0, y], that is

|ν|
(
A
)
> 0 for A :=

{
z ∈ Ω

∣∣ 0 < z · (y/|y|) < |y|
}
\ [0, y] (22)

then also JI(Ξ#ν) < JI(ν). To see this, first notice that we must have ν({0}) > 0 or ν({y}) < 0,
since if ν({0}) ≤ 0 ≤ ν({y}) we would have JI(0) < JI(ν), but |y|p < 2α− β ensures that

JI(ν) ≤ JI
(

1

β + |y|p
(δ0 − δy)

)
< JI(0),

using the minimality on ν. Then, (22) combined with ν({0}) > 0 or ν({y}) < 0 also implies
that any optimal transportation plan γopt for Wp(ν

+, ν−) must satisfy

γopt

(
{0} ×A

)
> 0 or γopt

(
A× {y}

)
> 0. (23)

To see this, let us define

νA = ν − (π1)#

[
γopt

(
A×A

)]
+ (π2)#

[
γopt

(
A×A

)]
which, taking into account that (π1)#γopt = ν+, (π2)#γopt = ν− and ν+ ⊥ ν−, remains balanced

so that νA(Ω) = 0. And if (23) did not hold, we would have Wβ
p (νA) <Wβ

p (ν) because

γopt

(
(Ω× Ω) \A×A

)
∈ Π(ν+

A , ν
−
A ) and β|νA|(Ω) < β|ν|(Ω).

Finally, noticing that for every (p1, p2) ∈ {0}×A or (p1, p2) ∈ A×{y} we have |Ξ(p1)−Ξ(p2)| <
|p1 − p2|, we obtain that

Wp

(
(Ξ#ν)+, (Ξ#ν)−

)
≤
∫

Ξ(Ω)×Ξ(Ω)
|z − w|p d(Ξ,Ξ)#γopt(z, w)

<

∫
Ω×Ω
|z − w|p dγopt(z, w) = Wp(ν

+, ν−).
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In conclusion, we must have supp ν ⊆ [0, y] for any minimizer ν of (20). Now, consider the

following estimate for every balanced ν different from Dβ(y, 0) =
δ0−δy
β+|y|p :

JI(Dβ(y, 0)) = Wp

(
Dβ(y, 0)+,Dβ(y, 0)−

)
+
β

2
|Dβ(y, 0)| (Ω)

≤Wp

(
(Dβ(y, 0)− ν)+ , (Dβ(y, 0)− ν)−

)
+Wp(ν

+, ν−) +
β

2
|Dβ(y, 0)|(Ω)

≤Wp(ν
+, ν−) +

|y|p

2
|Dβ(y, 0)− ν| (Ω) +

β

2
|Dβ(y, 0)|(Ω)

< Wp(ν
+, ν−) + α|Dβ(y, 0)− ν|(Ω)− β

2
|Dβ(y, 0)− ν|(Ω) +

β

2
|Dβ(y, 0)|(Ω)

≤Wp(ν
+, ν−) + α|Dβ(y, 0)− ν|(Ω) +

β

2
|ν|(Ω) = JI(ν),

where in the first inequality we used the triangle inequality (4), in the second that supp ν ⊆ [0, y],
and in the third the assumed bound |y|p < 2α−β. In particular, the dipole Dβ(y, 0) is the unique
minimizer of JI .

Lemma 2.18. Rescaled dipoles Dβ(x, y) for which |x − y|p ≥ 2α − β are not extremal in{
µ
∣∣ ‖µ‖

KRα,βp
≤ 1
}

.

Proof. We just notice that these can be decomposed as

1

2

(
2

β + |x− y|p
δx

)
+

1

2

(
− 2

β + |x− y|p
δy

)
,

and that ‖cδx‖KRα,βp
= ‖cδy‖KRα,βp

= αc for all c > 0.

3 Minimization problems with KRα,β
p regularization

In this section we consider the following variational problem

inf
µ∈M(Ω)

J(µ) := F (Kµ) + ‖µ‖
KRα,βp

, (P)

where Y is a given Hilbert space, the forward operator K : M(Ω) → Y is weak*-to-strong
continuous, and the discrepancy F : Y → R is strictly convex, Frechet differentiable and ∇F
is Lipschitz continuous on compact sets. Moreover, from here on we assume that the set Ω is
compact.

3.1 Existence of minimizers

Under the given assumptions on (P), the existence of solutions is a straightforward application
of the direct method of calculus of variations.

Theorem 3.1. There exists at least one solution µ̄ of (P).

Proof. Since F is bounded from below, the infimum in (P) is finite. Moreover, since β > 0,
the functional J is coercive in M(Ω) due to the trivial bound (6). Using Lemma 2.3 and the
assumptions on K and F we also infer that J is weak* lower semicontinuous. Therefore existence
of minimizers for (P) follows by a straightforward application of the direct method of calculus
of variations.
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3.2 First-order optimality conditions

This section is devoted to the derivation of first-order necessary and sufficient optimality condi-
tions for Problem (P). We obtain the following characterization.

Theorem 3.2. Let µ̄ ∈M(Ω) be given. Moreover, let ν̄ ∈M(Ω), ν̄(Ω) = 0, and γ̄ ∈ Π(ν̄+, ν̄−)
be such that

‖µ̄‖
KRα,βp

=Wβ
p (ν̄) + α|µ̄− ν̄|(Ω)

as well as

Wp(ν̄) =

∫
Ω×Ω
|x− y|p dγ̄(x, y).

Finally set q̄ := −K∗∇F (Kµ̄) as well as

Ψq̄(x, y) :=
q̄(x)− q̄(y)

|x− y|p + β
for all (x, y) ∈ Ω× Ω.

The following statements are equivalent:

1. The measure µ̄ is a solution to (P).

2. There holds q̄ ∈ ∂‖µ̄‖
KRα,βp

.

3. There holds |q̄(x)| ≤ α, Ψq̄(x, y) ≤ 1 for all x, y ∈ Ω as well as

supp(µ̄− ν̄)± ⊂ {x ∈ Ω | q̄(x) = ±α } , supp γ̄ ⊂ { (x, y) ∈ Ω× Ω | Ψq̄(x, y) = 1 } .

The proof is split into several parts. First, we note that ∂‖µ̄‖
KRα,βp

is given by the intersection

of the subdifferentials of the two terms in it:

Proposition 3.3. We have

q̄ ∈ ∂‖µ̄‖
KRα,βp

⇔ q̄ ∈ α∂‖µ̄− ν̄‖M ∩ ∂Wβ
p (ν̄).

Proof. Since the infimal convolution in ‖µ̄‖
KRα,βp

is exact, i.e.,

‖µ̄‖
KRα,βp

= inf
ν

[
Wβ
p (ν) + α|µ̄− ν|(Ω)

]
=Wβ

p (ν̄) + α|µ̄− ν̄|(Ω),

the claimed statement follows from [32, Cor. 2.4.7].

As a consequence, it suffices to characterize the sets α∂‖µ̄ − ν̄‖M and ∂Wβ
p (ν̄), respectively.

In both cases, we make use of the following auxiliary result which is based on [8, Lemma 3.1]
as well as the characterization of the extremal points of {µ ∈ M(Ω) | |µ|(Ω) ≤ 1 } and { ν ∈
M(Ω) | Wβ

p (ν) ≤ 1 }, respectively.

Lemma 3.4. Let q̄ ∈ C(Ω) be given. Then there holds

max
|µ|(Ω)≤1

〈q̄, µ〉 = max
x∈Ω
|q̄(x)|, max

Wβ
p (ν)≤1

〈q̄, ν〉 = max
(x,y)∈Ω×Ω

Ψq̄(x, y).

Proof. From [8, Lemma 3.1] and [8, Lemma 3.10], respectively, we get that

max
|µ|(Ω)≤1

〈q̄, µ〉 = max
x∈Ω,σ∈{−1,1}

σ〈q̄, δx〉 = max
x∈Ω
|q̄(x)|.

Similarly, now invoking Theorem 2.14 (and again using [8, Lemma 3.1]), there holds

max
Wβ
p (ν)≤1

〈q̄, ν〉 = max
(x,y)∈Ω×Ω

q̄(x)− q̄(y)

|x− y|p + β
= max

(x,y)∈Ω×Ω
Ψq̄(x, y).
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Lemma 3.5. The function q̄ ∈ C(Ω) satisfies q̄ ∈ α∂|µ̄− ν̄|(Ω) if and only if

|q̄(x)| ≤ α, supp(µ̄− ν̄)± ⊂ {x ∈ Ω | q̄(x) = ±α } . (24)

Proof. Since | · |(Ω) is positively one-homogeneous, there holds q̄ ∈ α∂|µ̄− ν̄|(Ω) if and only if

max
|µ|(Ω)≤1

〈q̄, µ〉 ≤ α, 〈q̄, µ̄− ν̄〉 = α|µ̄− ν̄|(Ω)

According to Lemma 3.4 this is equivalent to

max
x∈Ω
|q̄(x)| ≤ α, 〈q̄, µ̄− ν̄〉 = α|µ̄− ν̄|(Ω) (25)

Finally, [12, Lemma 3.4] yields the equivalence of (25) and (24).

Lemma 3.6. The function q̄ ∈ C(Ω) satisfies q̄ ∈ ∂Wβ
p (ν̄) if and only if

Ψq̄(x, y) ≤ 1 for all (x, y) ∈ Ω× Ω, and supp γ̄ ⊂ { (x, y) ∈ Ω× Ω | Ψq̄(x, y) = 1 } .

Proof. First, since γ̄ ∈ Π(ν̄+, ν̄−), we have

|γ̄|(Ω× Ω) =

∫
Ω×Ω

1 dγ̄(x, y) =

∫
Ω

1 dν̄+ = |ν̄+|(Ω) =
1

2
|ν̄|(Ω)

and thus

Wβ
p (ν̄) =

∫
Ω×Ω
|x− y|p + β dγ̄(x, y). (26)

Second, as in Lemma 3.5, there holds q̄ ∈ ∂Wβ
p (ν̄) if and only if

max
Wβ
p (ν)≤1

〈q̄, ν〉 ≤ 1, 〈q̄, ν̄〉 =Wβ
p (ν̄) (27)

due to the positive one-homogeneity of Wβ
p . Invoking Lemma 3.4, (27) holds if and only if

max
(x,y)∈Ω×Ω

Ψq̄(x, y) ≤ 1, 〈q̄, ν̄〉 =Wβ
p (ν̄).

Now, again using γ̄ ∈ Π(ν̄+, ν̄−) as well as the definition of Ψq̄, we get

〈q̄, ν̄〉 = 〈q̄, ν̄+〉 − 〈q̄, ν̄−〉 =

∫
Ω×Ω

q̄(x)− q̄(y) dγ̄(x, y) =

∫
Ω×Ω

Ψq̄(x, y) (|x− y|p + β) dγ̄(x, y).

Consequently, see also (26), 〈q̄, ν̄〉 =Wβ
p (ν̄) is equivalent to∫

Ω×Ω
(Ψq̄(x, y)− 1) (|x− y|p + β) dγ̄(x, y) = 0. (28)

Since Ψ(x, y) ≤ 1 for all (x, y) ∈ Ω × Ω the integrand above is non-positive. Hence, due to the
positivity of γ̄, (28) holds if and only if

supp γ̄ ⊂ { (x, y) ∈ Ω× Ω | Ψq̄(x, y) = 1 }

Combining the observations of Lemma 3.5 and (3.6), respectively, with Proposition 3.3, we are
finally able to prove Theorem 3.2.
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Proof of Theorem 3.2. Since the objective functional J in (P) is convex, µ̄ ∈M(Ω) is a solution
to (P) if and only if 0 ∈ ∂J(µ̄). Note that the function f = F ◦K is convex, weak*-to-strong
continuous and Gâteaux differentiable. Its Gâteaux derivative at µ ∈ M(Ω) in the direction
of δµ ∈M(Ω) is given by

f ′(µ)δµ = 〈K∗∇F (Kū), δµ〉 = −〈q̄, δµ〉.

Consequently, due to the characterization of the subgradient for Gâteaux-differentiable functions
as well as the sum rule (see [17, Prop. 5.3, Prop 5.6], for example) we arrive at

0 ∈ ∂J(µ̄)⇔ q̄ ∈ ∂‖µ̄‖
KRα,βp

.

This proves (1.)⇔ (2.) in Theorem 3.2.

Thus, it remains to show (2.) ⇔ (3.). However, this immediately follows from Proposition 3.3
taking into account Lemma 3.5 and Lemma 3.6, respectively.

Proposition 3.7. Let µ̄ be a solution to (P) and let ν̄, γ̄ as well as q̄ and Ψq̄ be as in The-

orem 3.2. Moreover, assume that there are N̄1, N̄2 ∈ N as well as finite sets {z̄i}N̄1
i=1 ⊂ Ω

and {(x̄j , ȳj)}N̄2

j=1 ⊂ Ω× Ω, respectively, with

{x ∈ Ω | q̄(x) = ±α } = {z̄i}N̄1
i=1 , { (x, y) ∈ Ω× Ω | Ψq̄(x, y) = 1 } = {(x̄j , ȳj)}N̄2

j=1 .

Then there are coefficients ζ̄i, λ̄j ≥ 0, i = 1, . . . , N̄1, j = 1, . . . , N̄2, such that

µ̄ =

N̄1∑
i=1

(q̄(z̄i)/α)ζ̄iδz̄i +

N̄2∑
j=1

λ̄jDβ(x̄j , ȳj), ν̄ =

N̄2∑
j=1

λ̄jDβ(x̄j , ȳj). (29)

Moreover there holds

γ̄ =

N̄2∑
j=1

λ̄j
δ(x̄j ,ȳj)

|x̄j − ȳj |p + β
, |µ̄− ν̄|(Ω) =

N̄1∑
i=1

ζ̄i, Wβ
p (ν̄) =

N̄2∑
j=1

λ̄j .

Proof. By assumption and Theorem 3.2, we have supp γ̄ ⊂ {(x̄j , ȳj)}N̄2

j=1, i.e., there are coeffi-

cients λ̄j ≥ 0, j = 1, . . . , N̄2, with

γ̄ =

N̄2∑
j=1

λ̄j
δ(x̄j ,ȳj)

|x̄j − ȳj |p + β
and thus ν̄ =

N̄2∑
j=1

λ̄jDβ(x̄j , ȳj)

since γ̄ ∈ Π(ν̄+, ν̄−). Now, again invoking Theorem 3.2 as well as supp(µ̄− ν̄)± ⊂ {z̄i}N̄1
i=1, yields

coefficients ζ̄i ≥ 0, i = 1, . . . , N̄1, with

α(µ̄− ν̄) =

N̄1∑
i=1

q̄(z̄i)ζ̄iδz̄i which implies |µ̄− ν̄|(Ω) =

N̄1∑
i=1

ζ̄i

as well as (29). Finally, see the proof of Theorem 3.2, recall that 〈q̄, ν̄〉 =Wβ
p (ν̄) as well as

Wβ
p (ν) = 1 for all ν =

δx − δy
|x− y|p + β

, (x, y) ∈ Ω× Ω.

Consequently, we have
N̄2∑
j=1

λ̄j = 〈q̄, ν̄〉 =Wβ
p (ν̄) ≤

N̄2∑
j=1

λ̄j

where the inequality follows from the convexity and positive one-homogeneity of Wβ
p .
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3.3 Algorithmic solution

This section is devoted to describing the application of an accelerated generalized conditional
gradient method (AGCG) to Problem (P), for which we abbreviate

B := {µ | ‖µ‖
KRα,βp

≤ 1}.

The AGCG algorithm for non-smooth minimization, see [8] for the abstract algorithm in general
Banach spaces, relies on the characterization of the extremal points and alternates between
the update of a finite set of extremal points Ak as well as of an iterate µk in cone(Ak), the
convex cone spanned by Ak. Complexity-wise, every iteration of AGCG requires the solution
of two subproblems: The minimization of a linear functional over Ext(B), to update Ak, as
well as the solution of a finite-dimensional, constrained minimization problem to improve the
iterate µk. While the latter can be done by standard methods, e.g. FISTA, interior point,
or generalized Newton methods, we show that the former is equivalent to solving two finite-
dimensional, non-convex minimization problems. Moreover, based on the abstract results in [8],
we present sufficient non-degeneracy conditions for the (fast) convergence of AGCG for (P).

3.3.1 Description of the AGCG method

For a finite, ordered set of extremal pointsA = {µj}Nj=1 ⊂ Ext(B) consider the finite-dimensional
problem

min
λ∈RN+

F

 N∑
j=1

λjKµj

+

N∑
j=1

λj (P(A))

where RN+ denotes the cone of componentwise non-negative vectors in RN and N ∈ N. The

AGCG method relies on the iterative update of the active set Ak := {µkj }
Nk
j=1 as well as of an

iterate µk satisfying

µk =

Nk∑
j=1

λkjµ
k
j , λk ∈ arg min (P(A)), λkj > 0, j = 1, . . . , Nk. (30)

Its k-th iteration can be described as follows. Given the current iterate µk in the form (30), we
first compute qk ∈ C(Ω) as well as a new candidate extremal point µ̂k ∈ Ext(B) as defined by

qk = −K∗∇F (Kµk), 〈qk, µ̂k〉 = max
µ∈Ext(B)

〈qk, µ〉.

As defined in [8], the algorithm stops with µk = µ̄ a minimizer to (P) if 〈qk, µ̂k〉 ≤ 1. Other-
wise, µ̂k is added to the active set, i.e.,

A+
k = Ak ∪ {µ̂k}.

Then, renaming A+
k = {µk,+j }

N+
k

j=1, we find the new iterate µk+1 by solving (P(A+
k )) and setting

µk+1 =

N+
k∑

j=1

λk,+j µk,+j , λk,+ ∈ arg min(P(A+
k )).

As a final step, unnecessary extremal points, i.e. those that are assigned a zero weight, are
removed from A+

k by setting

Ak+1 := A+
k \ {µ

k,+
j : λk,+j = 0}.
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This ensures (30) for k = k + 1.

In the following, we address the computation of the new extremal point µ̂k which is required for
checking the convergence of the method and the update of the active set Ak. Introducing the
auxiliary variable

Ψqk(x, y) =
qk(x)− qk(y)

|x− y|p + β
for all (x, y) ∈ Ω× Ω

this can be done by computing a global extremum of qk and a global maximum of Ψqk .

Lemma 3.8. Let µk denote the current iterate of the AGCG method and define the dual vari-
able qk = −K∗∇F (Kµk). Moreover set

Ψqk(x, y) =
qk(x)− qk(y)

|x− y|p + β
for all (x, y) ∈ Ω× Ω.

Then there holds

max
z∈Ω
|qk(z)| ≤ α, max

(x,y)∈Ω×Ω
Ψqk(x, y) ≤ 1 ⇔ max

µ∈Ext(B)
〈qk, µ〉 ≤ 1. (31)

Proof. Note that

max
µ∈Ext(B)

〈qk, µ〉 = max

max
z∈Ω
±〈qk, δz/α〉, sup

(x,y)∈Ω×Ω,
|x−y|<2α−β

〈qk,Dβ(x, y)〉


= max

max
z∈Ω

|qk(z)|
α

, sup
(x,y)∈Ω×Ω,
|x−y|p<2α−β

Ψqk(x, y)


≤ max

{
max
z∈Ω

|qk(z)|
α

, max
(x,y)∈Ω×Ω

Ψqk(x, y)

}
.

(32)

This immediately gives the “⇒” direction in (31). Now assume that maxµ∈Ext(B)〈qk, µ〉 ≤ 1.
Then, due to the second equality in (32), we have

max
z∈Ω
|qk(z)| ≤ α, sup

(x,y)∈Ω×Ω,
|x−y|p<2α−β

Ψqk(x, y) ≤ 1.

Moreover, using maxz∈Ω |qk(z)| ≤ α, we conclude

sup
(x,y)∈Ω×Ω,
|x−y|p≥2α−β

Ψqk(x, y) ≤ sup
(x,y)∈Ω×Ω,
|x−y|p≥2α−β

2α

β + |x− y|p
≤ 1.

Combining both observations, finishes the proof of the “⇐” direction.

Proposition 3.9. Let qk and Ψqk be defined as in Lemma 3.8 and assume that

max
µ∈Ext(B)

〈qk, µ〉 > 1.

Moreover, let zk ∈ Ω and (xk, yk) ∈ Ω× Ω be such that

zk ∈ arg max
z∈Ω

|qk(z)|, (xk, yk) ∈ arg max
(x,y)∈Ω×Ω

Ψqk(x, y).
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Finally set

µ̂k := sign(qk(zk))
δzk
α

if max
z∈Ω
|qk(z)| ≥ max

(x,y)∈Ω×Ω
Ψqk(x, y)

and µ̂k := Dβ(xk, yk), otherwise. Then there holds µ̂k ∈ Ext(B) and

〈qk, µ̂k〉 = max
µ∈Ext(B)

〈qk, µ〉. (33)

Proof. First note that qk 6= 0 by assumption. Then, using (32), we arrive at

max
µ∈Ext(B)

〈qk, µ〉 = max

max
z∈Ω
|qk(z)|, sup

(x,y)∈Ω×Ω,
|x−y|p<2α−β

Ψqk(x, y)


Hence, if maxz∈Ω |qk(z)| ≥ max(x,y)∈Ω×Ω Ψqk(x, y), there holds

max
µ∈Ext(B)

〈qk, µ〉 = max
z∈Ω
|qk(z)| = 〈qk, sign(qk(zk))δzk〉

and µ̂k = sign(qk(zk))δzk/α ∈ Ext(B) satisfies (33).

Now assume that
max
z∈Ω
|qk(z)| < max

(x,y)∈Ω×Ω
Ψqk(x, y). (34)

Again using (32), there holds

max
µ∈Ext(B)

〈qk, µ〉 ≤ max
(x,y)∈Ω×Ω

Ψqk(x, y) = Ψqk(xk, yk) = 〈Ψqk ,Dβ(xk, yk)〉.

Thus, to finish the proof, it suffices to show that Dβ(xk, yk) ∈ Ext(B), i.e., |xk − yk|p < 2α− β.
Due to (34), we conclude

(β + |xk − yk|p) max
z∈Ω
|qk(z)| < qk(xk)− qk(yk) ≤ 2 max

z∈Ω
|qk(z)|.

Noting that maxz∈Ω |qk(z)| > 0 finally yields the desired result,

Lemma 3.8 provides an explicit way to check the stopping criteria of the AGCG method by
computing both maxz∈Ω |qk(z)| and max(x,y)∈Ω×Ω Ψqk(x, y). Proposition 3.9 is instead allowing
to compute the newly inserted extremal point at each iteration of the AGCG method. Indeed,
if the stopping condition is not satisfied, i.e., maxµ∈Ext(B)〈qk, µ〉 > 1, then the newly inserted
extremal point can be determined from |qk(·)| and Ψqk as described in Proposition 3.9.

Following these considerations, the AGCG method described above is schematically summarized
in Algorithm 1.

Remark 3.10. We point out that the functions |qk(·)| and Ψqk are in general non-concave. Thus,
in practice, computing their global maxima exactly can be infeasible. However, strategies based
on multi-start gradient descent and heuristic rules have been successfully used and are widely
accepted for minimization problems with total variation norm regularization, see e.g. [9, 3] and
more general regularization functionals, see e.g. [20, 7]. In this paper we use a basin-hopping-
type algorithm [29] whose performance is enough to compute the maximum of |qk(·)| and Ψqk

efficiently and with satisfactory accuracy.
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Algorithm 1 Solution algorithm for (P)

Input: A0 = {µ0
j}
N0
j=1 ⊂ Ext(B).

Output: Minimizer µ̄ to (P).

1. Find λ0 by solving (P(A0)) and update

µ1 :=

N0∑
j=1

λ0
jµ

0
j , A1 := A0 \

{
µ0
j | λ0

j = 0
}
.

for k = 1, 2, . . . do

2. Given the current iterate µk and active set Ak = {µkj }
Nk
j=1 compute

qk = −K∗∇F (Kµk), Ψqk(x, y) =
qk(x)− qk(y)

|x− y|p + β
for all (x, y) ∈ Ω× Ω

as well as zk ∈ Ω and (xk, yk) ∈ Ω× Ω with

zk ∈ arg max
z∈Ω

|qk(z)|, (xk, yk) ∈ arg max
(x,y)∈Ω×Ω

Ψqk(x, y)

if maxz∈Ω |qk(z)| ≤ α, max(x,y)∈Ω×Ω Ψqk(x, y) ≤ 1 then

3. Terminate with µ̄ = µk a stationary point to (P).

else if maxz∈Ω |qk(z)|/α ≥ max(x,y)∈Ω×Ω Ψqk(x, y) then

4. Define µ̂k = sign(qk(zk))δzk/α.
else if maxz∈Ω |qk(z)|/α < max(x,y)∈Ω×Ω Ψqk(x, y) then

5. Define µ̂k = Dβ(xk, yk).
end if

6. Update the active set A+
k := Ak ∪ {µ̂k}.

5. Denoting A+
k = {µk,+}N

+
k

j=1, find λk,+ by solving (P(A+
k )) and update

µk+1 :=

N+
k∑

j=1

λkjµ
k,+
j , Ak+1 := Ak \

{
µk,+j | λk,+j = 0

}
and increment k = k + 1.

end for

3.3.2 Sublinear convergence

Theorem 3.11. Under the assumptions of the beginning of Section 3, either Algorithm 1 ter-
minates after a finite number of steps outputting a minimizer of (P), or, denoting by µk the
sequence generated by Algorithm 1, there exists a constant C > 0 such that

J(µk)− inf
µ∈M(Ω)

J(µ) ≤ C

1 + k

for all k ∈ N. Moreover, the generated sequence µk admits at least a weak* accumulation point
and every of such accumulation points are minimizers for (P). Finally, if (P) has an unique
minimizer µ̄, then the generated sequence µk converges weakly* to µ̄ as k →∞.

Proof. The proof follows from a direct application of [8, Theorem 3.4] to Algorithm 1.
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3.3.3 Linear convergence

In this section, we prove that Algorithm 1 eventually converges linearly to a minimizer of Prob-
lem (P). Reminiscent to Section 3.3.2, this statement will be derived by adapting the abstract
convergence results from [8] to the current setting. Since this is rather technical, we omit the
required proofs at this point and collect them in Appendix A. Through this section, we assume
the following:

Assumption 1. There holds:

(B1) The functional F is strongly convex around the unique optimal observation ȳ, i.e., there is
a neighborhood N (ȳ) and θ > 0 with

(∇F (y1)−∇F (y2), y1 − y2)(Y ∗,Y ) ≥ θ‖y1 − y2‖2Y for all y1, y2 ∈ N (ȳ).

(B2) There are N̄1, N̄2 ∈ N, N̄ = N̄1 + N̄2 > 0, as well as finite sets {z̄i}N̄1
i=1 ⊂ int Ω

and {(x̄j , ȳj)}N̄2

j=1 ⊂ int Ω× int Ω with

{ z ∈ Ω | q̄(z) = ±α } = {z̄i}N̄1
i=1 , { (x, y) ∈ Ω× Ω | Ψq̄(x, y) = 1 } = {(x̄j , ȳj)}N̄2

j=1 .

and 0 < |x̄j − ȳj |p < 2α− β.

(B3) For every y ∈ Y there holds K∗y ∈ Lip(Ω) and the mapping K∗ : Y → Lip(Ω) is continuous.
Moreover, we have q̄ ∈ C2(Ω), and

det
(
∇2q̄(z̄i)

)
6= 0, det

(
∇2Ψq̄(x̄j , ȳj)

)
6= 0 for all i = 1, . . . , N̄1, j = 1, . . . , N̄2.

(B4) The set {K (δz̄i)}
N̄1
i=1 ∪ {K (Dβ(x̄j , ȳj))}N̄2

j=1 is linearly independent.

Remark 3.12. By Theorem 3.2, there holds |q̄(z)| ≤ α and Ψq̄(x, y) ≤ 1 for all z ∈ Ω
and (x, y) ∈ Ω× Ω. As a consequence, every (x̄, ȳ) with Ψq̄(x̄, ȳ) = 1 necessarily satisfies

β + |x̄− ȳ|p = q̄(x̄)− q̄(ȳ) ≤ 2α,

so Assumption (B2) requires only that in addition this inequality is strict.

These assumptions imply the existence of a unique and sparse solution to (P).

Lemma 3.13. Assumptions (B2) and (B4) imply that the solution µ̄ to (P) is unique and of
the form

µ̄ =

N̄1∑
i=1

(q̄(z̄i)/α)ζ̄iδz̄i +

N̄2∑
j=1

λ̄jDβ(x̄j , ȳj)

for some coefficients ζ̄i, λ̄j ≥ 0, i = 1, . . . , N̄1, j = 1, . . . , N̄2.

Proof. For (ζ, λ) ∈ RN̄1
+ × RN̄2

+ define the parametrized measure

µ(ζ, λ) =

N̄1∑
i=1

(q̄(z̄i)/α)ζiδz̄i +

N̄2∑
j=1

λjDβ(x̄j , ȳj).

Then, due to the convexity and one-homogeneity of ‖ · ‖
KRα,βp

, we have

‖µ(ζ, λ)‖
KRα,βp

≤
N̄1∑
i=1

ζi +

N̄2∑
j=1

λj for all (ζ, λ) ∈ RN̄1
+ × RN̄2

+ .
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Together with Proposition 3.7, we conclude that every solution to (P) is of the form µ̄ = µ(ζ̄, λ̄)

where (ζ, λ) ∈ RN̄1
+ × RN̄2

+ is a minimizer to

min
(ζ,λ)∈RN̄1

+ ×R
N̄2
+

F (Kµ(ζ, λ)) +

N̄1∑
i=1

ζi +

N̄2∑
j=1

λj

 . (35)

Finally, due to the strict convexity of F as well as the linear independence assumption (B4),
the objective functional in (35) is also strictly convex. Thus, its minimizer and, as consequence,
the solution to (P), are unique.

Finally, we assume strong complementarity, i.e., the unique coefficients in Lemma 3.13 are pos-
itive:

(B5) There holds ζ̄i, λ̄j > 0, i = 1, . . . , N̄1, j = 1, . . . , N̄2.

As a consequence of Assumptions (B1)− (B5), we have the following linear convergence result.

Theorem 3.14. Let Assumptions (B1)− (B5) hold. Then Algorithm 1 either terminates after
a finite number of steps outputting a minimizer of (P), or, denoting by µk the sequence generated
by Algorithm 1, there exists a constant C > 0 such that

J(µk)− min
µ∈M(Ω)

J(µ) ≤ Cζk

for all k ∈ N large enough and some ζ ∈ (0, 1). Moreover, there holds µk
∗−⇀ µ̄.

4 Numerical examples

In this section we show that the KR-norm can be used successfully in the modelling of sparse
optimal design tasks. We consider the problem of reconstructing a signed measure µ̃ ∈ M(Ω)
from a collection of undetermined measurements y that are modelled using a linear operator
K : M(Ω) → Y mapping to a Hilbert space Y . Our goal is to design a model that is able to
incorporate additional a priori information on the location of the signed measure µ̃ using the
KR-norm. With this in mind we set up a variational problem that penalizes the fidelity to the
measurements and the KR-norm of the difference between the unknown and a given positive
reference measure µr:

inf
µ̃∈M(Ω)

γ
1

2
‖Kµ̃− y‖2Y + ‖µ̃− µr‖KRα,βp

(36)

for a suitable parameter choice γ, α, β > 0. Note that (36) can be rewritten in the form of
Section 3 by the substitution µ = µ̃− µr, obtaining the equivalent variational problem

inf
µ∈M(Ω)

γ
1

2
‖Kµ− y +Kµr‖2Y + ‖µ‖

KRα,βp
. (P)

In this formulation and assuming that the observations are approximately consistent with some
nonnegative ground truth measure (i.e. if y = Kµ† + n with µ† ≥ 0 and n small), one can
see that the negative part of the reconstructed measure µ is driven to be close to the reference
measure µr, while the nearly positive sum µ+µr is encouraged to be faithful to the measurement
y through the action of K. Moreover, depending on the choice of the weights α, β, γ, penalizing
the KR-norm of µ either favours the transport between the positive and negative parts of µ and
thus preservation of mass, or TV-like regularization and thus creation of mass. Problem (P)
can be interpreted as the reconstruction of a transport between the reference measure and a
target measure (accessed only through the measurements) where creation of mass is allowed.
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Remark 4.1. The inverse problem (36) is suitable to model various practical problems. The
reference measure µr can be thought as the initial distribution of some commodities that need to be
transported in certain quantity to locations described by the measurement y. The linear operator
K, for example, could describe either the linear diffusion of a source, the wave propagation from
a source or more generally any source-to-observation operator. Our model allows for starting
and target measures having different mass and it indicates which portion of the commodity should
be transported and which, if necessary at all, should be created in order to satisfy the demand.

In our first experiment, we consider measures defined in a 1-dimensional domain Ω = [0, 20] ⊂ R.
We restrict our attention to a measurement operatorK :M(Ω)→ R30 that is mapping a measure
µ ∈M(Ω) to the distributional solution of the heat equation in R with source µ, i.e.{

∂tu−∆u = 0 in (0, T )× R
u(0) = µ

(37)

evaluated at time T = 0.045 and at locations {x1, . . . , x30} evenly spaced in [0, 20]. Note that
in (37) the source µ has to be interpreted as the extension by zero of µ ∈ M(Ω) to R. In this
setting K :M(Ω)→ R30 can be computed through the convolution with the heat kernel as

(Kµ)i =
1√
4πT

∫
Ω
e
−|xi−y|

2

4T dµ(y)

for i = 1, . . . , 30. Choosing F (µ) = γ 1
2‖Kµ− y +Kµr‖22 for a given measurement y ∈ R30, it is

easy to verify that both F and K satisfy the assumptions of Section 3. We consider as reference
measure µr = 2.8δ7 + 2.8δ13 and as measurement y ∈ R30 the vector Kµ†, where µ† =

∑30
i=1 δxi .

Finally, the parameters regulating the effect of the KR-norm penalization are set to be γ = 60,
α = 0.9, β = 0.4 and p = 1. We run Algorithm 1 until the stopping criteria

max

(
max
z∈Ω

|qk(z)|
α

, max
(x,y)∈Ω×Ω

Ψqk(x, y)

)
≤ 1 + ε (38)

is satisfied (see Lemma 3.8), where we set ε = 10−10, which was attained after around 65
iterations. Figure 1 reports the reconstruction obtained with these parameter choices. The
red stems are the Dirac deltas, the blue ones are the rescaled dipoles, the green ones represent
the reference measure µr and the crosses are the magnitude of the reconstructed measurements
Kµk at the locations xi, which would equal y − Kµr if the reconstruction were perfect. We
remark that, under this parameter choice, the reconstructed measure is made of dipoles in the
proximity of the reference measure and of Dirac deltas far from it. This is the effect of the
KR-norm penalization that is encouraging transport for measurements close to the reference
measure and creation of mass far from the reference measure.

In Figure 2 we graph the approximate residual r̂(µk) defined as

r̂(µk) := F (Kµk) +

Nk∑
j=1

λkj −
(
F (Kµk̄) +

Nk̄∑
j=1

λk̄j

)
(39)

where µk =
∑Nk

j=1 λ
k
jµ

k
j is the k-th iteration and µk̄ =

∑Nk
j=1 λ

k̄
jµ

k̄
j is the output of the algorithm

produced at the k̄-th iteration. Note that r̂(µk) is approximately an upper bound of the true
residual r(µk) = J(µk)− infµ∈M(Ω) J(µ). Indeed, Theorem 3.11 together with [8, Theorem 4.4]

guarantees that the quantity F (Kµk̄) +
∑Nk̄

j=1 λ
k̄
j approximates infµ∈M(Ω) J(µ). Moreover the

one-homogeneity and the subadditivity of the KR-norm implies that J(µk) ≤ F (Kµk)+
∑Nk

j=1 λ
k
j .

As shown on the convergence graph in Figure 2, the rate of convergence is at least linear in
practice. This is theoretically ensured by Theorem 3.14 provided Assumptions (B1)–(B5) in
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Figure 1: Reconstruction of a minimizer of (P) by the application of Algorithm 1, with the crosses
depicting Kµk̄.
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Figure 2: Plot of the approximate residual r̂(µk) in logarithmic scale.
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Figure 3: On the left the rescaled dual variable q̄(z)/α computed in the output of Algorithm 1. On the
right q̄(z)/α and its second derivative. The vertical dotted lines, both on the left and on the right figure,
represent the location of the Dirac deltas appearing in the output of Algorithm 1.

Section 3.3.3 are fulfilled. Clearly (B1) is verified by our choice of F . Since, we do not know
the explicit minimizer, in order to verify the validity of (B2) and (B3) we consider the dual
variable q̄ of the output of Algorithm 1, we plot the functions q̄, Ψq̄ and we compute their
second derivatives. Figure 3 and Figure 4 shows that q̄ = α precisely on the location of the
Dirac deltas of the output measure µk̄ and Ψq̄ = 1 on the location of its dipoles. Moreover,
Figure 3 demonstrates that q̄′′(z) < 0 on the Dirac deltas and Figure 4 reports the values of
det
(
∇2Ψq̄

)
on the dipoles, showing that they are strictly positive, and the singular values of the

matrix constructed from {K (δz̄i)}
N̄1
i=1 and {K (Dβ(x̄j , ȳj))}N̄2

j=1 to check their linear independence
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Figure 4: On the left the plot of Ψq̄. The dotted lines are drawn for each dipole in the output measure
of the algorithm. On the right, to demonstrate assumptions (B3) and (B4), a table with the location of
each dipole and the corresponding det

(
∇2Ψq̄

)
, and the singular values of the matrix constructed from

{K (δz̄i)}
N̄1

i=1 and {K (Dβ(x̄j , ȳj))}N̄2

j=1.

and ensuring Assumption (B4). Finally, it is easy to verify that for y ∈ R30

z 7→ K∗y(z) =
1√
4πT

30∑
i=1

e−
|xi−z|

2

4T yi ∈ Lip(Ω)

and the mapping K∗ : R30 → Lip(Ω) is continuous as required in (B3)

As second experiment we consider infinite dimensional measurements of the same convolution
with the heat kernel, so that K :M(Ω)→ L2(Ω) for Ω = [0, 20] is now defined as

(Kµ)(x) =
1√
4πT

∫
Ω
e
−|x−y|2

4T dµ(y) x ∈ Ω.

We choose F (µ) = γ 1
2‖Kµ − y + Kµr‖2L2(Ω) with reference measure µr = 1.5δ8 + 1.5δ12 and

measurement y(x) = sin(πx4 ) + 1. The parameters are set to be γ = 4, α = 0.8, β = 0.3 and
p = 1. We run Algorithm 1 until the stopping criteria (38) is satisfied with ε = 10−6, which was
attained after around 190 iterations. Figure 5 reports the reconstruction obtained with these
parameter choices while Figure 6 shows the dual variable of the output of the algorithm and the
convergence graph of the approximate residual defined in (39).

All of the previous experiments are carried out on Python3 on a MacBook Pro with 8 GB RAM
and an Intel®Core™ i5, Quad-Core, 2.3 GHz.

A Proofs for Section 3.3.2

In this section, we collect the necessary auxiliary results for the proof of Theorem 3.14 by apply-
ing the results of [8]. For this purpose, we keep using the notation B := {µ | ‖µ‖

KRα,βp
≤ 1} and

further introduce B := Ext(B)
∗
. Since the predual space C(Ω) is separable, B is weak* compact

and there exists a metric dB which metrizes the weak* topology on B, see [10, Theorem 3.29].
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Figure 5: Reconstruction of a minimizer of (P) for infinite dimensional measurements by the application
of Algorithm 1, with a continuous plot showing Kµk̄.
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Figure 6: On the left the rescaled dual variable q̄(z)/α computed for the output of Algorithm 1. On the
right the approximate residual r̂(µk) in logarithmic scale.

Lemma A.1. We have

B = { (σ/α)δz | σ ∈ {−1,+1}, z ∈ Ω }
∪ {Dβ(x, y) | (x, y) ∈ Ω× Ω, 0 ≤ |x− y|p ≤ 2α− β }.

Proof. By the characterization of Ext(B) we first observe that

B = { (σ/α)δz | σ ∈ {−1,+1}, z ∈ Ω }∗

∪ {Dβ(x, y) | (x, y) ∈ Ω× Ω, 0 < |x− y|p < 2α− β }∗.

Now, let µk = (σk/α)δzk , σk ∈ {−1, 1}, zk ∈ Ω, k ∈ N, denote a weak* convergent sequence with
limit µ̄. Then, due to the compactness of Ω, there exists a subsequence, denoted by the same
symbol, with

(σk, zk)→ (σ̄, z̄) for some (σ̄, z̄) ∈ {−1, 1} × Ω.

Setting µ̃ = (σ̄/α)δz̄, the associated sequence of measures satisfies

〈q, µk〉 = (σ/α)q(zk)→ (σ̄/α)q(z̄) = 〈q, µ̃〉 for all q ∈ C(Ω).

Since weak* limits are unique, µ̄ = µ̃ follows.

Similarly, we see that any weak* convergent sequence µk = Dβ(xk, yk) with

(xk, yk) ∈ Ω× Ω, 0 < |xk − yk|p < 2α− β

necessarily satisfies µk
∗−⇀ Dβ(x̄, ȳ) for some (x̄, ȳ) ∈ Ω × Ω with 0 ≤ |x̄ − ȳ|p ≤ 2α − β. This

finishes the proof.
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In order to apply the abstract convergence result of [8], we have to check some structural
assumptions. First, we show that, due to Assumption (B2), the linear problem

max
µ∈B
〈q̄, µ〉

admits finitely many maximizers and all of them are extremal points.

Lemma A.2. Let Assumption (B2) hold. Then we have

arg max
µ∈B

〈q̄, µ〉 = {(sign(q̄(z̄i))/α)δz̄i}
N̄1
i=1 ∪ {Dβ(x̄j , ȳj)}N̄2

j=1 .

Proof. Define

D :=
{

(sign(q̄(z̄i))/α)δz̄i
}N̄1

i=1
∪ {Dβ(x̄j , ȳj)}N̄2

j=1 .

By assumption, D is nonempty and there holds 〈q̄, µ〉 = 1 for all µ ∈ D. Moreover, since q̄ is the
unique dual variable for Problem (P) and ‖ · ‖

KRα,βp
is positively one-homogeneous, we conclude

max
µ∈B
〈q̄, µ〉 = 1 and thus D ⊂ arg max

µ∈B
〈q̄, µ〉

The inverse inclusion follows immediately from Assumption (B2) which gives

max
z
|q̄(z)| ≤ α, max

(x,y)
Ψq̄(x, y) ≤ 1,

as well as noting that

〈q̄, σδz〉 = 1 for σ ∈ {−1, 1} and z ∈ Ω implies |p(z)| = α, and

〈q̄, Dβ(x, y)〉 = 1 with 0 ≤ |x− y| ≤ 2α− β is equivalent to Ψ(x, y) = 1.

For abbreviation, set

µ̄1
i = (sign(q̄(z̄i))/α)δz̄i , µ̄

2
j = Dβ(x̄j , ȳj) for all i = 1, . . . , N̄1, j = 1, . . . N̄2.

Second, we have to show the existence of dB-neighborhoods U1
i of µ̄1

i and U2
j of µ̄2

j in B, respec-
tively, as well as of a mapping g : Ext(B)× Ext(B) and θ, CK > 0 with

‖K(µ− µkj )‖Y ≤ CK g(µ, µkj ) and 1− 〈q̄, µ〉 ≥ θ g(µ, µkj )
2 (40)

for all j = 1, . . . , N̄k, k = 1, 2, and all µ ∈ Ukj ∩ Ext(B). We claim that this satisfied for

g(µ1, µ2) :=


|z1 − z2|+ |σ1 − σ2| µ1 = σ1δz1 , µ1 = σ2δz2 , z1, z2 ∈ Ω, σ1, σ2 ∈ {−1, 1}∣∣∣∣∣
(
x1 − x2

y1 − y2

)∣∣∣∣∣ µ1 = Dβ(x1, y1), µ2 = Dβ(x2, y2), (x1, y1), (x2, y2) ∈ Ω× Ω

0 else

.

The proof is split into two parts. First, we characterize open dB-neighborhoods around the
associated extremal points.

Lemma A.3. For 0 < R define the sets

U1
i (R) := { (sign(q̄(z̄i))/α)δz | z ∈ BR(z̄i) } for all i = 1, . . . , N̄1,

as well as

U2
j (R) := {Dβ(x̄j , ȳj) | (x, y) ∈ BR(x̄j)×BR(ȳj) } for all j = 1, . . . , N̄2.

Then U1
i (R) is a dB-neighborhood of (sign(q̄(z̄i)/α)δz̄i, i = 1, . . . , N̄1, and Ū2

j (R) is a dB-

neighborhood of Dβ(x̄j , ȳj), j = 1, . . . , N̄2. Moreover, for every R > 0 small enough, there
holds U1

i (R), U2
i (R) ⊂ Ext(B).
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Proof. Let indices i ∈ {1, . . . , N̄1} and j ∈ {1, . . . , N̄2} be arbitrary but fixed. We first show
the claimed statement for Ū2

j . Noting that (B, dB) is a metric space, it suffices to show that

any sequence {µk}k ⊂ B with µk
∗−⇀ Dβ(x̄j , ȳj) eventually lies in Ū2

j for all k ∈ N large enough.
For this purpose, assume that {µk}k admits a subsequence, denoted by the same symbol, of
the form µk = (σk/α)δzk for some σk ∈ {−1, 1}, zk ∈ Ω. Then, by possibly selecting another

subsequence, we get µk
∗−⇀ (σ̄/α)δz̄ for some σ̄ ∈ {−1, 1}, z̄ ∈ Ω. Noting that weak* limits

are unique and σ̄δz̄ 6= Dβ(x̄j , ȳj) yields a contradiction. In the same way, we exclude the
existence of a subsequence with µk = 0 for all k. Hence, for all k ∈ N large enough, we
have µk = Dβ(xk, yk) for some (xk, yk) ∈ Ω × Ω with 0 < |xk, yk| ≤ 2α − β. By a similar
contradiction argument, (xk, yk)→ (x̄j , ȳj) has to hold. Thus, for every k ∈ N large enough, we
have (xk, yk) ∈ BR2(x̄j , ȳj) and thus µk ∈ Ū2

j , finishing the proof. The openness of Ū1
j follows

by similar argument. In fact, if {µk}k ⊂ B satisfies

µk
∗−⇀ (sign(q̄(z̄i)/α)δz̄i ,

then µk = (σk/α)δzk , σk ∈ {−1, 1}, zk ∈ Ω for all k large enough since µ̄1
i 6= Dβ(x, y) for

every (x, y) ∈ Ω × Ω. Moreover, from [8, Lemma 3.16], we get σk = for all k ∈ N large
enough. Finally, if there is a subsequence of {zk}k, denoted by the same symbol, with zk → z̄
with z̄ 6= z̄i, then we can choose ϕ ∈ C(Ω) satisfying ϕ(z̄) = 0 and ϕ(z̄i) = 1. For the
corresponding subsequence of measures µk, we then obtain

〈ϕ, µk〉 = (σk/α)ϕ(zk)→ (sign(q̄(z̄i))/α)ϕ(z̄) = 0 6= 〈ϕ, µ̄i〉

yielding a contradiction and thus z̄ = z̄i.

Next we prove the Lipschitz and quadratic growth properties from (40).

Lemma A.4. There are R1, CK > 0 with

‖K(µ− µ̄`j)‖Y ≤ CK g(µ, µ̄`j)

for all µ ∈ U `j (R1), j = 1, . . . , N̄`, ` = 1, 2.

Proof. By assumption, K∗ : Y → Lip(Ω) is continuous. As a consequence, we immediately get

‖K(δz − δz̄i)‖Y = sup
‖v‖Y ≤1

〈K∗v, δz − δz̄i〉 = sup
‖v‖Y ≤1

[[K∗v](z)− [K∗v](z̄i)]

≤ ‖K∗‖Y,Lip|z − z̄i|

for all z ∈ Ω. For Dβ(x̄j , ȳj) we can argue similarly. For this purpose, if R1 > 0 is small enough,
we have

|x̄i − ȳi|p − |x− y|p ≤ c
∣∣∣∣(x− x̄jy − ȳj

)∣∣∣∣
for all (x̄i, ȳi) ∈ BR(x̄j)×BR(ȳj) since |x̄i − ȳi| > 0. As a consequence, we get

‖K(Dβ(x, y)−Dβ(x̄j , ȳj))‖Y = sup
v∈Y
〈K∗v,Dβ(x, y)−Dβ(x̄j , ȳj)〉

= sup
y∈Y

[
[K∗v](x)− [K∗v](y)

β + |x− y|p
− [K∗v](x̄j)− [K∗v](ȳj)

β + |x̄j − ȳj |p

]
≤ D1 +D2

where we abbreviate

D1 :=
‖K∗‖Y,Lip(|x− x̄j |+ |y − ȳj |)

β + |x̄j − ȳj |p
≤ c

∣∣∣∣(x− x̄jy − ȳj

)∣∣∣∣
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as well as

D2 :=

(
1

(β + |x− y|p)
− 1

(β + |x̄j − ȳj |p)

)
([K∗v](x)− [K∗v](y))

≤ 2‖K∗‖Y,C
(

|x̄j − ȳj |p − |x− y|p

(β + |x− y|p)(β + |x̄j − ȳj |p)

)
≤

2c‖K∗‖Y,C
β2

∣∣∣∣(x− x̄jy − ȳj

)∣∣∣∣ .
The claimed statement then follows by definition of U1

i (R1) and U2
j (R1) from Lemma A.3 and

noting that
g(µ, µ̄1

i ) = |z − z̄i| for all µ = sign(q̄(z̄i))δz ∈ U1
i (R1)

as well as

g(µ, µ̄2
j ) =

∣∣∣∣(x− x̄jy − ȳj

)∣∣∣∣ for all µ = Dβ(x, y) ∈ U2
i (R1).

Since all involved constants are independent of i and j, respectively, we conclude.

Proposition A.5. Let Assumption (B3) hold. Then there are θ > 0 and a radius 0 < R2 with

1− 〈q̄, µ〉 ≥ θ g(µ, µ̄`j)
2 for all µ ∈ U `j (R2),

and j = 1, . . . , N̄`, ` = 1, 2.

Proof. Since z̄i ∈ int Ω is a global extremum of q̄ and (x̄j , ȳj) ∈ int Ω× int Ω is a global maximum
of Ψq̄, we have ∇q̄(z̄i) = 0 and ∇Ψq̄(x̄j , ȳj) = 0, respectively. Using the non-degeneracy of the
associated Hessians, see Assumption (B3), and the continuity of q̄, we conclude the existence
of R2 > 0 as well as of θ > 0 with

sign(q̄(z)) = sign(q̄(z̄i)), 1− |q̄(z)|/α ≥ θ |z − z̄i|2 for all z ∈ BR2(z̄i),

as well as

1−Ψq̄(x, y) ≥ θ
∣∣∣∣(x− x̄jy − ȳj

)∣∣∣∣2 for all (x, y) ∈ BR2(x̄j , ȳj),

by Taylor’s expansion. This implies

1− 〈q̄, µ1〉 = 1− sign(q̄(z))q̄(z)/α = 1− |q̄(z)|/α ≥ θ |z − z̄i|2 = θ g(µ1, µ̄i)
2,

as well as

1− 〈q̄, µ2〉 = 1−Ψq̄(x, y) ≥ 1− |q̄(z)|/α ≥ θ
∣∣∣∣(x− x̄jy − ȳj

)∣∣∣∣2
for all

µ1 = (sign(q̄(z̄i))/α)δz ∈ U1
i (R2) and µ2 = Dβ(x, y) ∈ U2

j (R2). (41)

By Lemma A.3, all elements of U1
i (R2) and U2

i (R2), respectively, are of the form (41), thus
finishing the proof.

Summarizing the previous observations, we conclude Theorem 3.14 using the results of from [8]:

Proof of Theorem 3.14. Summarizing our previous observations, we have that:

• The function F is strongly convex around the optimal observation ȳ, see Assumption (B2).

• According to Lemma A.2, there exists {µ̄j}N̄j=1 ⊂ Ext(B) with maxµ∈B〈q̄, µ〉 = {µ̄j}N̄j=1.
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• The set {µ̄j}N̄j=1 is linearly independent, see Assumption (B4).

• The unique solution ū =
∑N̄

j=1 γ̄jµ̄j satisfies γ̄j > 0, see Assumption (B5).

• There are dB-neighborhoods Uj of µ̄j for j = 1, . . . , N̄ , a function g : Ext(B)×Ext(B)→ R
and CK , θ > 0 with

‖K(µ− µ̄j)‖Y ≤ CK g(µ, µ̄j), 1− 〈q̄, µ〉 ≥ θ g(µ, µ̄j)
2 for all µ ∈ Uj ∩ Ext(B).

Consequently, the assumptions of [8, Theorem 3.8] are satisfied, and applying it we conclude the
linear convergence of Theorem 3.14.
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