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Abstract
There is a considerable interest in understanding transient human upper airway aerodynamics, especially in view of assessing
the effects of various ventilation therapies. Experimental analyses in a patient-specific manner pose challenges as the upper
airway consists of a narrow confined region with complex anatomy. Pressure measurements are feasible, but, for example,
PIV experiments require special measures to accommodate for the light refraction by the model. Computational fluid
dynamics can bridge the gap between limited experimental data and detailed flow features. This work aims to validate the
use of combined lattice Boltzmann method and a large eddy scale model for simulating respiration, and to identify clinical
features of the flow and show the clinical potential of the method. Airflow was computationally analyzed during a realistic,
transient, breathing profile in an upper airway geometry ranging from nose to trachea, and the resulting pressure calculations
were compared against in vitro experiments. Simulations were conducted on meshes containing about 1 billion cells to
ensure accuracy and to capture intrinsic flow features. Airway pressures obtained from simulations and in vitro experiments
are in good agreement both during inhalation and exhalation. High velocity pharyngeal and laryngeal jets and recirculation
in the region of the olfactory cleft are observed.
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1 Introduction

The human nasal airways provide the body with oxygen-
rich air during inhalation and remove carbon dioxide-rich
air during exhalation. In addition to this, the nose heats,
humidifies, and filters inhaled air, and allows for the sense
of smell. All of these functions depend strongly on the
flow field in the nasal cavity which therefore has received
considerable attention over the last decades. Nasal flow
has been visualized by using smoke particles in air-filled
models and by using dye in liquid-filled models, but this
method is only qualitative and not quantitative [10]. More
recently, velocities were measured experimentally using
various forms of particle image velocimetry (PIV) [7, 40,
41, 50]. Although detailed information can be obtained
from these measurements, the time and effort needed to
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construct PIV models and to perform the experiments are
considerable. As a result, computational fluid dynamics
(CFD) has risen as a potential alternative that can give
quantitative information about the flow in nasal cavities [7,
10, 32].

Riazuddin et al. [36] simulated several steady inspiratory
and expiratory flows through the nasal cavity, assuming the
flow to be laminar up to 15 L/min and using a turbulence
model at higher flow rates. Recirculation was observed in
the olfactory region during inhalation, and in the posterior
region of the nasal cavity during exhalation. Fomin et al.
[14] simulated inhalation by prescribing constant pressure
differences, showing that the inspiratory flow fields differed
significantly between three nasal geometries. The variation
of the nasal airflow pattern with nasal morphology was
confirmed in other computational studies [51, 52]. A study
on the steadiness of flow in the nasal cavity revealed that
steady and unsteady pressure losses are different, although
the difference could be neglected around higher mass fluxes
(i.e., near the inspiratory and expiratory peaks) [23]. Lee
et al. [30] confirmed and quantified the differences between
steady and unsteady computations with a large eddy scale
(LES) model.

Many studies focused on the nasal cavity only, but
also other parts of the upper airway have been studied.
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Wang et al. [48] simulated a sinusoidal breathing pattern
in a model ranging from nose to triple bifurcation (without
sinuses), showing that flow in the trachea and pharynx was
different during inhalation (along posterior of airway) than
exhalation (along centreline). In [49], three realistic models
from nose to trachea are shown to have different flow fields
during steady inhalation. The heat transfer within the upper
airway has been simulated both during inhalation of hot air
[16] and during respiration in air at room temperature [34].
Other studies focused on oral breathing in idealized [6, 8, 9]
or realistic [43] models from mouth to trachea, showing that
the glottis greatly influences the flow field.

Most of the CFD simulations assumed either laminar
flow or turbulent flow described by the Reynolds-
averaged Navier-Stokes (RANS) equations supplemented
with turbulence models. However, the averaging procedure
reduces the accuracy of the simulations. Xu et al. [50]
performed RANS simulations and compared the flow
in the trachea obtained with three different turbulence
models to PIV experiments. The results show that the best
model differed both with tracheal cross-section and flow
rate during inhalation, but that there was little difference
between the turbulence models during exhalation. It is noted
that the flow fields were only compared in the trachea,
whereas the effects of turbulence during exhalation are
especially expected from the larynx upwards [8, 9, 50].
Mihaescu et al. [33] showed that (steady) RANS simulations
could not reproduce relevant flow features in the airway, and
suggested that LES simulations should be preferred.

Although computational studies have proven to be use-
ful to better understand the flow phenomenon in the nasal
cavity [36], only very few studies have used the preferred
LES or direct numerical simulation (DNS). The large differ-
ences observed in the flow patterns in different geometries
justify the simulation of new geometries, especially since
the velocity field in an averaged geometry was quite dif-
ferent from individual geometries [5]. In particular, there is
a lack of unsteady simulations with a full breathing cycle
using LES or DNS, which will therefore be the scope of
this study.

All of the above-mentioned studies employed the finite
volume method (FVM), but the required generation of the
boundary conforming meshes in the nasal cavity with its
complex geometry and narrow flow channels is cumber-
some and time consuming [10]. Moreover, the detailed cap-
ture of flow features requires a fine grid in the simulations,
which consequently requires deployment of a method that
can scale well on massively parallel supercomputers. The
lattice Boltzmann method (LBM), being an explicit numer-
ical scheme, allows for excellent scalability on supercom-
puters [26]. The staircase approximation at the boundaries,
while problematic has been circumvented by recent devel-
opments in higher order wall boundary conditions within

the LBM [4]. The LBM itself and the solver employed
in this study, Musubi, have also been validated in previ-
ous work [25] against the nozzle benchmark set by the US
food and drug administration (FDA). A comparison of LBM
to FVM for laminar, incompressible, and steady inhalation
and exhalation showed that LBM is indeed a well-suited
candidate for efficient flow prediction [15]. Lintermann
et al. [32] used LBM to compare the pressure loss, wall
shear stress, and heating capability in three different nasal
geometries during steady inhalation, again showing large
differences between the geometries. Although LBM is able
to resolve very small scales, it may be combined with LES
to reduce computational effort and still yield high resolution
flow fields. This combination was used to simulate con-
stant inhalation and exhalation in the nasal cavity and shown
to be in good agreement with FVM solutions [13]. Berger
et al. [2, 3] used LBM/LES in a pre-operative surgical pre-
diction tool with constant breathing flow rates in the nasal
cavity, demonstrating that fast and accurate solutions are
obtained. Combined LBM/LES is considered an excellent
computational method to accurately and efficiently com-
pute transient upper airway flows, but it has, to the authors’
knowledge, not been used before in this application.

The objective of this work is twofold. The first objective
is to validate the use of combined LBM/LES for simulating
dynamic respiration in a realistic upper airway geometry
against experiments. The second objective is to use the high
resolution flow fields to identify important clinical features
of the flow and show the clinical potential of the method.

The present study presents numerical simulations of a
full breathing cycle in an upper airway geometry down to
the trachea using a combination of LBM and LES. The
simulations have been validated by comparing computed
pressure data with pressure data obtained from laboratory
experiments on a 3D-printed version of the airway geometry
considered. First, the airway geometry is presented in
Section 2, and then LBM/LES (Section 2.1) and the experi-
mental setup (Section 2.2) are described. In Section 3, the
numerical and experimental data are presented and compa-
red, and the accuracy is analyzed. Finally, the flow field and
its clinical relevance are discussed in Section 4.

2Methods

This work focuses on the respiratory flow in the human
upper airway from nose to trachea. The first part of the
upper airway is the nasal cavity, which is a very complex
anatomical structure. The visible nose is only about a third
of the whole cavity. The nasal cavity as a whole consists of
two chambers which are about 50 mm high and 100 mm
long, making up for a total surface area of 15,000 mm2 and
a total volume of 15 mL. The nose is enclosed with sinuses,
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Fig. 1 Side and bottom views of
the upper airway. The image
represents the fluid domain
which was used for
computations. The various
points indicate the probes where
pressure was measured in
experiments and simulations for
comparison, and the names of
the different airway regions are
indicated

which under normal circumstances are filled with air that
undergoes a full change every few hours. The airflow in the
nose is controlled by the shape of the internal passages. The
two nasal cavities merge in the nasopharynx. The geometry
then diverges towards the oropharynx, where the mouth is
connected to the airway. In this work, a geometry is used
where the oral connection is closed, and hence the mouth is
not present. The geometry converges towards the larynx and
diverges again towards the trachea.

A freely available 3D surface model of an adult male
with closed mouth, based on a CT scan, was obtained in
STL format from [11]. Author permission was granted to
modify and use the geometry for research purposes. The
used (modified) geometry is shown in Fig. 1.

2.1 Computational method

2.1.1 Governing equations

A fluid flow in the nasal cavity can be described by the
Navier-Stokes equations (NSE):

∂

∂t
(ρui) +

3∑

j=1

[
∂

∂xj

(ρuiuj ) − ∂σij

∂xj

]
− ρgi = 0, ∀(x, t)

(1)

where u is the fluid velocity, ρ the density, g the
gravitational acceleration, and σ the stress tensor. An
additional condition for a divergence-free velocity field is
employed in an incompressible flow:

3∑

j=1

∂uj

∂xj

= 0. (2)

This work employed the LES turbulence model. In LES,
only flow structures on a large scale are resolved directly
while the smaller structures are considered residual and
need to be modelled adequately. The residual scales are
separated from the resolved scales by applying a filter to the
unknown quantities [31]. Applying the filtering process to
the NSE and collecting the additionally obtained quantities
into a residual stress tensor τ r leads to the filtered equations
of motion for incompressible, Newtonian fluids for the
filtered quantities φ̄.

The LBM is based on the mesoscopic representation of
movement of fictitious particles. Each of these particles
has discrete velocities and they collide and stream to relax
towards a thermodynamic equilibrium. The lattice Boltz-
mann (LB) equation recovers the NSE under the continuum
limits of low Mach and Knudsen numbers. Evolution of the
particles over time is described by the LB equation with the
multi-relaxation time (MRT) collision matrix:

fi(r+ciδt, t +δt) = fi(r, t)+�ij

(
f e

i (r, t) − fi(r, t)
)
(3)

where fi represents the density distributions of particles
which are moving with discrete velocity ci at a position r
at time t. The indices which run from i = 1. . .Q denote
the links per element, i.e., the discrete directions, depending
on the chosen stencil (D3Q19 in this work). The collision
matrix Ωij defines relaxation of various modes of the
distribution functions fi towards an equilibrium f e

i :

f e
i = wiρ

(
1 + ci · u

c2s
− u2

2c2s
+ 1

2

(ci · u)2

c4s

)
(4)

where wi are the weights for each discrete link, cs is the
reference speed of sound in LBM obtained by integration of
the discrete Boltzmann equation along characteristics, and
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u is the fluid velocity. The time step in LBM is coupled with
the grid size by δt ∼ δx2 due to diffusive scaling which is
employed to recover the incompressible NSE. Details on the
computation of macroscopic quantities from LBM can be
found elsewhere [42].

In LBM, the LES model is implemented by adding visco-
sity via locally increasing the relaxation parameter ω, which
damps short wave-length oscillations. Detailed implementa-
tions of this model are described by Krafczyk et al. [29] and
Hasert [19]. The (MRT) collision operator of the LB equa-
tion was employed to ensure stability. A detailed validation
of the LBM solverMusubi for the simulation of physiologic
flows has been described by Jain [25].

2.1.2 The simulation framework

The employed simulation tool-chain is contained in the
end-to-end parallel framework APES (adaptable poly engi-
neering simulator) [28, 38].1 Meshes are created using
the mesh generator Seeder [17] and computations are car-
ried out using the LBM-based solver Musubi [20]. Musubi
writes out binary files containing physics information to the
disk. These files are converted to the visualization toolkit
(VTK) format by the post-processing tool Harvester, which
is contained within the APES framework. The open source
visualization tool Paraview2 is then used to visualize the
physics of flow. The data for plots is written out by Musubi
as ASCII files that are plotted using the Matplotlib plotting
library within the Python programming language.

The 3D model of the upper airway is shown in Fig. 1.
Pressure was probed at various points shown in the image
and was then compared in both experiments and simula-
tions. The 3Dmodel in STL format was fed to the mesh gen-
erator Seeder that created volume meshes and saved them to
the disk. A higher order wall boundary condition described
by Bouzidi et al. [4] was prescribed at the walls of the nasal
cavity to reduce the influence of staircase artifacts in LBM
and ensure rotational symmetry of the D3Q19 lattice. Previ-
ous works have shown that a combination of higher spatial
resolution and this boundary condition negates the influ-
ence of staircase approximations [26]. An in vivo measured
breathing waveform of a healthy 24-year-old male was
obtained from literature [45]. The breathing profile was
scaled to take 4 s, and the resulting flow-time curve is shown
in Fig. 2. Throughout this work, exhalation is defined as
positive and inhalation is denoted with negative flow rates.
A velocity profile corresponding to the breathing cycle was
used as inlet boundary condition while a zero pressure was
maintained at the outlet. Note that during inhalation the

1https://apes.osdn.io
2https://www.paraview.org
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Fig. 2 The breathing profile used as inflow boundary condition in
the simulations. The black (negative) part shows the inhalation phase
while the blue (positive) part of the cycle shows the exhalation
phase

nostrils are the inlet and the trachea is the outlet, whereas
this is reversed during exhalation. For exhalation, the pres-
sures were shifted afterwards to obtain atmospheric nostril
pressure throughout the breathing cycle. The inhalation
phase of the breathing cycle takes about 1.78 s from the total
breathing cycle. Peak inhalation occurs at 0.98 s with a flow
rate of −22.13 L/min. During this peak, the velocity inlet in
the left and right nostrils reaches about 1589 mm/s and 1071
mm/s respectively. This corresponds to a Reynolds number
of 1411 and 680 in the left and right nostril respectively.
The exhalation phase takes 2.216 s. The peak flow occurs at
1.168 s during exhalation resulting in a volume flow rate of
16 L/min. This corresponds to a maximum inlet velocity of
2955 mm/s at the trachea.

2.1.3 Boundary conditions

During exhalation, the inlet velocity profile at the trachea
was prescribed to be fully developed (i.e., parabolic). Dur-
ing inhalation, flow was prescribed to have a uniform velo-
city profile at the nostrils. The inspiratory flow was divided
over both nostrils such that the pressure at both nostrils
was equal. The required flow ratio was determined from
low Reynolds number simulations. At peak inhalation, 62%
of the flow was prescribed to the left nostril. Flow was
allowed to develop for one cycle and the characteristics were
analyzed during the second breathing cycle. A mesh conver-
gence study was carried out as described in the Appendix,
and it was found that spatial and temporal resolutions of
approximately 48 μm and 0.62 μs respectively would be
required for accurate simulations of flow dynamics during
unassisted breathing. This resolution resulted in about 925
million lattice sites. Due to the high Reynolds number in the

https://apes.osdn.io
https://www.paraview.org
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flow, a full direct numerical simulation (DNS) would have
required about 2.6 billion cells [25]. In a set of simulations
performed with a lower Reynolds number, it was observed
that only some small regions had large fluctuations, an
observation that negated the need for a fully resolved DNS.
Hence, a LES turbulence model was employed within the
LBM framework using the Smagorinsky model.

2.2 Experimental method

The computations were compared to lab experiments on a
3D-printed version of the geometry, which was described
in detail in previous works [21, 22]. A total of 23 pressure
locations, with approximately 10 mm spacing, were added
to the original (digital) model: 6 in both sides of the nasal ca-
vity and the remaining 11 in the nasopharynx to trachea.
The reader is referred to [21] for details about the placement
of the pressure taps in the model and the 3D-printing. The
post-processed 3D-printed geometry is shown in Fig. 3.
Data was recorded using two pressure scanners (NetScanner
model 9216, Measurement Specialities, Les Clayes-sous-
Bois, France), with a sampling time of 6 ms (167 Hz).

A breathing simulator was connected to the trachea of
the 3D-printed model to simulate respiration. The brea-
thing simulator consisted of a pneumatic cylinder rigidly
connected to a linear motor, as was described in a previous
study [22]. The motion of the motor in time was prescribed,
such that the volume displaced by the pneumatic cylinder
matched the desired breathing profile. Similar to a previous
study, the pressure was recorded while repeating the
breathing pattern for 100 s to obtain approximately 25
breathing cycles [21]. A low-pass filter of 2.5 Hz (ten times
the breathing frequency) was applied to the data [22]. The
experimental pressures were calculated as the average of
the individual full breathing cycles in the 100 s measure-
ment [21].

2.3 Flow characterizationmethod

The numerical and experimental flows were compared ba-
sed on the pressures at the different pressure locations. The
pressures were compared based on the maximum (exha-
lation) or minimum (inhalation) value, representing peak
exhalation or inhalation, and on the mean value during exha-
lation and inhalation. The mean pressure values are closer to
zero, but also less sensitive to fast temporal pressure varia-
tions than the peak pressures. The average value of the maxi-
mum pressures of all breathing cycles was taken as the ex-
perimental maximum pressure, and the minimum pressure
was calculated similarly. The mean pressures were calcu-
lated as the average of all positive (exhalation) or negative
(inhalation) pressure samples.

Due to a mistake in its location specification in the
simulations of inhalation, point 11 has not been taken into
account in the pressure comparison of inhalation.

3 Results

First a comparison of experiments and simulations is given,
followed by a demonstration of insights into flow features
obtained from the simulations. The location of the pressure
points and the named airway regions are indicated in Fig. 1.

3.1 Experiments and simulation comparison

The mean and minimum pressures during inhalation are
plotted for both simulations and experiments in Fig. 4a and
b respectively. In general, the trend of the mean pressures
from simulations and experiments is in good agreement,
except for the first points in both nostrils (1L and 1R).
In these points, the numerical pressure is close to zero
(atmospheric), whereas the experimental pressure is close to

Fig. 3 Pictures of the outside
and inside of the 3D-printed
geometry

(a) (b) (c)
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Fig. 4 Inhalation: comparison
of pressure obtained from
simulations (filled symbols,
black) and experiments (open
symbols, blue) at the locations
depicted in Fig. 1. Error bars for
experimental data indicate
±standard deviation of the
corresponding values from the
individual full breathing cycles

(a) (b)

the second point in both nostrils. The absolute differences
are only 1.8 and 1.9 Pa (1R and 1L, respectively), but this
results in relative differences of 61 and 75%. The maximum
deviation is approximately 5.3 Pa (33%) at point 14. The
minimum pressure shows relatively large deviations within
the nasal cavity: not only in the first points (56% in 1R,
4.0 Pa, and 67% in 1L, 4.0 Pa), but also further into the nasal
cavity with differences around 30% at points 3 and 4 (2.6-
3.4 Pa), and differences between 19 and 26% at points 5 and
6 (1.9–3.2 Pa). The largest absolute deviations are found at
points 14 and 16, respectively 5.8 (18%) and 7.0 Pa (13%).

Corresponding mean and maximum pressures during
exhalation are shown in Fig. 5a and b. The maximum
pressures are in very good agreement (deviations of
typically less than 1 Pa or 1–6%) within both nasal cavities
and in the larynx, but larger discrepancies are observed in
the nasopharynx and oropharynx (2–3 Pa or 17–36%). The
largest absolute deviations are 3.2 Pa (18%) at point 12 and
3.0 Pa (12%) at point 17. The mean pressures show similar
results, and the largest differences are 1.8 Pa at point 1R
(91%) and 1.5 Pa at points 12 (14%) and 17 (9%).

3.2 Flow characteristics during inhalation and
exhalation

Figure 6 shows the instantaneous velocity magnitudes
across several cross-sectional planes in the nasal cavity

during peak inhalation. Due to the narrowing of the nos-
tril, the flow accelerates distal to the trachea depicted by the
minor vortices in planes 9 and 10. The flow attained an ave-
rage maximum velocity of 1.97 times the inlet velocity in
the left nasal valve and an average maximum velocity of
2.76 times the inlet velocity in the right valve. The maxi-
mum velocity magnitude during peak inhalation decreases
slowly from the nasal valve towards the nasopharynx, but
stays within the order of magnitude.

These findings are highlighted in Fig. 7 that depicts
fluctuations in the flow field in the lower part of the ethmoid
sinus and in the oflactory region. Past the conchae the
flow accelerates towards the pharynx. These fluctuations are
caused by the narrowing of the nostril as was mentioned
above. At the pharynx, a flow jet is observed, which results
in vortices and flow separation close to the walls. The
peak Reynolds number at the pharynx reached around 4356
during inhalation. Post the nasopharynx area, the geometry
diverges around the oropharynx before entering the larynx.
At the smallest cross-section in the larynx, the area is
78 mm2, more than two times smaller than the cross-
sectional area of trachea. The complexity of the geometry
results in a continuous formation of jets and vortices that
merge and annihilate. The maximum velocity observed from
Fig. 7 is about 11.2 m/s.

Similar to inhalation, the expiratory velocity magnitudes
across the same cross-sectional planes are shown in Fig. 8.

Fig. 5 Exhalation: comparison
of pressure obtained from
simulations (filled symbols,
black) and experiments (open
symbols, blue) at the locations
depicted in Fig. 1. Error bars for
experimental data indicate
±standard deviation of the
corresponding values from the
individual full breathing cycles

(a) (b)
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Fig. 6 Velocity magnitude
(mm/s) across several
cross-sectional planes (posterior
view) during peak inhalation
(22.13 L/min)

Again minor flow fluctuations are seen in planes 10 and
9. The jet impingement is however more localized now
compared to inhalation, resulting in much higher velocities
close to the walls.

Very similar trends can be seen in Fig. 9. As the flow pro-
gresses through the larynx into the oropharynx, the geom-
etry diverges before converging again in the nasopharynx,
creating a second jet there. The jets are however more local-
ized compared to those during inhalation (Fig. 7). Whereas
during inhalation the oropharyngeal jet extents through
the remainder of the pharynx and ends only close to the

larynx, the laryngeal jet during exhalation breaks down in
vortices after a shorter length. Also the nasopharyngeal jet
during exhalation is relatively local due to the impinge-
ment on the roof of the nasopharynx. Recirculating flow
is observed near the pharyngeal jet at the anterior site and
near the laryngeal jet at posterior site due to flow sepa-
ration. The pharyngeal jet mostly points upwards, causing
the flow to enter the nasal cavities most dominant near the
superior nasal concha. As the flow progresses towards the
nostrils, the stream distributes more evenly over the cross
section.

Fig. 7 Velocity (mm/s) and vorticity (1/s) magnitudes across two bisecting perpendicular planes in the geometry. The flow profiles are plotting
during peak inhalation
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Fig. 8 Velocity magnitude
(mm/s) across several
cross-sectional planes (posterior
view) during peak exhalation
(16.0 L/min)

4 Discussion

This work presents the velocity profiles in the human
upper airways obtained from LBM/LES simulations.
The pressures along the airway were compared with
experimental data.

4.1 Comparison of simulations and experiments

The pressures from simulations and experiments are in
general in good agreement, except for the first point in both
nostrils (1L and 1R). Since the first points are located very

close to the nostrils, this difference is presumably caused
by local flow differences due to the specified boundary
conditions. The pressure is set to atmospheric pressure
at the nostrils during the simulations, but this may be
different from the actual situation. During inhalation, the
flow around the nostril may best be described as sink flow
[18], and the pressure at the sink is lower than atmospheric
pressure [47]. Hence, the nostril pressure is expected to be
below atmospheric pressure during inhalation, but the exact
value is unknown and probably dependent on the nostril
geometry and the breathing profile [47]. During exhalation,
a diverging (conical) jet is expected [18]. For these types of

Fig. 9 Velocity (mm/s) and vorticity (L/s) magnitudes across two bisecting perpendicular planes in the geometry. The flow profiles are plotting
during peak exhalation
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jets, the pressure at a nozzle exit is higher than atmospheric
pressure [24], and hence it is expected that the nostril
pressure is slightly above atmospheric pressure during
exhalation. The boundary condition mainly influences the
pressure drop between the nostrils and the nasal valve [44],
such that the numerical and experimental pressures are in
good agreement from point 2 onwards.

During inhalation, the mean pressure is in very good
agreement within the nasal cavity and the nasopharynx
(with errors typically around 7%), whereas more deviations
of approximately 10–15% are observed from oropharynx
to trachea. From the velocity and vorticity magnitudes in
Fig. 7, local transition of flow to turbulence is evident
from the appearance of vortices. During peak inhalation,
larger differences are observed within the nasal cavity.
These differences can be explained by the low pressure
values in the nasal cavity, making it more sensitive to
measurement errors. In the mean pressure, the measurement
errors are averaged out. The pressures at points 14 and
16 during peak inhalation show the largest differences. It
is seen in Fig. 7 that these locations show the highest
vorticity magnitudes. The corresponding rapid variations
in pressure make the comparison of the pressure at a
specific point and at a specific time (i.e., peak inhalation)
very sensitive to change. By taking the (temporal) mean
pressure during inhalation the sensitivity is decreased, but
small differences between the specified numerical locations
and the experimental pressure taps may still have a large
influence. During exhalation, Fig. 9 shows that a turbulent
jet is formed in the larynx, such that high vorticity is found
in the larynx and oropharynx. A secondary jet is formed
in the nasopharynx, again leading to high vorticity. As
explained above, a higher vorticity corresponds to rapid
variations in pressure, which increases the spatial and
temporal sensitivity of the pressure. This may explain the
larger differences between the numerical and experimental
pressures at peak exhalation between points 7 and 13.
The mean exhalation pressures, however, are in very good
agreement. Point 17 also shows a relatively large deviation,
especially at peak exhalation. During the simulations, fully
developed flow is specified at the trachea. During the
experiments, the trachea is connected to the breathing
simulator by a tube with relatively small diameter. Point
17 is located close to the narrower connection and may
therefore not be well representative of the physical situation.
Nonetheless, the good agreement between the simulations
and the experiments show that LBM combined with LES
is an adequate tool for simulating flows in the airway.
Combining LBM and LES has the potential to reveal the
flow dynamics of respiratory support therapies like nasal
high-flow therapy, although the associated higher Reynolds
numbers will increase computational effort. Therefore,
advanced collision operators might be explored in future.

4.2 Clinical flow characteristics

In this section, some important clinical features of the
flow are discussed. It is observed that, in both inhalation
and exhalation, the flow is accelerated in the nasal valve.
This is expected from the area constriction and was also
observed in earlier studies [7, 40, 41, 46, 48]. Behind the
nasal valve, the velocities during inhalation are highest in
the middle meatus, indicating that this is the main flow
region. In the upper part of the nasal cavity, near the olfac-
tory region, increased velocity and recirculation is observed.
Although increased velocity and recirculation are presum-
ably beneficial for the sense of smell [27], it seems to be
highly anatomy-dependent [7, 46, 48, 49, 52].

During exhalation, the flow is more evenly spread in the
frontal part of the nasal cavity, but mainly flowing through
the top region of the nasal cavity and the superior meatus
at the back part. This is caused by the nasopharyngeal jet
that impinges on the roof of the nasal cavity, such that flow
enters the nasal cavity at the top. Clinically, the different
flow patterns during inhalation and exhalation can be an
explanation for the earlier perceived differences in airway
resistance during inhalation and exhalation [48].

In the nasopharynx, a turbulent jet is observed during
exhalation, marked by high vorticity magnitudes. During
inhalation, flow is also accelerating in the nasopharynx (due
to contraction of the airway), but the jet itself remains
mostly laminar. However, vortices are formed in the anterior
side of the oropharynx at the boundary of the jet. At this
point, the flow shows more turbulent fluctuations in the
larynx and in the trachea. During exhalation, flow was still
laminar in the trachea (which was prescribed as boundary
condition), but departs from a laminar regime in the larynx.
The flow pattern in the pharynx is of particular interest for
obstructive sleep apnoea, since anatomically the pharynx is
the part of the upper airway most vulnerable to collapse
due to the lack of bony support on the anterior and lateral
walls [35]. The turbulent vortices on the anterior side of the
oropharynx may lead to an increased inward force on the
airway walls and cause airway collapse.

The resistance of the airway, which is equal to the
pressure drop divided by the flow rate, is an important factor
for the effort of breathing [1, 39]. By looking at the pressure
drop, the airway regions with the highest resistance can
be identified. During inhalation, the nasopharynx (between
points 8 and 10) and the larynx (between points 14 and 15)
contribute most significantly to the pressure drop. Unsur-
prisingly, these are the same regions where flow was found
to accelerate. The contraction of the airway leads to high
velocities and high resistance. During exhalation, the largest
pressure drops are observed in the larynx (between points 16
and 14) and in the oropharynx (between points 12 and 10).
In both inhalation and exhalation, the nasal cavity accounts
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for less than 20% of the pressure drop over the model. This
strongly contradicts some earlier studies, where the nasal
cavity accounts for 70–90% of the pressure drop in the
upper airway [12, 37, 48]. However, the pressure drop in the
nasopharynx was shown to exceed the pressure drop over
the nasal cavity in [46], which does agree to the present
study. Although more research is needed on the parti-
tioning of airway resistance, the results in the present study
clinically imply that constrictions in the larynx and pharynx
may have the most significant effect on the resistance in
the upper airway, but this is presumably depending on the
individual airway anatomy.

4.3 Limitations

This study has some limitations. First, it is noted that the
geometry used in this study has a nasal septum perforation
from plane 4 towards the nasopharynx (see Fig. 6). The
connection between both nasal cavities may have influenced
flow dynamics, and different flow structures may therefore
be observed in other geometries. However, comparison
of flow dynamics in individual nasal cavities is always
difficult due to the large heterogeneity in the anatomical
structure [5].

Secondly, the velocity boundary conditions used in this
study were simplified: during inhalation, a uniform flow
was assumed at the nostril inlet. The ratio of flows through
both nostrils was estimated from low Reynolds number
simulations to have equal nostril pressure, resulting in a
maximum error of 5% in the higher Reynolds number simu-
lations. In order to improve this, some part of the atmos-
phere around the nose may be included in the computational
domain, such that the two nostrils are merged to one inlet.
In this way, flow can distribute naturally over both nostrils.
This will also improve the calculation of the nostril pressure,
improving the results close to the nostrils.

Thirdly, the effects of heating and humidification of air
were neglected in this study (both in simulations and in
experiments).

Finally, only one geometry was studied, which may
limit the clinical relevance. However, the comparison of the
simulations to experiments in the same geometry does show
the potential of combined LBM/LES in determining airflow
dynamics, which opens the route to further computational
studies with multiple geometries.

5 Conclusion

Numerical simulations of a full breathing cycle in a human
upper airway from nose to trachea have been demonstrated
using a combination of LBM and LES. Pressure data were
compared to experimental data in a 3D print of the same

geometry. The simulations and experiments show some
deviations in regions of turbulent flow at peak inhalation
and exhalation, but are on average in good agreement.
The simplified boundary condition of atmospheric nostril
pressure influences the flow close to the nostrils. In general,
it is concluded that LBM combined with LES is an adequate
tool for simulating flows in the human nasal airway.

The simulations demonstrate pharyngeal and laryngeal
jets with high velocity magnitudes during exhalation and
inhalation. Also the pressure drop, indicating resistance, is
most significant at these locations. The pressure drop over
the nasal cavity was relatively low: less than 20% of the
pressure drop over the model. Furthermore, recirculation in
the region of the olfactory cleft is observed.

In future work, multiple geometries should be simulated
to gain further understanding of the respiratory dynamics.
An important potential application of combined LBM/LES
is to reveal the flow dynamics of respiratory therapies like
nasal high-flow therapy, although more advanced collision
operators might be explored to overcome the increased
computational effort due to higher Reynolds numbers.

Appendix: Mesh convergence study

To ensure that the computed solution did not depend on the
spatial and temporal resolutions, a mesh convergence study
was performed in the case of nasal airflow. Previous findings
on suitable mesh sizes for oscillatory [26] and transitional
flows [25] were used to get an initial estimate. The conver-
gence study was conducted because nasal airflows were
being simulated for the first time using the LBM solver
Musubi, and LES turbulence model was being employed. In
the mesh convergence study, the breathing velocity profile
was scaled to 1

8 th of its value to save computing resources.
The spatial and temporal resolutions chosen are listed in

Table 1.
The L1 norm is calculated for the velocity magnitude,

where the L1 is defined as the mean of the sum of the
absolute differences between the velocity magnitudes on the

Table 1 Spatial (δx) and temporal (δt) resolutions as well as the lattice
sites for various mesh densities studied in the mesh convergence study

δx (mm) δt (μs) nCells (M)

h1 0.20 10.8 12.2

h2 0.175 8.3 18.4

h3 0.15 6.1 29.5

h4 0.125 4.2 51.3

h5 0.10 2.7 101

h6 0.09 2.2 139

h7 0.075 1.5 241
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Fig. 10 L1 norm (mm/s) of the
velocity magnitude

107 108

101

102

grids and the velocity magnitude on the finest grid (δx =
0.075 mm) on each time step:

L1 = 1

N

N∑

t=1

(|Ut − Ut,0.075|
)

(5)

The results are shown in Fig. 10. It can be seen that the
velocity norm decreases linearly for most of the resolutions.
Due to the transient nature of the flow, there is a slight
fluctuation at resolution h4, which settles down at finer
resolutions. Thus, it is inferred that this resolution is
sufficient for the simulation of nasal airflow reported in
this article. Based on these findings and the scaling of the
breathing profile, the resolution of 0.048 mm was employed
that resulted in 925 M cells. Further details about lattice
parameters and their scaling can be referred in [25].
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des Bronchialsystems auf den Atmungsverlauf in verschiedenen
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