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1 Introduction

With increasing world population, and increasing living standards across the globe, humanity’s
resource consumption is set to increase in the coming decades[7, 28]. Mainly due to this, the
anthropogenic carbon emissions have increased since the start of the industrial revolution[15]. As
a result, atmospheric concentration of CO2 has increased over the last centuries. In the 2015 Paris
accords worldwide governments agreed to mitigate the effects of climate change, among others by
developing more sustainable methods of resource development[65].

A renewable-resource based economy is therefore seen as a goal. However, it is foreseen that in the
coming decades, fossil fuels will still play a significant role in the worldwide energy and chemicals
mix. Most notably, natural gas, consisting of mostly methane (CH4), is seen as a transition fuel
that will be used for the decades to come[1].

Several pathways to utilize natural gas as fuel or source for the chemical industry have been
developed[29]. In some of these pathways, CH4 is first converted into synthesis gas, being a
mixture of CO and H2. Synthesis gas is a feedstock for various processes, making it an important
platform chemical. The total world market of synthesis gas is approximately 280 Mtpa[11]. With
the requirement for cleaner fuels, this figure is expected to rise in the coming decades[66].

From synthesis gas, numerous products can be synthesized[66, 69]. Some examples include
ammonia, methanol, synthetic fuels and waxes. Furthermore, most of the worlds hydrogen is
produced via synthesis gas reforming[29].

This work regards the noncatalytic thermal conversion of methane to synthesis gas and hydrogen.
The industrial potential of this pyrolysis process is evaluated.

1.1 The production of synthesis gas

Numerous industrial processes for the production of synthesis gas have been developed[13, 70].
In principle, syngas can be produced from any hydrocarbon source, but natural gas and coal are
nowadays the major feedstock used for syngas generation[11, 70]. Three technologies account
for the vast majority of produced syngas. Most notable methane steam reforming[70], partial
oxidation of methane and authothermal reforming. These technologies will be discussed briefly.

The desired composition (being the H2:C ratio, or syngas ratio) of the obtained synthesis gas is
dependent on the intended use of this syngas. In most cases this ranges between two and three.
Depending on used feedstock and production process, the produced ratio will vary. The syngas
ratio is not a variable that can be controlled to a large extent, it is more or less fixed. It is therefore a
challenge to match the produced and desired syngas ratio. A used solution for this is the utilization
of two techniques in parallel, and mixing the obtained streams to the desired ratio[29, 53].

1.1.1 Partial oxidation

Partial oxidation (POX) is a process used in industry to convert hydrocarbons to CO and H2[29].
It involves oxidizing the hydrocarbon with an amount of pure oxygen insufficient for complete
combustion. Due to the low ratio of oxygen to carbon, combined with the high temperature
(1300-1600 °C) , CO and H2 are formed instead of CO2 and water. Typically C and O2 are fed in a
2:1 molar ratio. The syngas ratio obtained with PO approximately two, evident from reaction 1.1.

10



CH4 +
1

2
O2 −−→ CO+2H2 (1.1)

A large advantage of partial oxidation is that a large variety of hydrocarbons can be used as feed
stock. The extreme conditions ensure that any carbon-carbon bond can be broken. The partial
oxidation of hydrocarbons is exothermic, meaning that the system does not need external fuel.
To prevent excessive temperature rise, steam is often added. The endothermic reaction between
steam and a hydrocarbon yields additional hydrogen and simultaneously cools the system. Hence,
one can effectively control the temperature in the reactor. Some processes use a catalyst in the
partial oxidation reactor. This is usually a metal such as Ni, Ru or Rh (among others) supported on
alumina. It is also possible not to use a catalyst, such as Shell in its gas to liquid (GTL) process[53].
POX is approximately 70-80% energy efficient[45] and emits 3 to 5.5 kgCO2 · kgH2

−1 produced
[40].

Disadvantages of this route arise in the process temperature and subsequent heat recovery[70].
Additionally, for the combustion pure oxygen is required, meaning an air separation installation
is required[53]. The relatively low syngas ratio makes this unfavourable for applications where
hydrogen rich syngas is required.

1.1.2 Methane steam reforming

The steam reforming process converts hydrocarbons towards CO and H2 via a catalytic reaction
with steam. Methane steam reforming (SMR) is the most important technology in terms of
produced hydrogen volume[29, 60]. The process consists of two main reaction steps. First,
methane is contacted with steam (reaction 1.2) over a Ni catalyst, typically in a multitubular fixed
bed at 800-900 °C.

The resulting CO/H2 mixture is then taken to one or more shift reactors, where, according to
reaction 1.3 the CO further converted to yield more H2 . The equilibrium of this reaction leans
towards the side of H2 at lower temperatures. Hence, this conversion is often split over a high- and
a low-temperature shift reactor. The high temperature step takes advantage of kinetics, whilst the
second low temperature step favours equilibirium.

CH4 +H2O −−→ CO+3H2 (1.2)

CO+H2O −−→ CO2 +H2 (1.3)

All the reactions used in methane stream reforming are endothermic. Energy is supplied by a
furnace. Process conditions are mild, when compared to POX or methane pyrolysis processes.
Methane steam reforming is approximately 65-75% efficient1 [10] . A disadvantage of SMR is
the CO2 emission, amounting to approximately 7 kg CO2 · kgH2

−1[60]. SMR is responsible for
approximately 3% of the worldwide CO2 emissions[60].

A third production technique that is briefly named can be seen as a combination of SMR and POX.
Autothermal reforming of methane (ATR) feeds methane, steam and oxygen into a single unit.

1Energy efficiency defined as energy in products over the total energy into the process. Some variation exists depending
on how this is defined exactly.
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The energy for the endothermic steam reforming reactions 1.2 and 1.3 is supplied by the partial
combustion of some of the feedstock (reaction 1.4), making the reaction enthalpy near 0. Note
that the reactor still requires a significant amount of energy to operate.

4CH4 +2H2O+O2 −−→ 4CO+10H2 (1.4)

1.2 Methane pyrolysis and carbon gasification

The syngas or hydrogen production process investigated in this work is the thermal decomposition,
or pyrolysis, of methane. Throughout this work, these terms are used interchangeably. The process
is based on the decomposition of methane at high temperature, in absence of oxygen:

CH4 −−→ C+2H2 ∆Hr = 70kJ ·molc
−1,1073K (1.5)

The pyrolysis of methane is endothermic, with an energy consumption of approximately 70
kJ ·molc

−1 (1073 K). The equilibrium conversion is presented in figure 1.2. It can be seen that
high temperatures are required to achieve full conversion. Increasing pressure pushes back the
equilibrium conversion due to the net production of moles.

The pyrolysis reaction has the advantage that pure hydrogen is obtained, this is already separated
from the deposited carbon. The deposited carbon contains approximately 40% of the energy in the
system. It may be sold as is, or it can be gasified to yield extra products. In figure 1.1 a possible CH4
pyrolysis schematic is presented. Here, carbon is first deposited. Afterwards, a steam gasification
step is present. The remaining carbon is then oxidized using O2 to yield energy and a clean carrier.

Pyrolysis
Reactant: 

CH4

Flue gas

Gasif icationReactant: H2O

H2 + CH4

H2 + CO

Carrier recycle

OxidationReactant: O2

CO

Figure 1.1: A possible CH4 pyrolysis process
schematic
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In this work, three gasification options are presented:

C+H2O −−→ CO+H2 ∆Hr = 133kJ ·molc
−1,1073K (1.6)

C+CO2 −−*)−− 2CO ∆Hr = 165kJ ·molc
−1,1073K (1.7)

C+ 1

2
O2 −−→ CO ∆Hr =−116kJ ·molc

−1,1073K (1.8)

The oxidation of carbon at high temperature yields CO instead of CO2 due to the Boudouard
reaction (Eq. 1.7). Therefore, depending on the heating method used for this process, hydrogen or
synthesis gas may be produced with a small CO2 footprint. Furthermore, by employing a mix of
the gasification reactions, a syngas ratio between 1 and 3 can be obtained. This level of flexibility
is not present in the conventional techniques.
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Figure 1.2: Thermodynamic equilibrium con-
version of methane via reaction 1.5 for various
overall pressures

1.2.1 The deposition of carbon

The decomposition reaction mechanism has been studied extensively[5, 16, 19, 27, 30, 39, 43, 44,
55, 56]. It is generally accepted that the formation of solid carbon from methane is achieved via
the formation of acetylene and benzene[30, 31, 57]. The simplified reaction network is a stepwise
dehydrogenation: CH4 → C2H6 → C2H4 → C2H2 → C6H6 → C. Several authors have proposed
more expanded reaction networks consisting of hundreds of reactions[46, 57, 67]. Methane is an
exceptionally stable molecule. Therefore, the initial activation of this molecule is slow. A high
activation energy is present for this initial activation. The reactions of all the intermediates are
significantly faster[34, 71]. Some debate exists on the exact initiating step[34], but it is agreed
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upon this is a free radical mechanism. Furthermore, it is known that the conversion of methane is
accelerated by the presence of a surface [37, 54].

The formation mechanism of carbon as a solid is a topic still debated in literature[23, 27, 37, 44,
55, 64, 72]. Some authors suggest a condensation mechanism, where an intermediate condenses
before solid carbon may be formed [24, 34, 71]. Some authors observe an autoacceleration in
carbon deposition[37]. This is attributed to a nucleation formation mechanism[22, 64]. After
this initial nucleus has been formed, carbon growth is accelerated[54]. What is clear is that the
presence of a surface greatly accelerates the formation of carbon[37, 54].

The form of the carbon deposited is dependent on the pyrolysis conditions under which it has
been produced[25, 38]. At relatively low temperature (800-900 °C) a soot-like, soft, sticky and
black material is obtained[8, 25]. This type contains many polyaromatic hydrocarbons (PAH)[18],
and could be seen as an intermediate between methane and graphite. At higher temperature
(1100 °C and higher) a gray, hard and almost metallic like material is obtained. This is pyrolytic
graphite[6, 25]. It has a much lower H/C ratio and contains a negligible to zero amount of PAH
intermediates[8, 25].

1.2.2 Substrate materials and catalysts

Various materials have been tested for the deposition of carbon. It is known that metal cata-
lysts are able to reduce the required temperatures for the methane decomposition to occur[51].
Among others, the usage of Cu, Fe and Ni catalysts to decompose methane are widely reported
in literature[3, 21, 61]. Temperatures above 350°C are required for a measurable conversion.
This is a significant decrease when compared to the approximately 850°C for purely ceramic
surfaces[37, 42].

The major trade-off for this temperature decrease is the stability of the metal catalyst. Due to
the decomposition of carbon, the active surface of the catalyst does not remain available over
time[42]. Deactivation time of metal catalysts ranges from complete deactivation in hours to a
stable production lasting several days, albeit at low concentrations and flows[36, 61]. In some
cases, the deposited carbon to catalyst weight ratio may exceed 100 g ·g−1[12]. The work in this
thesis focuses on various unfunctionalized carriers, due to the vastly enhanced stability of these,
compared to metal functionalized carriers.

To further complicate this, it is reported that, other than gasification of the carbon, no mechanical
or chemical method is able to remove the carbon from the catalyst surface[51]. Therefore, it is
paramount that the catalyst is able to withstand these gasification conditions without deactivation.
The harsh conditions required for gasification accelerate the permanent deactivation of the catalyst
due to the loss of active sites.

A carbon surface can also be used to facilitate the decomposition reaction. The major advantage
of this is that the final material is composed of only carbon, and no separation is required. The
overall catalytic activity is lower than that of a metal based catalyst[2]. Several surfaces have
been characterized, more disordered forms are found to be more catalytically active than ordered
carbons[48, 49]. This is attributed to the higher concentration of active sites (e.g. edges, corners,
faults) present in the disordered carbons.

Work regarding carbon deposition in or on various porous media has been published[4, 5, 18, 26,
48–51, 62, 68]. It is reported that the initial decomposition rate is related to surface area, and the
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concentration of high energy groups[4, 48–50, 62]. The amount of carbon that can be deposited
before deactivation is dependent on pore volume, pore size, pore area and surface groups, but also
dependent on process conditions. It is found that the amount of carbon that can be deposited
scales with the initial pore volume.

1.2.3 Gasification of carbon

Gasification of numerous types of carbonaceous materials ranging from activated carbon to
graphite is extensively reported in literature[9, 17, 20, 41, 58, 68], and is generally well understood.
It is found that the gasification rate of various types of coal is inversely proportional to the mass
percentage of carbon[32, 47] in this coal, most notably for the high rank1 coals (wt.% C> 80). This
is supported as follows. Generally, the lower rank coals contain more contaminants, such as ash,
defects, or oxygenated groups. It is known that these groups act as active sites for the gasification
step[52, 63, 73].

Note that the highest rank coal contains significantly more contaminants and/or defects than
(pyrolytic) graphite[8]. Hence, if the trend discussed is extended to graphite, it is to be expected
that the gasifiation rate of graphite is slower than these coals. This is also found in literature[14, 33,
52, 58, 59, 68]. The more perfect the graphite, the slower the gasification occurs.

Highly ordered graphite requires extreme temperatures (2000 °C and higher) to be gasified with
steam or CO2 [35]. Depending on the pyrolysis conditions, the gasification characteristics of the
produced carbon change[8]. A lower pyrolysis temperature results in a more reactive gasification.
This can be related directly to the degree of graphitization of the material[37].

1.3 Thesis scope and outline

In this work, first steps towards an industrial application of methane pyrolysis are made. The
overall goal of this work is two fold. First, it is aimed to demonstrate a continuous lab scale
pyrolysis process. Second, it is aimed to identify the most important parameters affecting the
viability of an industrial methane pyrolysis process.

Initially it was found that limited to no data is present on the deposition and gasification of carbon
on unfunctionalized surfaces. Hence, the initial part of this study aims to gather information.
In chapter 2 an experimental method is developed in which the inherent methane pyrolysis
and carbon deposition kinetics are measured on a single, nonporous, unfunctionalized α-Al2O3
particle. A fixed bed setup (gram C per day scale) was also used to characterize various aspects of
methane conversion and side product formation.

The gasification reactions are investigated using the same method as in chapter 3, again on
nonporous, unfunctionalized α-Al2O3 particles. Steam, CO2 and air are used as oxidants. The
deposited carbon is also characterized, using various analysis techniques. A method is presented
to predict gasification rates as function of the pyrolysis conditions.

In chapter 4, the deposition kinetics are expanded to various types of porous particles. The internal
area enhances the vollumetric reaction rates [molc ·mr

−3 · s−1] obtainable in a reactor, and are
therefore of great interest for industrial application. The influence of particle characteristics on

1 The rank of coal is a measure for the coals purity or energy content of the material. A higher rank coal has a higher
mass fraction of carbon and fewer impurities.
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the carbon deposition within the particle were characterized. Additionally, mass transfer within
the particle was investigated. Using this knowledge, a simple particle model was then presented.

Using the information obtained in chapters 2-4, a continuous kg C per day lab scale setup was
designed. This is documented in chapter 5 and appendix B. First, various designs were evaluated
using numerical models. The most suitable design was constructed. The extension towards the
continuous domain allowed to gather information relevant for the further development of this
process.

Finally, in chapter 6 various industrial process configurations are evaluated. Using the knowl-
edge obtained in all the earlier chapters, numerous reactor and process models models were
constructed. By evaluating the energy and carbon efficiencies of these processes, the most promis-
ing were selected and evaluated further. The important parameters driving the viability of these
processes were presented. Lastly, a comparison to the industrial standard was presented. Chapter
7 presents the conclusions and reflections of this thesis.
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2 The deposition of carbon on nonporous media

This chapter has been published as: Kreuger, T., van Swaaij, W. P. M., Bos, A. N. R., & Kersten, S. R. A. (2022). Methane
decomposition kinetics on unfunctionalized alumina surfaces. Chemical Engineering Journal, 427, 130412.
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Table 2.1: Symbol list for chapter 2

Symbol Description Unit
ρp Density kg ·m−3

S Selectivity
C Concentration mol ·m−3

C Loading g ·m−2

t Time s
Rx Reaction rate x
k Rate constant
Ea Activation energy kJ ·mol−1

T Temperature K
R Gas constant J ·mol−1 ·K−1

P Polynomial constant
D Diameter m
A Surface m2

τ Residence time s
F View factor
∆Hr Reaction enthalpy J ·mol−1

ϵ Emissivity
ω Stefan-

Boltzmann con-
stant

J ·m−2 ·K−4

E Energy J
U Heat transfer coef-

ficient
W ·m−2 ·K−1

Abbr. Description Unit Subscript Description
Abbr. Abbreviation p Particle, Product
ID Inner diameter m M Methane
OD Outer diameter m ex External
TOS Time on stream s 0 Initial
AS Available sites dec Decomposition,

Pyrolysis
nuc Nuclei mod Model
C Carbon exp Experimental

i nt Internal

HE Heating element

H1,H2 Heater 1, 2

HL Heat loss

g as Gas

tot Total

e f f Effective

∆ Difference

av g Average

b Bulk
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Abstract

The pyrolytic conversion of methane for the production of hydrogen and carbon was investigated
over nonporous α-Al2O3 surfaces in the range of 900 - 1300 °C. Two devices were used: i) a single
particle reactor to determine the carbon deposition rate at various temperatures and ii) a fixed
bed in which both methane conversion and carbon deposition were measured.

It was observed that at 1000 °C and below, the selectivity towards carbon (and hydrogen) was
initially low over fresh α-Al2O3 (e.g. 38% at 250 s reaction time), increasing to 100% over time.
Methane conversion was constant at 20% during this period. These observations point towards the
presence of an activation process for the formation of carbon and hydrogen from the intermediates
products (e.g. benzene) of methane pyrolysis. A temperature dependent maximum in carbon
loading was observed. When this maximum carbon loading was reached, methane conversion
also stopped completely, indicating 100% selectivity towards carbon and hydrogen.

Two kinetic models for carbon deposition were derived and applied. After parameterization
of these models using single particle data, they were able to predict carbon growth and CH4
conversion as function of temperature, specific bed area, carbon loading and gas composition in
the new data set from the fixed bed.
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2.1 Introduction

Recently, the decarbonization of fossil fuels has received increased interest[24]. The pyrolysis of
CH4 into carbon and hydrogen is an example of a decarbonization reaction:

CH4 → C+2H2 ∆Hr =+75.6kJ ·mol−1,298K (2.1)

Deposition of solid carbon means that no CO2 is emitted, and the carbon is readily separated. The
pyrolysis of methane occurs at elevated temperatures[15, 17]. Typical decomposition temperatures
range from 500-1000 °C for metallic catalysts[6, 32] and 850-1300 °C for unfunctionalized ceramic
carriers[20, 35]. Pressures range from 1 bar CH4 and higher. The solid carbon may be gasified
again to CO to yield synthesis gas.

Three types of catalysts are reported upon in literature: metal based[2, 11, 29, 36], carbon based[1,
3, 4, 25, 27, 28] and unfunctionalized carriers[1, 4]. Literature is widely available for metal and
carbon catalysts. These works show a decrease in required temperature to achieve methane
conversion. However, a large part of these works show a relatively fast deactivation of the catalyst,
either during carbon deposition or after gasification of the deposited carbon[3, 4, 11, 27, 28, 36]. In
other cases, up to 10 carbon deposition-gasification cycles are reported without significant activity
loss[2].

The main advantage of unfunctionalized carriers is the stability, being inert up to high tempera-
tures in a large range of atmospheres. This work will focus exclusively on the decomposition part,
however. Because a large variety of carrier materials is present, a selection had to be made. An
initial choice was made for Al2O3 as it is a common carrier that is widely available. Other materials
are evaluated in future work.

During the pyrolysis of methane, carbon is deposited on a surface in the reactor. It is gener-
ally accepted that the formation of solid carbon from methane is achieved via the formation of
acetylene and benzene[17, 18, 33]. The simplified reaction network is a stepwise dehydrogena-
tion: CH4 → C2H6 → C2H4 → C2H2 → C6H6 → C. Several authors have proposed more expanded
reaction networks consisting of hundreds of reactions[23, 33, 38].

Analysis of the carbonaceous deposits after CH4 pyrolysis showed that numerous polyaromatic
hydrocarbons are present in the deposited material[9]. Many authors report on the decomposition
kinetics, [4, 8, 10, 16, 17, 19, 21, 22, 30, 31]. However, the majority of those focuses on the first
steps of the methane decomposition and designed the experiments so that little to no carbon was
formed in the system, they exclusively studied the step towards gaseous hydrocarbons. To advance
process development a kinetic model describing carbon deposition as function of temperature,
pressure, gas composition and particle characteristics is required. As far as we know, such a model
is not available. This chapter describes an attempt to develop a kinetic model for carbon deposition
during methane pyrolysis on non-porous α-Al2O3 . The model is based on experimental data of
carbon deposition collected for this chapter, and reported mechanistic studies[12, 16, 22, 30, 37,
42]. Non-porous particles offer the advantage that internal mass transfer effects can be excluded.
In upcoming work, we will report on various porous particles. It was our strategy to use a single
particle reactor and a fixed bed reactor. The single particle reactor was designed so that carbon
deposition was not hindered by mass transfer limitations and it allowed precise control of the
reaction temperature. Next to that, interpretation of the single particle reactor data was not
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hindered by heating and cooling trajectories of the particle, spatial gradients in gas composition
or wall effects. In the fixed bed, the coupling between carbon deposition and methane conversion
could be studied. The fixed bed was also used to investigate if the kinetics derived from single
particle data could predict results obtained in the fixed bed.

2.2 Materials and methods

2.2.1 Materials

Two types of nonporous α-alumina particles were used in this work. Particle A (1.5 mm diameter,
99% Al2O3 , ρp = 3740 kg · m−3

p ) was obtained from Saint-Gobain NorPro. Particle B (3 mm

diameter, 99% Al2O3 , ρp = 3688 kg ·m−3
p ) was obtained from Baan Machines. Si3N4 precision

spheres (Nonporous, 3 mm diameter, Ra surface roughness 12 nm) were obtained from Ceratec
Technical Ceramics. In this work, all the particles were used as received, additional details on the
used particles are presented in table B.8 in the appendix accompanying this chapter. Methane
(99.999%) was supplied by Linde. Nitrogen (99.999%) was supplied by Nippon Gasses. Calibration
gasses, hydrogen, oxygen and shielding gas (95% Ar, 5%H2) were supplied by Linde. All gasses
used in this work were used as received.

2.2.2 Heating unit

Heating of the reactors was facilitated by an in-house constructed radiation oven (max. tempera-
ture 1500 °C). The temperature was controlled using Eurotherm P116 controllers in the 2 heaters
(16 cm axial length each) individually. A cross section of the heating unit internals is presented in
figure 2.1b. Heating was provided by heating wires (1.5 mm diameter, SuperKanthal A1, Salomons
Metalen) wrapped around a cylindrical radiation element (99.7% Al2O3, Haldewanger). The inner
diameter of the radiation element was 30 mm. The radiation element was placed inside the oven
vertically. The reactor tube was placed inside this element, so that radiation reached the reactor
tube all around. In this reactor tube the single particle reactor (section 2.2.3) or the fixed bed
(section 2.2.4) was placed. The controlling type S thermocouples were placed on the outside of the
reactor tube wall, inside the radiation element. The axial height of the controlling thermocouples
depended on the experimental configuration used and is discussed in the following sections. All
the internals were isolated with alumina wool (Morgan Ceramics) and placed in an aluminium
enclosure. A detailed list of construction materials is included in the appendix, table B.7.

28



6

0 – 6NL/h N2 

0 – 6NL/h CH4 

 N2 

g

Material legend

Alumina Bed

Alumina Fi�ngs

Alumina insula�on

Oven wall

Alumina block

Unit legend
1 Alumina Tube
2 Alumina Insert
3 Hea�ng wire
4 Power source
5 Oven wall
6 Isola�on
7 Hand valve
8 Mass flow controller
9 Methane bo�le

V-1

V-2

V-3

MFC-1

MFC-2

PR-1 @1bara

PR-2 @1bara

1
2

3

5

7 8

6

T3

PRV-1

CH49

V-4PR-3 @1.1bara

Vent

T4

T2

VentCV-1
CH4

0-100% 

Flow regulator 
100mL/min

PR-1 @1bara V-5V-6

Filter-1

Instrument air

CH4

0-100% P FI

T1

TCD

Blowoff

(a) PID of setup in fixed bed configuration

Radiation element

Single particle reactor

Heating wire

Reactor tube

Control thermocouple

3mm

(c) Schematic of singleparticle reactor

16m · s−1

H
ea

te
r

1
H

ea
te

r
2

(b) Cross section of heating unit
internals in single particle reac-
tor configuration

Figure 2.1: Overview of the experimental setup

2.2.3 Single particle configuration

In the single particle reactor an Al2O3 particle was suspended in a CH4 flow by placing it in a
conical reactor. A reactor tube (11 mm ID, 99.9% Al2O3 , Haldewanger) was placed inside the oven.
The conical Al2O3 reactor was placed inside this reactor tube, as presented in figure 2.1b. In figure
2.1c a schematic of the cone itself is presented. At the bottom of the cone the local gas velocity
equaled the terminal velocity of the particle, thereby suspending the particle inside the cone.

To check the mass transfer around the particle, the carbon deposition rate was compared to the
carbon oxidation rate, which is most likely mass transfer limited. To measure the oxidation rate a
carbon loaded particle was suspended at 1000 °C in air. The oxidation rate measured was a factor
100 faster than the carbon deposition rate during pyrolysis, therefore the carbon deposition rate
cannot be mass transfer limited. An additional study into the mass transfer in the cone has been
performed using the sublimation of a copper particle, this is presented in the appendix of this
chapter and supports that the methane decomposition is not mass transfer limited.

The temperature was controlled by placing the type S control thermocouple at the height of the
cone. The controlling thermocouple for this first heater was placed halfway along the axial length of
the first heater. For measurement accuracy it was important to know the particle temperature. For
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this, an energy balance was made, taking into account energy consumption by the decomposition
reaction and energy inflow via radiation. This energy balance assumes the gas had reached the
setpoint temperature before it reached the particles height within the cone, and therefore no
energy was transferred between gas and particle. The energy balance is presented in appendix
B of this chapter, and shows that the particle temperature does not deviate from the setpoint
temperature significantly. Hence, the decomposition reaction is not heat transfer limited.

To ensure the gas had heated up to the setpoint temperature, the energy consumption of the second
heater was monitored with and without gas flowing through the cone. A detailed explanation of
this is presented in appendix B of this chapter. If the second heaters power consumption did not
change when the gas was turned on, the gas had reached setpoint temperature when it reached the
cone. This was ensured by gradually increasing the setpoint of the first heater, thereby increasing
the gas temperature. The difference in power consumption of the first heater with and without gas
flow was approximately 70 W, in agreement with the theoretical power required to heat the CH4
stream to setpoint temperature.

When the particle was contacted with methane, a carbonaceous material was deposited on the
particle, increasing its mass. Since this particle was not in contact with any reactor wall, effects of
surfaces other than the particle were ignored. Via the mass change over time the carbon deposition
rate was obtained. As gas residence time was in the order of 1 ms and the surface to volume ratio
was very low, the measured CH4 conversion was negligible, as confirmed by GC.

The deposited carbonaceous material will contain a small amount of hydrogen. Literature on
pyrolytic graphite deposited from methane at higher temperatures than this work show a H/C
ratio of 0.0004 mol ·mol−1[5]. The carbon in this work is deposited at lower temperature, and
should therefore have a higher H/C ratio[5, 34]. However, the H/C ratio would have to be 3 orders
of magnitude higher than this literature value in order to significantly change the mass of our
deposited material. Therefore, the hydrogen in the carbonaceous material is neglected.

For more enhanced experimentation, it was investigated whether it was possible to introduce up
to 3 particles simultaneously into the reactor. In appendix A of this chapter, table B.10 it is shown
that comparable carbon loadings are found, regardless of the number of particles. Therefore, for
most of the experiments 3 particles were used simultaneously.

Experimental procedure

With the cone present in the reactor tube the system was heated to setpoint (Heating rate 10
K ·min−1) under nitrogen. When setpoint was reached, the CH4 flow was turned on. Inflowing gas
had a flow rate of 1600-1800 NmL/min. This was controlled by a mass flow controller (Brooks)
and was varied depending on the setpoint temperature. Superficial gas velocity through the cone
base was kept constant over all experiments. After passing through the reactor the gas was vented.
When the system had reached steady state (as measured by heater power consumption) a particle
was introduced by opening the top valve. The particle fell into the cone and remained there until
the desired time was reached. This was confirmed visually via an observation port in the top of
the setup. The addition of carbon onto the particle did not affect the suspension of the particle,
as the deposited amounts were relatively small. After an experiment the gas flow was turned off.
The particle fell through the Al2O3 tube and was collected in a 5 ml sample glass connected to the
reactor. The particle cooled down in ±1 s, as confirmed by measurements using an IR camera,
no active cooling was required. Afterwards the carbon content was calculated via the weight
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difference and the sample was stored.

Reproducibility of experiments

To test reproducibility and to establish the measurement uncertainty, two test series were done.
The first series composed of repeating a deposition test under identical conditions a number
of times using different particles from the same batch. The found standard deviation on the
mean was 6%. In the second series, three particles were suspended in a CH4 flow at 1100 °C for
20 minutes. The carbon mass fraction was measured, and the carbon was burnt off under pure
oxygen at 1100 °C for 6 hours. This was repeated 5 times. The results of this series are listed in
table 2.2. Also for this series, the standard deviation on measurement mean was 6%.

Hence, repeated usage of a single particle compared to single use of multiple particles did not
increase accuracy. It was decided, for efficiency reasons, to repeat each condition several times
using different particles. Because of the large spread each measurement was repeated 12 times or
more, to obtain an acceptable confidence interval.

Table 2.2: Carbon loading after repeated exper-
iments in the single particle reactor, particle A

Measured loading [g ·m−2
p,ex]

Run number 1 2 3 4 5
Particle 1 17.9 20.9 17.9 19.4 16.4
Particle 2 24.8 26.1 24.8 24.8 23.4
Particle 3 18.0 22.1 21.1 21.1 21.1

2.2.4 Fixed bed configuration

The fixed bed was placed inside the reactor tube (figure 2.1a). The axial location of the controlling
thermocouples was the axial middle of heater 2 which coincided with the axial middle of the bed.
The control thermocouple was placed outside the reactor tube, within the heating element, as in
figure 2.1b. During some experiments, temperature measurements were performed inside the
reactor. For this, an Al2O3 insulated type S thermocouple (3 mm OD, 600 mm length) was inserted
into the reactor tube. At the controlling thermocouple axial height, measured temperature did not
deviate from the setpoint temperature by more than 2 °C , which is less than the accuracy of the
used thermocouple at this temperature. Moreover, along the complete axial length temperature
did not deviate over time. Therefore, temperature is regarded as constant over time, but not over
axial length, as a temperature profile is present throughout the bed (presented in figure 2.5). For
the experiments where internal temperature measurements were performed, a reduction in bed
volume and area occurred because of the thermocouple, therefore these datapoints were not
included in the final dataset.

Inflowing gas was CH4 and N2 with flow rates ranging from 0-100 NmL ·min−1. These were
controlled individually by mass flow controllers (Brooks). By changing the gas flow rate residence
times in the bed were varied between 0.2 and 2.5 s. Gas entered the reactor through the bottom
coupling. Before and after the bed, cylindrical (OD 10 mm) Al2O3 inserts were placed in the reactor,
decreasing dead volume outside the bed. Total axial bed length was 40 cm and kept constant over
all experiments.
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Methane fractions were measured every 1.2 s using IR sensors (0-100%vol CH4, MIPEX). The CH4
sensors were placed before and after the reactor. Hydrogen fraction was measured using a TCD
(Caldos 5G-Ex), at the reactor outlet. Both the CH4 and H2 sensors were calibrated using pre-mixed
gasses (Linde). Pressure was measured at the reactor inlet (Brooks SolidSense II), the reactor outlet
was at atmospheric pressure at all times. All relevant measurements were corrected for changes in
atmospheric pressure over time. Inlet flow was measured using a brooks mass flow meter. After
analysis the reactor offgas was vented. For GC measurements, samples were taken by hand using a
50 ml syringe during selected experiments.

Experimental procedure

Before each experiment, the inner reactor wall was cleaned with a steel brush. The reactor was
then rinsed with acetone and demineralized water, and dried by blowing compressed air through
the tube. The reactor was filled with the inserts and fresh bed particles. The bed was flushed with
a 100 NmL ·min−1 N2 flow during heating and cooling of the reactor.

The heating rate was 10 K ·min−1 for all experiments. When the setpoint temperature was reached,
a CH4 or CH4-N2 flow was applied. The total duration of this gas flow depended on process
conditions. After the desired time on stream had been reached, the CH4 flow was shut off. Nitrogen
kept flushing the system at all times. At this point the heating was gradually decreased to ensure
the cooling rate of the reactor did not exceed 10 K ·min−1.

After the reactor had cooled down overnight bed samples were retrieved layer-by-layer. This was
done by gradual removal of the top most fraction, using a custom made steel tool. Carbon weight
fractions were then measured in a LECO A200 carbon analyzer. A tungsten accelerator (LECO,
Lecocel -20 40) was added to ensure complete oxidation of the present carbon. Afterwards the
remains were discarded.

Reproducibility of experiments

To check reproducibility of measured CH4 conversion, 10 experiments were performed in duplicate
during the research. Average deviation between measured CH4 conversion was 1.1 percent point,
with a maximum of 2.0 percent point, well within the calculated 95% confidence deviation of 3.5
percent point, which was based on the precision of the CH4 sensors. For the measured carbon
profiles, the calculated 95% confidence deviation was in the order of 0.1%. However, a larger
variation was observed (12%) experimentally. This was attributed to the method of retrieving
samples from the bed. Since a large axial temperature gradient (up to 10000 K ·m−1) was present,
a large axial gradient in carbon mass fraction could be expected. In the ideal measurement, the
particles in a single sample obtained from the bed have an identical carbon fraction. To be able to
meet this uniform fraction the obtained samples have to be significantly smaller than a monolayer
of particles removed from the bed. Average sample weight obtained was 1.1g, corresponding to 4
monolayers.

To obtain a reproducible carbon weight fraction of the obtained samples from the bed, it was
found that the sample size fed into the analyzer should be 100 mg at minimum. All carbon
measurements were performed in duplo with a sample size between 100 and 150 mg, if enough
sample was obtained from the bed. Obtained carbon fractions were taken as average for the layer
location of the original bed sample. Obtained carbon profiles were found to be reproducible,
results are presented in appendix A of this chapter. Furthermore, burning off the carbon in pure
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oxygen at 1100 °C for 6 h yielded a comparable carbon profile, validating the result obtained
from the LECO analyzer. Concluding, the resulting errors were caused predominantly by random
variations in the experiment and the bed sampling method.

To check the overall H2 and C balance, both CH4 and H2 were measured. To be able to use the TCD
signal, no CH4 could be present in the reactor outflow, therefore it is required to operate at 100%
CH4 conversion. To realize this, an experiment was performed at 1350 °C and a CH4 residence
time of 1.0 s. Furthermore, since the TCD had an upper detection limit of 50% H2 in N2 an inlet
CH4 fraction of 0.2 was used. To measure to total carbon deposition, all setup components were
weighed before and after the run. The overall carbon and hydrogen balances are presented in table
2.3. For this calculation it was assumed that no hydrogen is present in the deposited carbon. The
errors denote the calculated absolute percent point errors on the measured value and were based
on the errors of the individual components used during each of the measurements.

Table 2.3: Overall mass balance for C and H
measured in the fixed bed at 1350 °C

Measured Expected Closure Unit
Carbon 0,803 0,857 94% ±5 pp g
Hydrogen 30,2 30,5 99% ±7 pp vol%

2.2.5 Analysis equipment

Particle surface area measurements were performed by gas adsorption measurement (Gemini VII
2390 Surface Area Analyzer, Micrometrics). Trace compound gas measurements were performed
using a Varian 450-GC refinery gas analyzer. Methane fractions were measured using MIPEX IR
sensors. Hydrogen concentration was measured using a Caldos 5G-Ex TCD. Carbon mass fractions
on used particles was measured using a LECO A200 carbon analyzer.

2.3 Results and discussion

2.3.1 Carbon deposition measurements in the single particle reactor

Using the single particle reactor, carbon loading over time was measured for several temperatures.
For all the data presented in the results section, particle A was used. To measure kinetics, mass
and and energy transfer limitations should be negligible. Energy and mass transport in the single
particle reactor has been discussed in section 2.2.3 and appendix B of this chapter and was found
to not limit the decomposition reaction.

Results are presented in figure 2.2a. Error bars denote the 95% confidence interval based on the
standard deviation of the measurement mean. With increasing temperature the carbon loading
over time increases faster. For the 950 and 1000 °C data, a sigmoid curve is observed. An induction
period where carbon is deposited slowly is also observed. A possible explanation for this may be
given via a surface activation mechanism, where a nucleus first has to form on the surface before
decomposition can occur. After the slow nucleation step the decomposition rate accelerates and
carbon is deposited more rapidly. This has been discussed in literature[12, 21, 37], and shown
in experiments comparable to these for short gas residence time systems operating at low CH4
conversion. This is discussed further in section 2.3.4.
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Additionally, a temperature-dependent maximum loading was observed for the measurements
of 1000 °C and up. Near maximum loading the deposition of carbon onto the surface stops or
becomes very slow. The likely reason for this has not been established. It was also found that
a smooth particle (Si3N4, RA surface roughness 12 nm) did not gather a measurable amount of
carbon (total mass increase < 0.01 mg) after 1 h TOS at 1050 °C. Furthermore, it was found that this
maximum loading was reached after a longer time when the methane concentration was lowered
via a dilution with nitrogen. In appendix A of this chapter, figure 2.15 it is shown that the carbon
deposition speed is first order in methane concentration.

To put the measured decomposition rate into perspective, assuming a reactor operating isother-
mally at 1100 °C , without mass or energy transfer limitations would correspond to a volumetric
productivity of 35 mol C·mr

−3 ·s−1 (1500 kg C ·mr
−3 ·h−1). This assumes a fluidized bed with 50 µm

porous particles, and a total available area of 104 mp
2 ·mr

−3, internal and external area combined.
Comparing this productivity to a typical value of 4 mol C·mr

−3 · s−1 for methane steam reforming
shows that the potential realizable volume based production rate of C and H2 from methane
pyrolysis is high[26, 43].
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Figure 2.2: Experimental carbon loading over
time obtained in the single particle reactor
and prediction of nucleation kinetics model,
various temperatures, particle A

2.3.2 Carbon deposition and methane conversion

In the previous section, results on carbon deposition were presented under differential conditions,
i.e. very low methane conversion. Therefore, no link between methane conversion and carbon
deposition could be made. This section reports the data obtained using the fixed bed reactor,
providing data of methane conversion, and selectivities towards gaseous hydrocarbons and solid
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carbon, and solid carbon deposition data as function of both time and location.

For the data presented in figure 2.3 temperature was 1000 °C, particle A was used, gas inlet was 100%
CH4 and the gas residence time was 1.0 s. To measure momentary selectivities towards gaseous
intermediates, gas samples were taken using a syringe. The total sample time was in the order of
seconds, therefore the gaseous products in the sample syringe reflect the rate towards gaseous
intermediates during this period. Via equation 2.2 the momentary selectivity was obtained.

Sp = Cintermediates

CM ,i n −CM ,out

[
mol · s−1

mol · s−1

]
(2.2)

For the selectivity towards solid carbon, carbon profiles were measured at several points in time.
Since the bed has to be removed from the reactor and is consumed during carbon analysis in the
LECO machine, a total of 4 tests were done, one for each solid selectivity data point. The amount
of carbon produced since the previous measurement was then calculated. From this change
in amount of carbon, a time-averaged decomposition rate was obtained and used in equation
2.3. This allowed comparison of the selectivities towards gaseous hydrocarbons and solid carbon
under the same conditions and at the same time. The momentary selectivity S towards phase p is
defined as:

Sp = production rate of C in phase p

total CH4 conversion rate

[
mol ·mr

−3 · s−1

mol ·mr
−3 · s−1

]
(2.3)

In figure 2.3 the obtained selectivities and overall CH4 conversion are plotted over time.
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Methane conversion over time was constant at approximately 0.2 for all but the last (t=20000
s) measurements. Next to CH4 and H2, the intermediate decomposition products C2H4, C2H2
and C3H6 were detected. It can therefore be concluded that the conversion of methane towards
gaseous intermediates is independent of the induction period observed for carbon deposition,
observed in the single particle reactor. In figure 2.4 this is shown conceptually, as function of
loading. The rest of the observations discussed in this section are also present in this figure.

The selectivity towards solid carbon increases over time. This is in line with the observed induction
period observed for solid carbon deposition. Some solid carbon was found at t=300 s. This result
might seem to conflict with the single particle results, where no carbon was measured in this
initial period. This difference is caused by the detection limits of the used methods. The detection
limit for carbon of the LECO used for fixed bed measurements is much lower (equivalent to 0.005
g ·m−2

p,ex) than the carbon loading detectable by the weight difference method used in the single

particle experiments (equivalent to 1.2 g ·m−2
p,ex). The observed loading measured at 300 s in the

fixed bed was 0.4 g ·m−2
p,ex.

For the longer TOS the observed fixed bed loadings correspond to the measured single particle
loadings. The observed volume fractions of intermediates decreased over time, in line with the
increased solid carbon deposition and reduced selectivity to gaseous hydrocarbons. For longer
TOS (20000 s), the conversion of methane reduced to effectively 0. The loading at this point
corresponds to the maximum loading observed in the single particle reactor, and no carbon was
being deposited in the bed at this point. A gas phase measurement confirmed that no methane
was being converted to gaseous intermediates at this point, either.

The observation that CH4 conversion to the first decomposition products, such as ethylene and
acetylene, is not related to the induction period observed for carbon deposition implies that
methane conversion and carbon deposition are initially, over fresh α-Al2O3 , two different pro-
cesses. At 20000 s however, carbon deposition as well as methane conversion appear to stop almost
completely. The only difference between t=0 s and t=20000 s is the amount of carbon deposited
on the particles. Therefore, near the maximum loading, the amount of deposited carbon on the
available surface does influence the conversion of methane towards gaseous intermediates. Note
that the maximum loading is dependent on the temperature and is therefore a function of axial
location along the reactor, visualized in figure 2.4.

The observed phenomena are summarized in figure 2.4. The point of maximum loading is tem-
perature dependent, a lower temperature results in a lower maximum carbon loading. The point
where the selectivity towards carbon becomes 100% is not known exactly, but appears to occur at
a certain carbon loading and appears to be temperature independent.

36



0 10 20 30 40 50
0

0.2

0.4

0.6

0.8

1
·10−3

Loading at which the max.
rate is achieved is T independent

T decrease

Loading [g ·m−2
p,ex]

R
at

e
[m

o
l·m

−2 p,
ex
·s−

1
]

Rate towards C
Net rate to gaseous intermediates

Total methane conversion rate

Figure 2.4: Methane conversion and carbon
deposition rate as function of loading, 1000 °C

To further investigate the effect of available surface on the conversion of methane towards gaseous
intermediates, the experiment was repeated in a empty tube. Gas residence time and setpoint
temperature were kept the same as the original experiment by increasing the CH4 flow. The total
run time was 300 s. CH4 conversion to gaseous intermediates was 0.2%, only a trace (0.06%vol) of
C2H4 was detected, this was near the detection limit of the GC. This low CH4 conversion indicates
that the rate of methane conversion is also aided by a surface.

If the desired product is either hydrogen or syngas, from a process development perspective, the
production of gaseous intermediates should be minimized. At 1000 °C the gaseous intermediates
are mostly formed in the first ±1000 s, where relatively little carbon is being deposited. After
these first 1000 s the production of gaseous intermediates remains low. From figure 2.4, the net
production of gaseous intermediates occurs at loadings below ±15 g·m−2

p,ex. For a process with high
carbon efficiency operating at 1000 °C , working below this loading should be avoided. The loading,
at which the production of gaseous intermediates stops, appears to be temperature independent.
As higher temperatures result in a higher rate, the loading of ±15 g ·m−2

p,ex is achieved much earlier.
In table 2.4 the measured selectivities to solid carbon are presented for TOS=250 s, for various
temperature setpoints. Almost no gaseous products were found at these higher temperatures.

2.3.3 Further fixed bed data

In this section further fixed bed data is presented. Some model results are also incorporated.
These model results are discussed in section 2.3.5. For all data presented in this section a 50%CH4
- 50%N2 inlet was used, gas residence time in the hot zone was 0.6 s, and particle A was used. Con-
version over time is presented in figure 2.6. In agreement with figure 2.3 the methane conversion
over time is not constant. First, a slight acceleration is observed, thereafter followed by a decrease
over time. The decrease and eventual stop of methane conversion is explained by the carbon
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Table 2.4: Measured differential selectivities
of methane towards solid carbon at several
temperatures, fixed bed, gas residence time 1
s, TOS = 250 s, Particle A.

Setpoint T [°C ] Ssolid [-]
1300 0.999
1200 0.976
1100 0.967
1000 0.375

deposition on the bed, as shown in section 2.3.5.

Interestingly, the slight acceleration in overall conversion also means that more intermediates are
being formed, as intermediates must be formed before carbon can deposit. This implicates that
the initial rate of intermediate formation at t=0 is slower than the intermediate formation rate at
maximum methane conversion. A reason for this initially slow intermediates production rate has
not been identified. It is speculated that the thermodynamic equilibrium between methane and
the intermediates is reached[14], thereby limiting the initial intermediates production rate.

The bed temperature varies significantly over the axial reactor coordinate, therefore the overall CH4
conversion is a result of decomposition processes at a wide range of temperatures. A temperature
and corresponding carbon profile is presented in figure 2.5. Regardless of setpoint temperature
used, the first carbon from the inlet side was always found around the point where the local
temperature was 850 °C. In figure 2.7 the growth of carbon over time was visualized by measuring
three carbon profiles after different runtimes. It is seen here that the growth over time is not linear,
as can be expected from the single particle measurements.

In section 2.3.5 the model predictions also visible in these figures are discussed.
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2.3.4 Mechanism and modeling

In the experimental data presented earlier, several phenomena are observed to occur during
methane pyrolysis for fresh, carbon free α-Al2O3 :

1. An initial induction period during which no carbon is deposited.

2. During this period, methane is already being converted to gaseous intermediates.

3. Effects 1 and 2 are most pronounced for temperatures up to 1000 °C. For higher temperatures
the deposition starts much earlier and little gaseous intermediates are produced overall.

4. A temperature dependent maximum carbon loading occurs. When this loading is reached,
methane is not converted to solid carbon nor to gaseous intermediates anymore.

All these key phenomena should be incorporated into a model in order to be useful for reactor
design and optimalization. To predict phenomenon 1, the model needs to have some sort of
initiation for carbon deposition. To predict phenomenon 4, the model needs to have a termination
mechanism for carbon deposition.

From a process development perspective, the formation of gaseous intermediates should be
avoided. The decomposition reactor should be designed so that little gaseous species are produced,
for example by increasing the decomposition temperature. Therefore, and for sake of simplicity,
phenomenon 2 is not incorporated in either of the models, and gas phase intermediates are
not taken into account. This still enables prediction of phenomena 1, 3 and 4 whilst reducing
the complexity of the models. Note that this means that this model is not able to make correct
predictions for short solids residence time applications, especially for temperatures below 1100 °C.

The first model is a nucleation model based on literature (e.g. [12, 16, 22, 30, 37, 42]), where a
nucleus has to form on the surface in order for carbon to deposit. The second model uses a variable
activation energy to describe the acceleration and eventual stop in carbon deposition, using fewer
parameters.
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Nucleation model

The data presented in the previous sections may be indicative of a nucleation mechanism for
carbon deposition. If the formation of this nucleus is the limiting step at low temperature this can
explain the observed acceleration of carbon deposition. After these nuclei are formed the faster
carbon deposition reaction becomes dominant and carbon is deposited faster. The published
nucleation models do not include a termination mechanism. We included this termination by
incorporating a maximum number of nuclei that can be formed and setting the stoichiometry
between nuclei and deposited carbon.

The nucleation model takes into account three species: available sites (AS), nuclei (nuc) and
deposited carbon (C). In this model, a nucleus can be formed only on an available site. These
available sites are consumed when a nucleus forms and are incorporated to limit the number of
nuclei that can be formed. Kinetics reported in literature do not limit the growth of nuclei and, by
extension, the growth of carbon. It was shown experimentally that the carbon deposition does
stop, therefore this addition was made. The conceptual working of the model is presented in figure
2.8.

Figure 2.8: Nucleation model visualized in
steps

The amount of available sites (AS) is a particle characteristic, and is temperature dependent.
The change from available site to nuclei is described by equation 2.4. It is an exponential decay
dependent on temperature and has unit mol ·m−2. This part functions as the initiation to predict
phenomenon 1 by an increasing amount of nuclei in the induction period. Additionally, this serves
as a brake to limit the amount of carbon that can be deposited. When the amount of available sites
is consumed no more carbon can be deposited.

RAS =−kAS exp

(−Ea,AS

RT

)
C AS (2.4)

The initial amount of available sites is given by equation 2.5. It does not need to represent a real
quantity of a species and can be regarded as a measure for the energy level of the surface. The initial
amount of available sites (mol ·m−2) equals the maximum carbon loading at that temperature.
Hence, it causes the carbon deposition to stop.
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C AS,0 = kAS,I I exp

(−Ea,AS,I I

RT

)
(2.5)

For nuclei a generation rate and a consumption rate are formulated. Nuclei generation is depen-
dent on the amount of available sites C AS . The nuclei generation rate serves as the initial induction
period, and accelerates the carbon deposition in these moments. In this model, it is assumed
nuclei do not consume methane. In reality the nuclei likely consists of carbonaceous material, and
should therefore originate from methane. This has not been incorporated for simplicity sake: the
(molar) mass of a nucleus cannot be measured and was therefore taken as 0. Nuclei consumption
is dependent on the carbon deposition rate, it is assumed that every carbon atom deposited
consumes a nucleus. Since no data is available on the amount of nuclei present on the surface,
it is unknown how much carbon can be deposited per nucleus, for simplicity this stoichiometry
was then taken as 1. One could change this stoichiometry to any arbitrary value, provided that the
amount of available sites is also changed accordingly. Since the nucleus is removed when a carbon
atom is deposited, this model implies the formation of a monolayer of carbon. In reality, this is
not possible as the amount of carbon deposited is much larger than one monolayer on the Al2O3
surface. Therefore, the real amount of nuclei must be smaller than presented in the model and
secondly, more carbon can be deposited per nucleus. The nuclei balance is presented as equation
2.6.

Rnuc = RAS −Rdec = kAS exp

(−Ea,AS

RT

)
C AS −CM Cnuc kdec exp

(−Ea,dec

RT

)
(2.6)

For the carbon deposition, from experimental results it is known that the decomposition rate is
first order in available area (tables B.9 and B.10 in appendix A of this chapter). Furthermore, it is
shown that the carbon deposition rate is first order in methane pressure (figure 2.15 in appendix
A). From section 2.3.2 it is known that for the first steps in the decomposition mechanism towards
gaseous intermediates, no nuclei are required. As stated before, the gaseous intermediates are not
taken into account. It is assumed that the total methane reaction rate is dependent on the nuclei
concentration. Although this is not correct in the initiation period. This will only negatively affect
predictions in the initial periods for temperatures below 1000 °C. This is incorporated in equation
2.7:

Rdec =CM Cnuc kdec exp

(−Ea,dec

RT

)
(2.7)

The equations mentioned above were fitted to the experimental data presented in figure 2.2a by
minimizing the difference between model and experimental values in MATLAB using the fmincon,
fminunc and nlinfit routines. Equation 2.8 was used for the minimalization of the error σ for j
datasets of temperature T j consisting of N datapoints, with C being the model or experimental
carbon loading:

σ=
T j∑

T=T1

N j∑
i=1

1

N j
(Cmod , j ,i −Cexp, j ,i )2 (2.8)
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In figure 2.2a model results are presented. Modeled loading over time approximates experimental
values. The sigmoid curves are observed for the lower 2 temperatures. The initial slow deposition of
carbon is explained by the lack of nuclei, which are presented in figure 2.2b. At lower temperatures
the nuclei generation rate (equation 2.4) is relatively slow. The sigmoid curve is therefore most
visible at lower temperatures. At higher runtime and higher loadings the number of available sites
approaches zero (figure 2.16 in appendix A). From figure 2.2b and equation 2.6 this is seen as the
decrease in available nuclei eventually leading to a stop in carbon deposition.

Table 2.5: Kinetic parameters

Ea Error Ea k Error k unit k
[kJ ·mol−1 ] [kJ ·mol−1 ]

Dec 324 ±3 1,42·108 ±4.8·106 mg
3 ·mol−1 · s−1

AC 243 ±3 3.45·106 ±2.4·104 s−1

AC0 45 ±4 2,54·104 ±2.0·102 mol ·mp
−2 · s−1

Parameter values are presented in table 2.5. Errors present 95% confidence intervals. The rate
constant does not accurately represent the turnover frequency of the hydrocarbons on the Al2O3
surface. The relevant component in equation 2.7 is taken as methane since this concentration
is known. In reality this will most likely be some larger hydrocarbon formed as an intermediate
during methane decomposition. Since this intermediate will be present in a lower concentration
the true turnover frequency will be higher. Methane is used in the equation as the concentration
of this component is known and secondly because the concentration of the relevant intermediate
reactant(s) will be directly proportional to the CH4 concentration.

Correlation coefficients were calculated to range from 0.93 to 1 across all parameters. This strong
cross-correlation can be expected because available sites and nuclei concentration could not be
measured.

It is known that the particle surface has a (or multiple) characteristic(s) that influence the carbon
deposition rate. All kinetic data here were obtained using particle A, however experiments with
a smooth (RA surface roughness 12 nm) resulted in no deposited carbon after 1 h at 1050 °C.
Therefore the parameters presented here need to be determined for each particle type.

Variable activation energy model

Variable activation energy models are used to describe a large set of paralel and consecutive
reactions[7, 39–41]. The effect of the complex reaction network is lumped in the variable activation
energy. In this work, the variable activation energy uses a change in activation energy to describe
the observed acceleration and eventual stop of carbon deposition. As is the case with the nucle-
ation model presented in the previous section, methane is taken to be the reactive molecule. In
reality this will be an intermediary larger molecule. The formation of this intermediary molecule
is not taken into account.

The model workings are visualized in figure 2.9. It is assumed that the deposition of the first carbon
is relatively slow. This is comparable to the formation of the nucleus of the first model and is
incorporated via a relatively high activation energy. When the initial carbon has been deposited it
becomes easier to deposit additional carbon. This translates to a lower activation energy. With
further increasing carbon loading the activation energy increases again. The activation energy
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as function of carbon loading will therefore have a parabolic shape, as visualized conceptually in
figure 2.9.

The use of a variable activation energy in kinetics is seen by some as indicative of an overly
simplistic or overall incorrect kinetics approach[7, 39, 40]. In this work, no detailed fundamental
study into the decomposition steps has been performed, nor was it aimed to do so. We merely
evaluated if such a model could describe experimental results. A variable activation energy cannot
be regarded as an activation energy in the fundamental sense, but is a result of an interplay
between several simultaneously occurring reaction steps or processes[7, 39–41]. For methane
pyrolysis, the reaction network is simplified in the sense that several intermediate species are not
regarded.

The carbon deposition is described by equation 2.9. The parameter kdec incorporates the particle
particle dependent characteristic of the amount of available sites. Therefore, only a single equation
is needed. The activation energy is a function of carbon loading and is described by equation 2.10.
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Figure 2.9: Variable activation energy model
visualized in steps

dCc

d t
= Rdec =CM kdec exp

(−Ea,dec

RT

)
(2.9)

Ea,dec = p2 ·C 2
c +p1 ·Cc +p0[J ·mol−1] (2.10)

Combination of equation 2.9 and 2.10 yields:

dCc

d t
=CM kdec exp
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RT
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(2.11)

Which has the analytical solution:
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p
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Equation 2.12 was used to calculate loading over time. The fitting routine was the same as the first
model, using equation 2.8 describing the error. Fit parameters were kdec and the 3 polynomial
coefficients. The obtained fit is presented in figure 2.10. The corresponding activation energy as
function of carbon loading is presented in figure 2.12.

After parameterization this model describes the experimental data. The sigmoid curves are present
in the modeled loading. For all temperatures, the deposition speed has reached a maximum at
Cc = 15 g ·m−2

p,ex, being the inflection point in the sigmoid curve and the minimum of the Ea

parabola.

In table 2.6 the the fitted parameters are presented. Calculated correlation coefficients indicate
a strong (0.9-1) cross correlation between all the polynomial parameters, but not between the
polynomal parameters and the rate constant (0-0.3).

Table 2.6: Fitted parameters for activation en-
ergy distribution model

Value Error Unit
kdec 1,97 ·109 6.7 ·106 mg

3 ·mp
−2 · s−1

p0 3,3 ·105 6,3 ·102 J ·mol−1

p1 -18.5 ·103 3.6 ·102 J ·m2 ·mol−2

p2 7.9 ·103 64 J ·m4 ·mol−3

As is the case with the nucleation model, these parameter values are only valid for particle A. An
adaption of these parameters needs to be made for usage of other particles.
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Figure 2.10: Carbon loading over time in the
single particle reactor with activation energy
distribution results, several temperatures, par-
ticle A.
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Comparing both models

Comparing both models, the overall accuracy of the fit, as measured by equation 2.8, is slightly
better for the first model (total deviation over all datapoints 418 g ·m−2

p,exfor model 1 versus 477

g ·m−2
p,exfor model 2). The accuracy for both models is comparable to the error estimates on

the experimental data (summing to 405 g ·m−2
p,ex), and it is argued that both models predict the
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experimental loading with comparable accuracy. However, there are a few other aspects that vary
between both models. The first model uses more parameters (6 vs. 4), which (as a result) have a
higher cross correlation. For a process design it is mainly desired to describe carbon deposition,
which both models are able to do.

2.3.5 Verification of kinetics in a fixed bed

In this work a fixed bed was chosen because it is a relatively simple system that could be evaluated
without changes to the used setup. From a process development perspective there are numerous
other reactors that may be more suitable for this process, as well as the option of porous particles.
This will be evaluated in a separate publication.

In this section fixed bed results are compared to model predictions 2.3.4. Both the kinetics were
incorporated in a fixed bed model. In this model it is assumed that the total methane conversion
rate is equal to the carbon deposition rate, meaning that the net formation of intermediates is not
taken into account, as discussed earlier. In the fixed bed model, the measured axial temperature
profiles were used as input and were taken as constant over time. More details on the model and
the differential equations describing this system are presented in appendix D of this chapter. The
bed temperature varies significantly over the axial reactor coordinate, therefore the overall CH4
conversion is a result of decomposition processes at a wide range of temperatures. The induction
period will play a role for temperatures below ±1050 °C .

The model prediction for CH4 conversion over time is in reasonable agreement with the experi-
mental results. For the nucleation model the predicted conversion at t = 0, is 0. This is because no
available sites have been transformed into nuclei at this point. Even though accurate measurement
of CH4 conversion in the first ±100 s is complicated because the remaining nitrogen is still being
flushed out by the newly introduced methane, it is clear that some methane is already being
converted. In section 2.3.2 this is also described. For the variable activation energy model this
difference is not present as the initial reaction rate is nonzero for these kinetics.

A large part of the bed has a lower temperature than the setpoint temperature, however the carbon
deposition is slow here. The lower temperature areas of the bed do not contribute significantly to
the total carbon deposition. A test was carried out with a setpoint of 1000 °C . Here, the production
of gaseous intermediates becomes much more relevant. The required loading of ±15 g ·m−2

p,ex takes
significantly longer to reach, see figure 2.19. Neither of the models is able to accurately predict
methane conversion for this temperature, evident from figure 2.19 in appendix A. Concluding, at
lower temperatures the production of gaseous intermediates is much more pronounced and for
accurate methane conversion predictions, should be taken into account. At 1100 °C and above,
this is not the case.

In figure 2.7 the measured and predicted carbon profiles are presented for three different total
runtimes, so that the growth of the carbon profile is visible. The experimental results show that the
growth over time is not linear, as can be expected from the single particle results and the total CH4
conversion over time. For all three run times the predictions of both models are in good agreement
with the experimental results. Both kinetic models therefore accurately predict when, and where
carbon is deposited. This, and the prediction of CH4 conversion over time provides confidence
that the kinetics obtained in the single particle reactor can be used to predict CH4 conversion and
carbon deposition in a fixed bed. Hence, the kinetics can be used as a rational basis for reactor
design and process development.
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2.4 Conclusions

This work describes a first attempt to quantitatively describe carbon deposition from methane
pyrolysis on nonporous particles in a way useful for reactor design and process development. A
method was developed to characterize carbon deposition on a specific single particle. Using this
method, an accurate prediction of the carbon deposition behavior of many particles in a fixed bed
was possible.

Detailed data on carbon deposition as function of time and temperature is reported. It was
found that carbon deposition accelerates in the first moments after first contacting with methane.
Additionally, a maximum carbon loading was found on the used nonporous particles. For 1000 °C,
it was shown that even though carbon deposition does not occur directly after first contacting with
methane, methane is being converted to gaseous intermediates. Over time, as carbon deposition
starts and accelerates, the selectivity to gaseous intermediates greatly reduces. This effect is most
pronounced at temperatures below 1100 °C. For a hydrogen or syngas production process the
formation of gaseous hydrocarbons should be avoided, therefore a sufficiently high temperature
and solids residence time in the decomposition reactor is required so that the net production of
intermediates is largely avoided.

Two types of kinetic models were presented. In neither of these models, the gaseous intermediates
were included. Both models accurately predict carbon deposition and methane conversion at
1100 °C over time in a fixed bed system. Therefore, for a decomposition reactor operating at 1100
°C it is sufficient to only describe the solid deposition to accurately describe methane conversion.

48



Bibliography

[1] A. Abánades, E. Ruiz, E. M. Ferruelo, F. Hernández, A. Cabanillas, J. M. Martínez-Val, J. A.
Rubio, C. López, R. Gavela, G. Barrera, C. Rubbia, D. Salmieri, E. Rodilla, and D. Gutiérrez.
Experimental analysis of direct thermal methane cracking. International Journal of Hydrogen
Energy, 36(20):12877–12886, 2011. ISSN 03603199. doi: 10.1016/j.ijhydene.2011.07.081.

[2] Rita Aiello, Jeffrey E. Fiscus, Hans Conrad Zur Loye, and Michael D. Amiridis. Hydrogen
production via the direct cracking of methane over Ni/SiO2: Catalyst deactivation and
regeneration. Applied Catalysis A: General, 192(2):227–234, 2000. ISSN 0926860X. doi:
10.1016/S0926-860X(99)00345-2.

[3] J. Ashok, S. Naveen Kumar, A. Venugopal, V. Durga Kumari, S. Tripathi, and M. Subrahmanyam.
CO free hydrogen by methane decomposition over activated carbons. Catalysis Commu-
nications, 9(1):164–169, 1 2008. ISSN 15667367. doi: 10.1016/j.catcom.2007.05.046. URL
https://linkinghub.elsevier.com/retrieve/pii/S1566736707002452.

[4] Zongqing Bai, Haokan Chen, Baoqing Li, and Wen Li. Catalytic decomposition of methane
over activated carbon. Journal of Analytical and Applied Pyrolysis, 73(2):335–341, 2005. ISSN
01652370. doi: 10.1016/j.jaap.2005.03.004.

[5] L C Blackman, G Saunders, and A R Ubbelohde. Defect structure and properties of pyrolytic
carbons. Proceedings of the Royal Society of London. Series A. Mathematical and Physical
Sciences, 264(1316):19–40, 1961. ISSN 0080-4630. doi: 10.1098/rspa.1961.0183.

[6] Vladimir V Chesnokov and Alexandra S Chichkan. 1-s2.0-S036031990900144X-main.pdf.
international journal of hydrogen energy, 34(7):2979–2985, 2009.

[7] F Hurn Constable. The mechanism of catalytic decomposition. Proceedings of the Royal
Society of London. Series A, Containing Papers of a Mathematical and Physical Character, 108
(746):355–378, 1925. ISSN 0019-7866. doi: 10.1021/ie50602a034.

[8] Gilles H. Denis and Thomas E. Daubert. Application of quasilinearization to methane pyroly-
sis. AIChE Journal, 20(4):720–727, 1974. ISSN 15475905. doi: 10.1002/aic.690200413.

[9] Alan M. Dunker, Sudarshan Kumar, and Patricia A. Mulawa. Production of hydrogen by ther-
mal decomposition of methane in a fluidized-bed reactor - Effects of catalyst, temperature,
and residence time. International Journal of Hydrogen Energy, 31(4):473–484, 2006. ISSN
03603199. doi: 10.1016/j.ijhydene.2005.04.023.

[10] B Eisenberg and H Bliss. Kinetics of methane pyrolysis. In Chem. Eng. Prog. Symp. Ser.,
volume 63, pages 3–17. Yale Univ., New Haven, CT, 1967. URL http://www.osti.gov/
energycitations/product.biblio.jsp?osti_id=5142124.

[11] M. A. Ermakova, D. Yu Ermakov, and G. G. Kuvshinov. Effective catalysts for direct cracking
of methane to produce hydrogen and filamentous carbon. Part I. Nickel catalysts. Applied
Catalysis A: General, 201(1):61–70, 2000. ISSN 0926860X. doi: 10.1016/S0926-860X(00)
00433-6.

[12] D. V. Fedoseev, S. P. Vnukov, and B. V. Derjaguin. Physico-chemical theory of graphite growth
from hydrocarbons. Carbon, 17(6):453–458, 1979. ISSN 00086223. doi: 10.1016/0008-6223(79)
90033-2.

49

https://linkinghub.elsevier.com/retrieve/pii/S1566736707002452
http://www.osti.gov/energycitations/product.biblio.jsp?osti_id=5142124
http://www.osti.gov/energycitations/product.biblio.jsp?osti_id=5142124


[13] F. Geiger, C. A. Busse, and R. I. Loehrke. The vapor pressure of indium, silver, gallium, copper,
tin, and gold between 0.1 and 3.0 bar. International Journal of Thermophysics, 8(4):425–436,
1987. ISSN 0195928X. doi: 10.1007/BF00567103.

[14] Christophe Guéret, Michel Daroux, and Francis Billaud. Methane pyrolysis: Thermo-
dynamics. Chemical Engineering Science, 52(5):815–827, 1997. ISSN 00092509. doi:
10.1016/S0009-2509(96)00444-7.

[15] Ling Han, Tae Ki Lim, Young Jun Kim, Hyun Sik Hahm, and Myung Soo Kim. Hydrogen
production by catalytic decomposition of methane over carbon nanofibers. Materials Science
Forum, 510-511(2):30–33, 2006. ISSN 16629752. doi: 10.4028/0-87849-995-4.30.

[16] Peter Harris. ‘Chemistry and physics of carbon’. Materials Science and Technology, 13(12):
1066–1066, 1997. ISSN 0267-0836. doi: 10.1179/mst.1997.13.12.1066.

[17] A. Holmen, O. A. Rokstad, and A. Solbakken. High-Temperature Pyrolysis of Hydrocarbons. 2.
Naphtha to Acetylene. Industrial and Engineering Chemistry Process Design and Development,
18(4):653–657, 1979. ISSN 01964305. doi: 10.1021/i260072a014.

[18] Anders Holmen. Direct conversion of methane to fuels and chemicals. Catalysis Today, 142
(1-2):2–8, 2009. ISSN 09205861. doi: 10.1016/j.cattod.2009.01.004.

[19] J. Lahaye, G. Prado, and J. B. Donnet. Nucleation and growth of carbon black particles
during thermal decomposition of benzene. Carbon, 12(1):27–35, 1974. ISSN 00086223. doi:
10.1016/0008-6223(74)90037-2.

[20] Aik Chong Lua and Hong Yan Wang. Hydrogen production by catalytic decomposition of
methane over Ni-Cu-Co alloy particles. Applied Catalysis B: Environmental, 156-157(6):84–93,
2014. ISSN 09263373. doi: 10.1016/j.apcatb.2014.02.046.

[21] K. I. Makarov and V. K. Pechik. Kinetics of methane thermal decomposition on the carbon
surface in transient regime. Carbon, 7(2):279–285, 1969. ISSN 00086223. doi: 10.1016/
0008-6223(69)90110-9.

[22] K. I. Makarov and V. K. Pechik. Kinetics of methane pyrolysis under conditions of pyrolytic
carbon formation. Carbon, 12(4):391–403, 1974. ISSN 00086223. doi: 10.1016/0008-6223(74)
90004-9.

[23] David M. Matheu, Anthony M. Dean, Jeffrey M. Grenda, and William H. Green. Mechanism
generation with integrated pressure dependence: A new model for methane pyrolysis. Journal
of Physical Chemistry A, 107(41):8552–8565, 2003. ISSN 10895639. doi: 10.1021/jp0345957.

[24] Jonas Meckling, Thomas Sterner, and Gernot Wagner. Policy sequencing toward decarboniza-
tion. Nature Energy, 2(12):918–922, 2017. ISSN 20587546. doi: 10.1038/s41560-017-0025-8.

[25] R Moliner, I Suelves, M J Lázaro, and O Moreno. Thermocatalytic decomposition of methane
over activated carbons: influence of textural properties and surface chemistry. International
Journal of Hydrogen Energy, 30(3):293–300, 2005.

[26] Jacob A Moulijn, Michiel Makkee, and Annelies E Van Diepen. Chemical process technology,
volume 51. John Wiley & Sons, 2013. doi: 10.5860/choice.51-2107.

50



[27] N. Muradov. Catalysis of methane decomposition over elemental carbon. Catalysis Commu-
nications, 2(3-4):89–94, 2001. ISSN 15667367. doi: 10.1016/S1566-7367(01)00013-9.

[28] Nazim Muradov, Franklyn Smith, and Ali T-Raissi. Catalytic activity of carbons for methane
decomposition reaction. Catalysis Today, 102-103:225–233, 2005. ISSN 09205861. doi:
10.1016/j.cattod.2005.02.018.

[29] Nazim Z. Muradov. CO2-free production of hydrogen by catalytic pyrolysis of hydrocarbon
fuel. Energy and Fuels, 12(1):41–48, 1998. ISSN 08870624. doi: 10.1021/ef9701145.

[30] H. B. Palmer, J. Lahaye, and K. C. Hou. On the kinetics and mechanism of the thermal
decomposition of methane in a flow system. Journal of Physical Chemistry, 72(1):348–353,
1968. ISSN 00223654. doi: 10.1021/j100847a068.

[31] J. L. Pinilla, I. Suelves, M. J. Lázaro, and R. Moliner. Kinetic study of the thermal decomposition
of methane using carbonaceous catalysts. Chemical Engineering Journal, 138(1-3):301–306,
2008. ISSN 13858947. doi: 10.1016/j.cej.2007.05.056.

[32] Nazanin Rahimi, Dohyung Kang, John Gelinas, Aditya Menon, Michael J. Gordon, Horia
Metiu, and Eric W. McFarland. Solid carbon production and recovery from high temperature
methane pyrolysis in bubble columns containing molten metals and molten salts. Carbon,
151:181–191, 2019. ISSN 00086223. doi: 10.1016/j.carbon.2019.05.041. URL https://doi.
org/10.1016/j.carbon.2019.05.041.

[33] Sylvain Rodat, Stéphane Abanades, Julien Coulié, and Gilles Flamant. Kinetic modelling of
methane decomposition in a tubular solar reactor. Chemical Engineering Journal, 146(1):
120–127, 2009. ISSN 13858947. doi: 10.1016/j.cej.2008.09.008.

[34] P. Sander. Surface and in-depth analysis of hydrogenated carbon layers on silicon and
germanium by mass and electron spectroscopy. Journal of Vacuum Science & Technology B:
Microelectronics and Nanometer Structures, 7(3):517, 1989. ISSN 0734211X. doi: 10.1116/1.
584778.

[35] Stefan Schneider, Siegfried Bajohr, Frank Graf, and Thomas Kolb. State of the Art of Hydrogen
Production via Pyrolysis of Natural Gas. ChemBioEng Reviews, 7(5):150–158, 2020. ISSN
21969744. doi: 10.1002/cben.202000014.

[36] I. Suelves, M. J. Lázaro, R. Moliner, B. M. Corbella, and J. M. Palacios. Hydrogen production
by thermo catalytic decomposition of methane on Ni-based catalysts: Influence of operating
conditions on catalyst deactivation and carbon characteristics. International Journal of
Hydrogen Energy, 30(15):1555–1567, 2005. ISSN 03603199. doi: 10.1016/j.ijhydene.2004.10.
006.

[37] P. A. Tesner, T. D. Smegiriova, and V. G. Knorre. Kinetics of dispersed carbon formation.
Combustion and Flame, 17(2):253–260, 1971. ISSN 00102180. doi: 10.1016/S0010-2180(71)
80168-2.

[38] Angayle Vasiliou, Mark Nimlos, and G. Barney Ellison. Mechanism of the thermal decom-
position of furan. In ACS National Meeting Book of Abstracts. ACS Publications, 2009. ISBN
9780841224414.

51

https://doi.org/10.1016/j.carbon.2019.05.041
https://doi.org/10.1016/j.carbon.2019.05.041


[39] S. Vyazovkin. On the phenomenon of variable activation energy for condensed phase reac-
tions. New Journal of Chemistry, 24(11):913–917, 2000. ISSN 11440546. doi: 10.1039/b004279j.

[40] Sergey Vyazovkin. Variable Activation Energy-1.Pdf. Thermochimica acta, 397(1-2):269–271,
2003.

[41] Sergey Vyazovkin. Reply to "What is meant by the term ’variable activation energy’ when
applied in the kinetics analyses of solid state decompositions (crystolysis reactions)?". Ther-
mochimica Acta, 397(1-2):269–271, 2003. ISSN 00406031. doi: 10.1016/S0040-6031(02)
00391-X.

[42] Alvin E Witt. A PRELIMINARY INVESTIGATION OF THE FORMATION OF CARBON BLACK
BY THE PYROLYSIS OF RESIDUAL FUEL OIL FE 2 1I2S IBARs State University. PhD thesis,
Massachusetts Institute of Technology, 1966.

[43] M Zanfir and A Gavriilidis. Catalytic combustion assisted SMR in a plate reator. Chemical
Engineering Science, 58(17):3947–3960, 2003.

Appendix A - Supplementary data

Appendix A contains all the supplementary data is summarized. In table B.7 a detailed list of used
materials for the heating unit is presented. In table B.8 additional details on the two used particle
types is presented. Note that the vast majority of the results presented in this chapter use particle
A. Particle B was only used for the measurement on external area influence, the results of which
are presented in table B.9.

Table B.7: Detailed overview of used materials
in heating unit

Part Material Supplier
Heating wire SuperKanthal A1 Salomons Metalen
Electrical wire 6mm stainless steel cable
Screw terminal Al2O3 block RS Components
Radiation element 99,7%Al2O3 Haldewanger
Reactor tube 99,9%Al2O3 Haldewanger
Thermal cement 48%Al2O3 , 48% SiO2 ThermAll b.v.
Isolation block Foamed Al2O3 Pizzaoven.shop
Isolation wool Morgan Al2O3 Superwool Morgan Ceramics
Oven wall 6mm Aluminium plate

Table B.8: Properties of particles and packed
bed of particles. a-taken from manufacturer
datasheet, b measured

Particle Dp ρ Sphericity Ai nt Aex Void fraction
[mm] [kg ·m−3] [-] [m2 ·kg−1] [m2 ·kg−1] [m3

g · m −3
r ]

A 1,5a 3740a 1a 0b 0.88 0,55
B 3.0a 3688a 1a 0b 0.41 0,57
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Table B.9: Measured fixed bed reactor aver-
aged decomposition rate for two different par-
ticle types

Particle Area in reactor Fixed bed reactor averaged rate
[m2 ·m−3] [mol ·m−2 · s−1]

A 1716 1,23E-08
B 1206 1,19E-08

In table B.10 the carbon loading is presented for the case of 1, 2 or 3 particles present in the
cone, for various temperatures and TOS. The variation between the cases for 1, 2 or 3 particles
is comparable to the variation between all experiments with 3 particles present in the cone.
Therefore, the number of particles in the cone does not affect the measured loading. It was
decided to measure with 3 particles almost all of the experiments to increase number of samples
taken.

Table B.10: Data on amount of particles
present in the cone of the single particle re-
actor.

TOS [s] T [°C ] Loading obtained [g ·m−2
p,ex]

3 particles 2 particles 1 particle
900 1050 18,4 18,0

1200 1050 22,6 21,4
1200 1100 34,7 37,2
1200 1000 4,9 5,1
3600 1050 40,1 40,3 38,0

In figure 2.13 measurement data on the heating unit is presented. The two data series denote the
temperature profiles measured along the axial length of the reactor tube. The wider profile uses
both heaters, the narrow profile uses only heater 2. The triangle and asterisk denote the location
of the controlling thermocouples for heater 1 and heater 2, respectively. The black line denotes
the location of the fixed bed, note that in this case only heater two is used. The asterisk (control
thermocouple 2) is also the location of the single particle reactor cone, in this case both heaters
are used in order to sufficiently heat the gas. Note that for single particle operations the current
setpoints do not reflect the actual setpoints.
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Figure 2.13: Steady state temperature profile
of the heating unit. Setpoint was 1300°C. mea-
surements taken with Type S thermocouple in
fixed bed configuration.

In figure 2.14 data on the reproducibility of carbon profile measurements is presented. Using
the LECO analyzer on a sample thrice obtained a similar profile. When burning off the carbon of
this sample in an oxygen atmosphere at 1100°C for 6h obtained a comparable profile, confirming
reproducibility of carbon measurements.
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Figure 2.14: Reproducibility of measured car-
bon profiles in fixed bed. T = 1100°C , Inlet
CH4 fraction = 0.5, τ= 0.6s

In figure 2.15 the measured deposition rate (expressed in g ·m−2
p,ex · s−1) measured at 1000°C is

presented as function of methane pressure. From the single particle data (figure 2.2a) it is known
that the carbon deposition rate is not a constant, and varies over the carbon loading. To make
a fair comparison, the presented rate was measured at a carbon loading of 11 g ·m−2

p,ex, being
the inflection point of the sigmoid carbon deposition curve. It was found that a linear relation
between carbon loading and deposition rate exists, indicating a first order dependence on methane
concentration.
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Figure 2.15: Measured carbon deposition rate
measured at inflection point of the deposition
curve for various CH4 gas fractions

In figure 2.16 the modeled concentration of active sites is presented. The concentration over time
follows an exponential decay. The decay is faster at higher temperature, in agreement with the
increased reaction rate over time. The initial amount of active sites is proportional to the maximum
carbon loading that can be obtained at that specific temperature and is therefore increasing with
temperature.
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Figure 2.16: Concentration of active sites

In figures 2.17 and 2.18 SEM images of particle A before and after carbon deposition are presented.
The rough edges present in figure 2.17 appear to be smoothed out to some extent by the deposited
carbon in figure 2.18.

Figure 2.17: SEM image of particle A before
exposure to methane
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Figure 2.18: SEM image of particle A after
methane decomposition, 1300°C 50%CH4 -
50%N2

In figure 2.19 the measured methane conversion and model predictions are presented for the
fixed bed. One can see that the model predictions do not agree with the measured data. This
is explained via the assumption, made in the models, that the total methane conversion rate is
equal to the carbon deposition rate. In reality there exists a period where a significant selectivity to
gaseous product occurs, see figure 2.4. At 1000 °C this is a relatively long period, at 1100 °C this
period is relatively short. Therefore, at 1000 °C the model does not accurately predict methane
conversion.

In figure 2.19 the measured methane conversion and model predictions are presented for the
fixed bed. One can see that the model predictions do not agree with the measured data. This
is explained via the assumption, made in the models, that the total methane conversion rate is
equal to the carbon deposition rate. In reality there exists a period where a significant selectivity to
gaseous product occurs, see figure 2.4. At 1000 °C this is a relatively long period, at 1100 °C this
period is relatively short. Therefore, at 1000 °C the model does not accurately predict methane
conversion.
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Figure 2.19: Measured and predicted methane
conversion for the fixed bed, gas residence
time 1 s, setpoint 1000 °C , Particle A.

Appendix B - Energy balances over reactor cone single particle

Single particle

In this section a temperature balance over the single particle is presented. It is assumed the particle
is suspended in a gas flow equal to the particle temperature, therefore no heat transfer occurs
between particle and gas. The energy balance over the particle is then composed of ingoing heat
via radiation and heat consumption via the methane decomposition reaction. In an equation:

F1,2ϵσ(T 4
HE −T 4

p ) = Rdec∆Hdec [W ·m−2] (B.13)

In which F1,2 is the view factor (1 for a particle suspended in a significantly longer tube), ϵ the
emissivity of alumina, σ the Stefan-Boltzmann constant, THE the heating element temperature
in K, Tp the particle temperature in K, Rdec the methane decomposition rate in mol ·m−2

p,ex and
∆Hdec the reaction enthalpy of the decomposition reaction.

Rearranging equation B.13 for Tp yields:

Tp =
(
T 4

HE − Rdec∆Hdec

F1,2ϵσ

)0.25

(B.14)

Filling in the maximum measured reaction rate yields:

Tp = (O(12)−O(10))0.25 (B.15)
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with a calculated temperature difference between THE and Tp of 2°C , which is comparable to the
inherent accuracy of the used type S thermocouple at operation temperatures.

Reactor cone

To ensure the gas temperature equals the setpoint temperature in the cone, an energy balance was
derived for the heating unit. It was aimed to relate the power consumption of both the heaters
to the gas temperature in the cone. The temperature during experiments did not vary over time,
therefore all balances in this section are for steady state. The energy balance is given for each of
the two heaters for a case with zero gas flow in the reactor. In this the total heat loss though the
external heating unit surface is the sum of its components HLH1 provided by heater 1 and HLH2

supplied by heater 2. Since no gas flows though the reactor, the heat loss is the power consumption
E of either of the heaters:

EH1 = HLH1 and EH2 = HLH2 (B.16)

When an arbitrary gas flow φg is introduced, the gas temperature is increased by the heating unit.
The energy consumption of the heaters increases via heat exchange with the gas. The total energy
increase of the gas is given by:

Eg as,tot =Ue f f Atot∆Tav g (B.17)

If we incorporate that total gas heating energy consumption into the total energy balance:

EH1 = HLH1 +Ue f f AH1∆Tav g ,H1 and EH2 = HLH2 +Ue f f AH1∆Tav g ,H2 (B.18)

Note that both of the power consumptions EH1 and EH2 could be read from the setup. When we
set the requirement that the gas temperature in the cone equals the setpoint (heater) temperature,
one can see that ∆Tav g ,H2 = 0. The energy consumption of the second heater then equals once
again EH2 = HLH2. Experimentally, this was ensured by setting the temperature in the first heater
to a sufficiently high temperature. Note that the temperature of the first heater was dependent on
the setpoint temperature of the cone, and that this routine needs to be repeated for each unique
temperature, as the respective heat losses were also a function of cone setpoint temperature.

Appendix C - Mass transfer in the cone

To investigate the mass transfer to and from the particle suspended in the cone, a 1.5mm diameter
copper particle (99.999%) was suspended in a 95% Ar, 5% H2 flow at 1000°C. The particle was
cast to match the diameter of Al2O3 particle A. At this temperature Cu has a vapor pressure[13],
causing the particle to gradually lose mass. A H2 containing gas was used to ensure the particle
was not oxidized by trace oxygen. All other process conditions, including the particle size, were
equal to the methane decomposition experiments. The mass over time is presented in figure 2.20.
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Figure 2.20: Cu particle mass over time,
T=1000°C

The mass over time decreases linearly, this is expected as the radius of the particle did not change
significantly. The measured mass transfer coefficient at 1000°C km is 2.19 m · s−1. To find out if the
process is mass transfer limited the following mass balance was solved:

km
(
CM ,b −CM ,s

)= Rdec (B.19)

in which CM ,b and CM ,s are the bulk and surface concentrations of CH4 , respectively and Rdec is
the maximum measured methane decomposition rate. It was found that CM ,b and CM ,s differ by
approximately 0.5%. Therefore it is concluded that the methane decomposition in the cone is not
mass transfer limited, in agreement with experimental observations for the much faster oxidation
reaction.
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3 Predicting gasification rates of pyrolytic graphite deposited
from methane

This chapter has been published as: Kreuger, T., A. N. R. Bos, and S. R. A. Kersten. "Predicting gasification rates of
pyrolytic graphite deposited from methane." Chemical Engineering Journal (2022): 135487.
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Table 3.1: Symbol list for chapter 3

Symbol Description Unit
ρ Density kg ·m−3

S Selectivity
C Concentration mol ·m−3

C Loading g ·m−2

t Time s
Rx Reaction rate x
k Rate constant
Ea Activation energy kJ ·mol−1

T Temperature K
R Gas constant J ·mol−1 ·K−1

D Diameter m
A Surface area m2

τ Residence time s
F View factor
∆Hr Reaction enthalpy J ·mol−1

ϵ Emissivity
ω Stefan-

Boltzmann con-
stant

J ·m−2 ·K−4

E Energy J
U Heat transfer coef-

ficient
W ·m−2 ·K−1

r Radius m
u Molar mass, Su-

perficial velocity
g ·mol−1,m3 ·m−2 · s−1

m Mass kg

Abbr. Description Unit Subscript Description
Abbr. Abbreviation p Particle, Product
ID Inner diameter m M Methane
OD Outer diameter m ex External
TOS Time on stream s 0 Initial
SPR Single particle re-

actor
dec Decomposition,

Pyrolysis
C Carbon mod Model

exp Experimental

i nt Internal

g as Gas, Gasification

tot Total

e f f Effective

∆ Difference

av g Average

b Bulk
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Abstract

This work describes the gasification of carbon produced during the pyrolysis of methane. Carbon
was deposited on nonporous α−Al2O3 at temperatures ranging between 950 and 1150 °C. The
time α−Al2O3 was in contact with methane was varied between 60 and 8400 seconds. Gasification
tests were performed in the range of 1000 to 1100 °C and steam, CO2 and air were used as oxidizer.

It was observed that the gasification rate cannot be described by only parameters related to the
gasification conditions (temperature, pressure, gas composition). In fact, it became clear that
information about the carbon is needed in the gasification rate equation. The H/C ratio and
the peak oxidation temperature, as reactivity measures, turned out not to relate uniquely to the
gasification rate and are thus not suited as completing parameters. However, it was possible to
relate the gasification reactivity of the carbon to the pyrolysis conditions (temperature, contact
time betweenα−Al2O3 and CH4 ) under which it was produced. After parameterization of the thus
obtained rate equation using data obtained in a single particle reactor, an adequate prediction
on the gasification of carbon deposited by pyrolysis of methane in a fixed could be made. The
developed method is therefore a suitable way of predicting gasification rates for reactor design
purposes.
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3.1 Introduction

The pyrolysis of methane may be a suitable reaction route towards carbon efficient syngas produc-
tion. The pyrolysis of methane produces hydrogen and solid carbon via reaction 3.1

CH4 −→ H2 +C (3.1)

In previous work the carbon deposition kinetics on unfunctionalized, nonporous α-Al2O3 were
reported[16]. This work regards the gasification of the deposited carbon via the following reactions:

C+H2O −−→ CO+H2 (3.2)

C+CO2 −−*)−− 2CO (3.3)

C+ 1

2
O2 −−→ CO (3.4)

An industrial process using methane pyrolysis is able to produce hydrogen and synthesis gas. To
produce CO, any of the above gasification reactions may be used. Depending on the gasification
option chosen, the resulting syngas ratio may be varied between 1 and 3. Hence, the gasification
rates of these reactions are investigated.

On the formation and characteristics of deposited carbon

The characteristics of the carbonaceous material deposited (hereafter denoted as carbon) depend
on the pyrolysis conditions such as pyrolysis temperature, hydrocarbon pressure, gas flow rates and
substrate material. Characteristics of the deposited carbon that may vary with these parameters
are, among others, H/C ratio, crystallinity, graphite plate size, density, and various mechanical
properties [6, 12, 13, 21, 23, 30].

Generally, with increasing pyrolysis temperature, the deposited carbon increases in crystallinity
and decreases in H/C ratio[4, 13, 35]. At conditions, comparable to the ones studied in this work,
the carbon is deposited as pyrolytic graphite with a molar H/C ratio of 0.1 after approximately
4200 s of contact with 50/50 methane/hydrogen at 1200 °C[12]. It is one of the aims of this work
to investigate the correlations between carbon characteristics and pyrolysis conditions. Carbons
produced at different pyrolysis temperature (1000, 1050, 1100 °C) and time (60 – 8400 s) were
used, where pyrolysis time is defined as the contact time of the α-Al2O3 particles with methane at
elevated temperature. Pyrolysis/Decomposition temperature (Tdec) and time (τdec) were included
in the design of experiments, because they are key design variables of a process based on CH4
pyrolysis

On the gasification of the deposited carbon

Gasification of numerous types of carbonaceous materials ranging from activated carbon to
graphite is extensively reported in literature[5, 10, 11, 17, 25, 33], and is generally well understood.
In this work, reactions of carbon with steam, CO2 and air were studied at 1 bar and between 950
and 1150 °C. Hereafter, all these reactions will be called gasification.
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Typically, the rate equations used to describe the measured data include a proportionality to the
concentration of the gasification agent and an Arrhenius term. Obviously, the activation energy
and pre-exponential factor of the Arrhenius term are not generic parameters. They are different
for each carbonaceous material considered.

To the best of our knowledge, no kinetics are available on the gasification of carbon deposited by
the pyrolysis of CH4. This paper presents our attempt to develop a semi-empirical rate equation
for the gasification of such carbon that includes: 1) measurable properties of the carbon or 2) the
conditions under which the carbon was produced.

It was found that the measured carbon characteristics did not correlate uniquely to the measured
gasification rates, making these carbon characteristics unsuitable to incorporate in a model.
Therefore, a model predicting the reactivity of the deposited carbon as function of pyrolysis
parameters was developed. This parameterized model was incorporated into a fixed bed model
and the predictions of this model were compared with experimental data.

3.2 Materials and methods

3.2.1 Materials

Nonporous α-Al2O3 particles were obtained from Saint-Gobain Norpro. The particles were used
as received, further information on the used particles is presented in table 3.2 . Nitrogen (99.999%)
was supplied by Nippon gases. Methane (99.999%), calibration gases, shielding gas (95% Ar, 5%H2),
CO2 (99.999%) were supplied by Linde. All gases in this work were used as received. Steam was
generated from Milli-Q water obtained from a Water Purification System (Merck).

Table 3.2: Properties of particles and packed
bed of particles. a-taken from manufacturer
datasheet, b measured c calculated

Particle Dp [mm] ρ [kg ·m−3] Sphericity [-] Ai nt [m2 ·kg−1] Aex [m2 ·kg−1]
A 1,5b 3740a 1a 0b 0.88c

The particle internal area was measured using gas physisorption measurements. The particle
outer diameter was measured using calipers (Mitutoyo, accuracy 0.01 mm).

3.2.2 Experimental setup

The experimental setup is presented in figure 3.1a. It consists of a heating unit and the gas
management system. The heating unit has been described in detail in previous work[16]. The
heating control thermocouples for each of the two heating coils present in the heating unit were
placed in the axial middle of each heating coil. Within the heating unit a reactor tube (11 mm
ID, 99.9% Al2O3 , Haldewanger) was placed. Within this tube, the conically shaped single particle
reactor (SPR, figure 3.1c) was placed. The axial location of the SPR cone was the middle of the
second heating coil, at the height of the controlling thermocouple.

To deposit carbon on the particles, methane was pyrolyzed. For gasification, either steam, CO2 or
air was used. For steam, the experimental setup and procedure were slightly different than when
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either methane, air or CO2 was used. Therefore, these two cases are discussed separately. The
experimental procedure was identical for CH4, CO2 and air experiments.

Setup modifications for steam gasification

The measurement procedure for steam gasification experiments was modified from the CO2 and
air gasification experiments. This was to prevent condensation of steam in the feed and outflow
lines of the reactor tube. For this, the feed and outflow lines were heated to 120 °C using a tracing
heater (Horst). Controlling thermocouples for (Type K, RS Components) were placed on the
outside of the bottom and top valves, respectively for either tracing. Steam was generated by
pumping milli-Q water trough a steam generator (T=250 °C , in house constructed) using a HPLC
pump (Instrument Solutions). The tracings and steam drum were controlled with Eurotherm
P116 controllers individually. A condensation drum was placed at the outlet of the reactor, where
condensed liquid water was separated from the gaseous part of the reactor outflow. Afterwards the
liquid water was discarded. The gaseous products were vented. In all cases the used gas was not
diluted with another gas during single particle experiments. All other parts of the experimental
procedure were identical to CH4, CO2 and air experiments.
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3.2.3 Modification for fixed bed experiments

For verification of the obtained reactivity model a fixed bed configuration was used. It was operated
and configured identically as presented in earlier work[16]. For this, the single particle reactor
was removed from the reactor tube. The same reactor tube was used for fixed bed experiments.
The bed consisted of the same particle A. The bed had a total length of approximately 30 cm
and was placed along the second heater. It was kept in place by two Al2O3 inserts. The fixed bed
configuration is presented in figure 3.1a. All other parts of the setup were unchanged when a fixed
bed measurement was performed.

3.2.4 Mass and energy transport in the single particle reactor

Knowledge on the mass and energy transport characteristics of the reactor is required to accurately
measure reaction kinetics. It has been shown that mass and energy transfer are not limiting the
deposition of carbon in the used single particle reactor, see appendix C of chapter 2. In this work,
steam and CO2 gasification are shown not to be mass transfer limited as measured air gasification
rates were over 1 order of magnitude higher. Air gasification was of the same order of magnitude
as the mass transfer rate. Therefore it is concluded that the gasification of carbon in air is mass
transfer limited. Because of the extremely fast mass transfer in the cone (km = 2.2 m · s−1, Sh ≈ 20),
it is safe to conclude that carbon gasification using air will be mass transfer limited in almost all
conventional reactor types.

Additionally, the assumption is made that the temperature of the particle is constant during its
residence time in the reactor. The heating time of the particle is in the order of 1 second, as verified
by IR measurements. The particle residence times during CO2 and steam gasification experiments
are in the order of minutes, therefore, this assumption is justified.

3.2.5 Experimental method

Experimental procedure for particle loading and gasification of carbon using CO2 or air

The experimental procedure is identical for particle loading using methane and for carbon gasifi-
cation using air or CO2. The heating unit was brought up to the desired temperature with a heating
rate of 10 K ·min−1. CO2 or CH4 was taken from a gas cylinder, air and nitrogen were taken from
the laboratory utility system. Gas flow was controlled using mass flow controller (brooks). Over
all experiments, the superficial gas velocity was kept constant at approximately 16 m · s−1 at the
bottom of the cone. Therefore, the flow rates of the gases were altered depending on temperature.
Gas flow rates ranged between 1600-2200 NmL ·min−1.

Particles with a known diameter were weighed before each experiment, and introduced to the
SPR by opening the top valve. After the desired time had passed, the gas flow was turned off. The
particle fell out of the cone and was collected at the bottom sample glass. Via the weight difference
a reaction rate could be obtained. To increase output of data from the system, three particles were
introduced simultaneously. It has been confirmed in previous work that the measured results are
not affected when three or fewer particles are used[16].

Experimental procedure modification for steam gasification

In addition to the method presented in the previous section, for steam the following procedure
was followed. To prevent steam condensation the in- and outgoing feed lines were heated using
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tracing set at 120°C. On the HPLC pump a liquid flow was set, depending on the temperature. The
superficial steam velocity on the cone was set to be identical to the superficial gas flow speeds,
at identical temperature. Steam was condensed in the latter parts of the outgoing reactor line,
here it was collected in a condensation drum. No active cooling was required. Periodically the
condensation and liquid water feed drums had to be emptied or filled, respectively. No further
gases were used during steam experiments.

Experimental procedure modification for fixed bed measurements

Some fixed bed measurements were performed. The method used was identical to one described
earlier[16]. Approximately 35 g of particle A was loaded into the bed so that 30 cm of bed was
present centered around the second heater. The bed diameter was 1.1 cm. Controlling thermocou-
ples were present at identical locations as the single particle experiments. The heating rate and
operation was also identical to the single particle experiments.

Carbon was deposited by contacting a 300 NmL ·min−1 flow with the bed at set point temperature.
After a set time, the methane flow was turned off. Gasification experiments were then done
by contacting the carbon loaded bed with either CO2 or steam for a desired time. A 20-100
NmL ·min−1 nitrogen flow was added during gasification experiments. Gaseous outflow was
analyzed periodically using gas chromatography. Samples were taken by syringe from the manual
sample point at the reactor outlet.

The heater was then turned down so that the cooling rate did not exceed 10 K ·min−1. The reactor
was cooled down overnight. The reactor tube was removed, and carbon samples were taken
layer-by-layer. The carbon mass fraction was measured using a LECO carbon analyzer. The reactor
tube was cleaned using a steel brush and placed back into the reactor.

Reproducibility of experiments

To test reproducibility of obtained data, a set of particles was subjected to multiple carbon loading
- gasification cycles. Four particles were selected at random. These particles were loaded with
carbon for 1200 s at 1100 °C. After this, they were gasified with steam at 1050 °C for 10 minutes.
After this the carbon was removed by air at 1100 °C for 600 s. During each run the mass loss during
steam gasification was noted. This was repeated 5 times for all the particles.

In figure 3.2, results of the reproducibility test are presented. It is concluded that the gasification
measurement is reproducible, although some variation is observed. The absolute amounts of
carbon gasified are small, approximately 0.05-0.08 mg for all the tested samples. The used balance
has a sensitivity of 0.01 mg. The variance observed in the repeated result of the reproducibility
test falls within this value for all individual particles. Concluding, the experimental error on all
measurements is dominated by the accuracy of the balance. This is more pronounced for samples
with a lower absolute amount of C deposited. For more on this see appendix B of this chapter.

Another take on the measured data is to look not at the absolute amount of carbon gasified, but at
the measured rate, unit (gm−2

p,ex/s). Where the absolute amount of carbon gasified per particle is
influenced by the total surface area, and therefore the particle radius, the measured rate takes this
into account. This also explains why the variation in total absolute carbon loading [mg] between
the samples exceeds 0.01 mg. This is caused by the difference in particle surface area. In figure
3.2 the measured rates are also presented. One can see the rate varies significantly between the
particles (standard deviation on measurement mean 5%). This has been observed before during
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the carbon deposition tests. It is speculated that some characteristic of the particle affects the
gasification rate.

To exclude the assumed effect of this particle characteristics and find a representative value for
a gasification rate, each experiment was repeated 12 times per datapoint, and averaged. The
experimental error was in almost all cases still dominated by the accuracy of the balance, however.
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Figure 3.2: Reproducibility of steam gasi-
fication test on 4 particles, Tdec= 1100 °C,
τdec=1200 s, Tgas=1050 °C , particle A

3.2.6 Analysis methods

In this work, the deposited carbon was analyzed for several characteristics. The H/C ratio was
investigated using ToF-SIMS (IONTOF). Gasification mass loss over time and temperature in oxy-
gen was measured via TGA coupled to a DSC (NETZSCH STA 449F3). Specific area was measured
via surface adsorption measurements (Gemini VII 2390 Surface Area Analyzer, Micrometrics). A
Raman measurement was performed on a SENTERRA instrument (figure A.10 in appendix A). Gas
was analyzed using a GC (Varian 450-GC). Carbon mass fractions were measured using a LECO
A200 carbon analyzer, for selected single particle experiments and all the fixed bed experiments.
XPS was attempted (PHI Quantera XPS) but yielded no additional information. This analysis was
greatly complicated by the noncrystallinity of the deposited carbon.

3.3 Results and discussion

3.3.1 Gasification

Air, steam and CO2 gasification was studied in the single particle reactor at gasification temper-
atures Tgasranging from 950 to 1150 °C. For all data in this section, particle A was used, unless
mentioned otherwise. In figure 3.3 the measured carbon loading over time is presented. The
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carbon loading was calculated using equation 3.5, in which ∆m is the mass change measured
before and after loading with carbon [g] and rp is the particle radius [m].

Cc =
∆m

4πr 2
p

[
g ·m−2

p,ex

]
(3.5)

Over time the surface decrease from carbon loss is negligible (as the radius of the particle does
not change significantly), which means mass transfer characteristics remain the same during
gasification. Over time the mass decreases, as carbon is gasified. It is observed that the mass
decrease over time is linear and is therefore not dependent on the carbon loading. Two plausible
explanations for this observation are presented 1) a gasification rate that is zeroth order in carbon
loading or 2) complete external mass transfer control. The latter was discussed in section 3.2.4,
and can be excluded, because the observed air gasification rates are over 1 order of magnitude
faster than the steam gasification rate in figure 3.3. Moreover, no correlation between particle
diameter or mass loss flux [g ·m−2

p,ex · s−1] was observed. Hence, it is concluded that the steam
gasification rate is zeroth order in carbon. This zeroth order dependence is explained via the
constant availability of surface covered with carbon. As neither gas phase characteristics nor
mass transfer characteristics change over time a constant mass loss rate is observed. Additionally,
the linear mass decrease also implies that the carbonaceous material does not undergo changes
significantly affecting the gasification rate, during the gasification step.

For all measured data, Arrhenius plots are presented in figure 3.4. For this, the rate constant was
assumed to be described by equation 3.6. The first order dependence on oxidant concentration
was based on literature [8, 18, 29].

Rg as = kg asCox

[
mol ·m−2

p,ex · s−1
]

(3.6)

kg as =
∆m

τg as 4πr 2
p ucCox

[
mg

3 ·m−2
p,ex · s−1

]
(3.7)

From the measured data, kg as was then calculated via equation 3.7. It is observed that for all the
used oxidants, a large spread, approximately a factor 10, is found in the rate constants at fixed tem-
perature. However, when a random particle is subjected to several loading-gasification cycles the
measured values are reproducible (see section 3.2.5). It is noted that this occurs at all temperatures,
and cannot be caused by a different order in oxidant. Within the set of measurements performed
at each Tgas, samples of various pyrolysis temperatures Tdecand pyrolysis time τdecwere used. It is
known that the pyrolysis parameters affect some unknown characteristic(s) of the deposited car-
bonaceous material, and it is assumed that this in turn affect(s) the gasification rate measured. The
next section shows our attempt of measuring such characteristics, and subsequently correlating
this to the measured gasification rates.

Because of this large spread it is speculated that a pre-exponential factor and activation energy
obtained from these Arrhenius plots are unable to predict gasification correctly. This is verified
(see section 3.3.6 for the method used to verify this), by fitting these constants to the steam
gasification data obtained in the single particle reactor The predicted result for the fixed bed
reactor (figure 3.10) did not agree with the measured data. Concluding, the gasification of this type
of carbon cannot be described by gasification parameters only. Additional information is required
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to correctly describe the gasification rates. Note that this result can be expected, as it is known
that the characteristics of the deposited carbon are affected by the conditions under which it is
deposited [6, 12, 13, 21, 23, 30].

The gasification rates of steam and CO2 differ by a factor 5, approximately. This is good agreement
with literature [20, 31, 34]. The obtained reaction rates are significantly lower than reported values
for char[14], but significantly higher than values reported for pure graphite [22]. Therefore, it is
speculated that the carbon deposited in this work has a degree of graphitization in between these
two types of carbon found in literature.

0 2000 4000 6000
0

10

20

30

40

50

Gasificaton time on stream τgas[s]

C
ar

b
o

n
lo

ad
in

g
[g
·m

−2 p,
ex

]

Sample 1 Sample 2 Sample 3

Figure 3.3: Measured carbon loading in the
single particle reactor as function of time un-
der steam τdec= 1100 °C, Tgas=1000 °C , various
τdec, particle A

72



8 8.5 9 9.5

·10−4

−4.5

−4

−3.5

−3

−2.5

1/Tgas[K−1]

ln
k g

as
[-

]

(a) Air gasification

6.8 7 7.2

·10−4

−10

−8

−6

1/Tgas[K−1]

(b) Steam gasification

7.2 7.4 7.6 7.8

·10−4

−12

−10

−8

1/Tgas[K−1]

(c) CO2 gasification

Figure 3.4: Arrhenius plots of measured gasifi-
cation rate [mol·m−2

p,ex ·s−1] constants for a) air,
b) steam and c) CO2 gasification. Tgasranged
between 950 and 1150°C, various Tdec, various
τdec, Particle A.

3.3.2 Notes on air gasification

Although a large spread is present in the measured air gasification rate, the highest measured mass
loss rates were in the order of 5 g ·m−2

p,ex · s−1. This is comparable to the calculated maximum flux,
established from mass transfer experiments [16]. This is over 1 order of magnitude faster than
steam and CO2 gasification, proving that both of these are not mass transfer limited.

No kinetic model is developed for air gasification. This is justified by the fact that, if the air
gasification is mass transfer limited in the single particle reactor, it will be mass transfer limited
in (almost) all other reactor systems. Therefore, the air gasification rate of this carbon is dictated
exclusively by oxygen feed rate and mass and energy within the reactor. No further depth was
added to this part of the study.

3.3.3 Carbon analysis

In this section, the carbon characteristics H/C ratio and peak oxidation temperature are discussed.
It is aimed to investigate whether the pyrolysis temperature Tdecand/or pyrolysis time τdecaffect
the properties of the carbon.

SIMS

The H/C ratio was investigated using ToF-SIMS. This analysis technique has been used numerous
times to analyze the composition of carbonaceous materials. For pyrolytic graphite, analyses
reported in literature comparable [3, 7, 19, 32, 36] or identical[2, 9, 26] to the analysis performed in
this work are well established. As is the case in literature, the presented data in this work denotes
the ratio in intensity of the CH− over the C− signal. This is not a measure of the absolute molar
H/C ratio but is a linear function of the H/C ratio[26, 32]. Therefore, in this work, the terms
CH−/C− signal intensity and H/C ratio are used interchangeably. The H/C ratio is a measure of the
relative amount of edges present in the carbon. However numerous graphite plates can be drawn,
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satisfying the same H/C ratio[35]. Therefore, it is speculated that the average plate geometry is
influenced by the decomposition/pyrolysis temperature.
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Figure 3.5: Measured intensity ratio CH−/C−

as function of τdec. Various decomposition
temperatures

The obtained signal intensities are presented as function of pyrolysis time τdec. In figure 3.5 the
obtained CH−/C− signal is presented for various samples. For a pyrolysis temperature of 1100 °C
several pyrolysis times were tested. One can see the decrease of H/C ratio over time. This indicates
that the material becomes more graphitic over time. This must mean that the average crystal
size or graphite plate size increases over time, which is in good agreement with observations
reported in literature[4, 13, 35]. The data suggests that the H/C value at long τdecapproaches an
asymptote. It is speculated that this is some kind of equilibrium H/C characteristic for the used
pyrolysis temperature. The effect of Tdecis also visible from the table in figure 3.5, for the samples
at τdec=1800 s. Again as expected it is observed that at higher temperature a more graphitic carbon
is deposited.

Literature values on the real values of H/C of graphite deposited from methane is sparse. Black-
mann et. al. report a a H/C value of 0.00045 for carbon deposited at 1600 °C[4]. Gueret reports a
H/C value of 0.1 at temperatures comparable to this work, albeit with a 1:1 CH4 :H2 in the feed[12].
This gives an upper and a lower range of real H/C for the carbon in this work. Without additional
data a more accurate estimation is unfortunately not obtainable.

In the table of figure 3.5, a separate sample created at Tdec=1100 °C for 600 s under methane is
included. After this it was contacted with nitrogen for 1200 s at 1100 °C, also in the single particle
reactor. It was aimed to investigate whether this particle had the characteristics of a 600 s particle
or a 1800 s particle in a CH4 -rich atmosphere. It is observed that the H/C ratio did not change
significantly under nitrogen, compared to the original 600 s sample. This means that the decrease
in H/C is not an effect of temperature and residence time exclusively. It is speculated that the
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exchange of hydrogen towards the gas phase atmosphere, leading to a decrease in H/C, is only
possible when a hydrocarbon is present in a certain fraction.
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Figure 3.6: Measured steam gasification rate
as function of measured dimensionless H/C
ratio

In figure 3.6 the obtained H/C ratio from figure 3.5 is plotted over the measured steam gasification
rate. It is observed that the gasification rate measured is a monotonic function of the H/C rate for
the Tdec=1100 °C . A lower H/C rate corresponds to a lower gasification rate. This can be expected
as a more graphitic material is more stable, and less prone to gasification by any oxidant [14, 22].

However, when including more pyrolysis temperatures in the analysis it turns out that the gasi-
fication rate is not a (unique) function of the H/C ratio. For the same H/C of approximately
0.1, different rates were found. Since the H/C ratio is not a unique parameter to describe the
gasification rate, kinetics can not be based on this parameter alone.

TGA-QMS

A set of particles coated with carbon under identical conditions as the SIMS set was analyzed in a
TGA-QMS. The trends observed in the measured results were strongly comparable to the results
presented in the previous section. For brevity, the TGA-QMS results are included in appendix A of
this chapter.

3.3.4 Gasification rate as function of pyrolysis parameters

In the previous two sections, it was shown that the gasification of carbon deposited by methane
pyrolysis is not described by simple first order kinetics. It was also shown that two measured
characteristics of the carbon are unsuitable parameters to describe the measured gasification rate.
In this section, the calculated gasification rate is presented as function of the pyrolysis parameters.
In figure 3.7 the measured gasification rates for steam and CO2 in the single particle reactor are
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presented. Three series were tested, varying the decomposition temperature between 1000 and
1100 °C. The contact time of the deposited carbon with oxidant τgasranged from 60 s to 600 s,
increasing in length with the respective pyrolysis time. Additional data on gasification rates for
steam and CO2 is included in appendix A of this chapter.

The measured reactivity has an initial sharp decrease with pyrolysis time, which then approaches
a constant value for the longer τdec. Even though the experimental error is larger for the lower
pyrolysis times, the observed increase in reactivity is significant. This effect is mostly visible for
the Tdec=1100 °C series presented in figure 3.7, however this has also been observed for other
gasification temperatures, see figures A.4-A.8 in appendix A. A porous particle was also tested using
the same method, (figure A.9). The a similar shape was obtained, albeit at a different absolute
gasification rate. These observations support the theory that this gasification phenomena is
caused by properties of the carbon and not by a particle characteristic. The utilization of porous
media will be studied in detail in upcoming work.

To further test the effect of pyrolysis time, a particle was loaded with carbon at 1100 °C for 600 s.
Afterwards this particle was placed back into the single particle reactor and contacted with pure
nitrogen for 1200 s. It was aimed to investigate what effect this had on carbon characteristics and
gasification rates. This data point is presented in table 3.3. The gasification rate is comparable
to the 600 s sample. Therefore it is concluded that this carbon was not affected by the high
temperature nitrogen. The same observation was made in section 3.3.3. Additionally, a particle
was loaded with carbon at 1100°C for 600 s and subsequently contacted with a 9:1 N2:CH4 flow
for 1200 s. It was found that the gasification rate of this particle had decreased slightly and
approached the gasification rate of the conventional 1800 s particle. This supports the theory that
a hydrocarbon needs to be present in some fraction in the atmosphere for this carbon to undergo
changes in reactivity.

The measured reactivity of the carbon decreases with increasing pyrolysis temperature. The mea-
surements performed at τdec=1800 and 3600 s are presented in figure 3.8. Due to this observation,
carbon samples at 1150 °C were added to the data set. It was aimed to obtain carbon deposited at
1200 °C , however this was not possible in the single particle reactor. At temperatures above 1150
°C a carbon dust appeared in the reactor, blocking the tubing. An interesting case arises at this
temperature, where the reactivity of the carbon further decreases. It is not known whether the
reactivity of this carbon reaches zero or plateaus at a non-zero value.

The measured reactivity for CO2 is much lower than for steam, in agreement with literature consen-
sus for the used temperatures. The observation that the same two phenomena are present for CO2
and steam supports the theory that the gasification rate is influenced by some characteristic(s) of
the carbon. When comparing the steam and the CO2 set, the gasified carbon has been deposited
at identical conditions and should therefore have the same characteristics. Therefore, one could
expect similar gasification behaviour from these two carbon sets.
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Table 3.3: Overview of gasification experi-
ments. Steam, Tgas= 1100 °C

Tdec τdec Gasification rate [g ·m−2
p,ex · s−1]

1100 600 s CH4 0.055
1100 1800 s CH4 0.026
1100 600 s CH4 + 1200 s N2 0.080
1100 600 s CH4 + 1200 s N2:CH4 9:1 0.035
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Figure 3.7: Measured steam (a) and CO2 (b)
gasification rate in the single particle reactor
as function of decomposition τdec, Tgas=1100
°C (steam), 1050 °C (CO2 ), various Tdec, parti-
cle A. Lines denote gasification model predic-
tions (section 3.3.6)
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3.3.5 Predicting the gasification rate

This section presents our attempt to develop a method to describe the gasification rate during
steam and CO2 gasification for a given gasification temperature. It has been shown previously
that neither a conventional first order nor carbon characteristics are suitable pathways towards
description of the measured gasification rates. In this section an attempt is made to use the the
pyrolysis parameters in a gasification model.

From section 3.3.4 it is known that several phenomena were observed during gasification mea-
surements. As these phenomena should also be included in a model describing gasification, they
are summarized here:

• The gasification rate is initially high for short τdeccarbon deposition. With increasing τdecthis
gasification rate rapidly decreases. Here, the pyrolysis time is defined as the time the particle
is in contact with CH4 at pyrolysis temperature Tdec.

• After a set τdecthe gasification rate approaches a constant value.

• With increasing Tdec, the gasification rate decreases.

• The observed phenomena occur for steam and CO2 .

The available process parameters are temperature, solids residence time, gas composition and
pressure, all of those for both the pyrolysis as for the gasification step. In this and previous work[16],
the effects of pyrolysis & decomposition temperature and residence time was investigated in detail.
In this work, the effect of decomposition gas composition on reactivity was touched upon briefly.
No effects of pressure have been investigated. Because by far the largest amount of data is available
for the parameters Tdec, τdec, Tgasand τgas, these will be used in the gasification model.
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Model outline and assumptions made

The model can be considered to be merely a mathematical tool, derived from measured observa-
tions, useful for the engineering purpose to design a reactor. Though, some parts of the model
might be linked to mechanistic aspects, as will be discussed later.

The following assumptions are made:

• The data presented in section 3.3.4 suggests that the decrease in gasification rate with τdecis
present and of comparable shape for both CO2 and steam. Therefore, it is attempted to use
the same model equations for both gasification gases. The numerical values of the fitted
parameters will differ between the two gases, however.

• The observed decrease in gasification rate with τdecfor Tdec=1100 °C is also present at lower
Tdec. This could not be measured using the SPR for nonporous particles, see appendix B
of this chapter for further details on this. This effect was observed at 1050 °C for a porous
particle.

• All the gasification rates are taken to be first order in oxidation concentration, based on
literature [8, 18, 29].

From figure 3.7 it is known that the gasification rate at long τdecapproaches a constant value. This
value appears pyrolysis temperature dependent. The gasification rate of this carbon is then given
by:

Rg as = k ′
0(Tdec ) ·exp

(−Ea,g as

RTg as

)
Cox

[
gm−2

p,ex/s
]

(3.8)

Equation 3.8 only describes the gasification rate for long τdec. In figure 3.7 it can be seen that the
measured gasification rate increases for shorter τdeccarbon. This means the rate constant k0 is
also a function of τdec. The simplest function describing the increase at lower τdecis given as an
extra component for k0:

k0(Tdec ,τdec ) = k ′
0(Tdec )+k ′′

0 (τdec ) (3.9)

k ′′
0 (τdec ) = k1

τdec
(3.10)

The effect of Tdecmay be seen in figures 3.7 and 3.8. From this, a decrease with Tgasis clearly visible.
The equation describing this is chosen so that no negative gasification rate could be obtained. One
simple form describing this is given by

k ′
0(Tdec ) = k2 ·exp(−k3 · (Tdec −1373)) (3.11)

Combination of equations 3.8-3.11 yields the corresponding overall gasification equation:

Rg as =
(

k1

τdec
+k2 exp(−k3 · (Tdec −1373))

)
·exp

(−Ea,g as

RTg as

)
Cox (3.12)
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A mechanistic interpretation of this equation is as follows. The lowest reactivity for any given
gasification temperature, which is obtained at high pyrolysis time, corresponds to the reactivity
of equilibrated carbon at the used pyrolysis temperature. Equilibrated is meant here as having
achieved a final composition (see figure 3.5 in which the H/C ratio of the carbon is shown versus
the pyrolysis time) which corresponds to the lowest reactivity.

The equations are fitted to the measured data by minimization of equation 3.13 using MATLABs
nlinfit routine. ϵi denotes the experimental error of data point i . 95% Confidence intervals and
cross correlation coefficients were obtained using the nlparci function.

∆=
N∑

i=1

(
Rg as,measur ed ,i −Rg as,pr edi cted ,i

ϵi

)2

(3.13)

Notes on cross correlation

Some notes are made on parameter estimation using rate equations described by the Arrhenius
equation, or more generally exponential functions. The mathematical form of these equations dic-
tate that the exponent in some form is present in the derivative of these functions. The derivatives
are used in the estimation of the correlation coefficients during parameterization. Hence, usually
a high correlation between parameters is observed.

To reduce this correlation, numerous other forms of the Arrhenius equation can be used in the
fitting process[15, 24, 27, 28]. All of these variations use a reference temperature in the equation.
Analogies are noted between these and the reference temperature proposed by Svante Arrhenius[1].
In this work, the cross correlation is reduced via the method proposed in [28].

Fitting results and discussion

The parameters were fitted on the complete data sets of CO2 and steam gasification, spanning
260 points for steam and 143 for CO2 . The obtained fit (figure 3.7 and table 3.4) approaches the
measured data within the confidence interval of the experimental data. The presented model
shows that, using 4 parameters, 3 of which are fitted on the decomposition process conditions, it
is possible to accurately predict gasification behaviour. In this work, the model was tested only on
the used particle. To extend this, the equations will need to be reparameterized for other particles.
The obtained numerical values for the activation energy indicate that indeed no mass transfer
control exists.

Table 3.4: Fitted parameter values for steam
and CO2 gasification

Steam CO2
Parameter Value 95% CI Value 95% CI

k1 2.40·1012 1.75·1011 2.30·1012 3.68·1011

k2 1.25·109 8.00·107 3.90·108 2.73·107

k3 1.83·10−2 1.83·10−3 2.80·10−2 7.28·10−3

Ea 2.90·105 1.02·104 3.01·105 1.57·104
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Calculated correlation coefficients indicate a weak correlation between the fitted parameters,
ranging from 0.0001 to 0.1. One exception to this is a correlation of 0.5 between k1 and k3.
The weak correlation indicates that the data suffices to make an independent fit for each of the
incorporated phenomena. However, it should be mentioned that the presented values cannot
be interpreted as (a) meaningful rate constant(s). The overall rate constant is now incorporated
into the parameters in equation 3.9. The fitting functions were chosen by the shapes of the data
presented in figures 3.7a and 3.8. It is speculated that numerous other equations will yield a
comparable or even better fit. This model was developed to investigate whether it is possible to
describe gasification rates using only parameters from the decomposition step. The obtained
results indicate this is possible. In the next section, this model is verified using a fixed bed setup.
The predictive capability of this model will be tested against a separate experimentally obtained
data set.
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Figure 3.9: Measured and predicted steam
and CO2 gasification rate in the single parti-
cle reactor. Tgasrange from 1000 to 1100 °C ,
τdecbetween 60 and 8100 s, Tdecbetween 1000
and 1100 °C, particle A

3.3.6 Verification of both gasification models

To verify the applicability and test the predictive power of the developed gasification model, a test
was performed in a fixed bed setup. This separate data set is used only to test the model, it has not
been used for the fitting process. A fixed bed was filled with particle A. Over the bed length, an
axial temperature gradient caused an axial carbon profile to be formed. This carbon profile is a
measure of the reaction rates at temperatures ranging between 850 and 1100 °C. An example of
the temperature profile is presented in figure 3.10, note that this was not the exact temperature
profile at which these carbon profiles were deposited.

By measuring the amount of carbon present in the bed, before and after gasification, the gasifi-
cation rate as function of reactor length was obtained. By incorporating the gasification kinetics
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obtained in the single particle reactor in a numerical fixed bed model, a prediction for the resulting
carbon profile was made. The numerical model uses the method of lines to solve the carbon mass
fraction in the bed as function of location and time. This model is comparable to the model used
in previous work, it has been modified only to include gasification. In this work we showed that
this model is able to predict carbon growth over time and location[16].

Carbon was deposited at 1100 °C set point, and a total decomposition time on stream of 1800 s. A
300 NmL ·min−1 CH4 flow was used during carbon deposition. After this 100 NmL ·min−1 nitrogen
and a 0.1 mL ·min−1 liquid H2O were fed into the reactor for a set time. After this the water flow
was turned off and the bed was cooled down over night.

The measured and modeled carbon profiles are presented in figure 3.10. The first half of the
carbon profile could not be measured experimentally, as it was not possible to retrieve layer-by-
layer samples without mixing the solids. Therefore this data was omitted. Additionally, it was
not possible to obtain usable carbon samples for beds that were gasified to lower carbon weight
fractions, also due to mixing during retrieval.

It is observed that the predicted carbon profile agrees well with the measured carbon profile.
This means that the gasification kinetics satisfactorily predict gasification rates across the entire
temperature range of 850 to 1100 °C. This temperature range might seem a significant extension
of the single particle data used to fit the kinetics. However, at these lower temperatures a relatively
small amount of carbon is deposited, and therefore are not of large importance for this case.

In figure 3.11 the results of a test performed at shorter decomposition time is presented. In figure
3.12 CO2 was used. The predictions made by the model agree with experimental data for both
cases. The prediction can take into account the effects of τdecand is also suitable for CO2. It is
noted however, that in figure 3.10 the deviation for relatively unreactive carbon under CO2 has a
large deviation.

The kinetic models were developed under negligible gas phase conversion conditions in the single
particle reactor. In the fixed bed, the gas phase steam conversion was approximately 12%. This
is a relatively low conversion, it is therefore expected that a higher concentration will affect the
accuracy of the prediction negatively. The kinetics should be expanded to take this into account.
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Figure 3.12: Measured and predicted carbon profiles in the fixed bed reactor. Carbon
deposition: Tdec=1050 °C , τdec=1800 s. Gasification: CO2 , Tgas=1050 °C, τgas=1800 s.

3.4 Industrial scale design considerations

Although the focus of this work is not process or reactor design oriented, several implications of
the results are noted. These are discussed briefly in this section.

The initial decrease of gasification reactivity with pyrolysis time is relatively large. From a process
development perspective, for a higher volumetric gasification rate [molc ·mr

−3 ·s−1], more reactive
carbon is desired over the relatively nonreactive obtained at higher pyrolysis times. Perhaps more
importantly, from figure 3.7a, one can conclude that carbon produced at long pyrolysis time is
difficult to gasify using steam (or CO2 ). Therefore, should these gases be used to gasify the carbon,
the residence time of the solids during pyrolysis cannot be too long. This also means that the solid
residence time should be controllable, (e.g. little solids residence time distribution should occur
during pyrolysis). Therefore one can conclude that the solids phase should have low mixing and
behave like a PFR as much as possible, during decomposition, should either steam or CO2 be used
as an oxidant exclusively. Note that this statement is only valid for CO2 and steam gasification.
Should air be used, no effect of τdecis present.

The selection and conceptual design of an optimal reactor and process is beyond the scope of this
thesis. The observation that a high gasification rate can be realized using a low solids residence time
during decomposition is only part of the process optimization. The highest overall productivity,
regardless how this productivity is defined, will have both a gasification and a decomposition
component. This will be studied further in upcoming work.

3.5 Conclusion

In this work, the gasification of carbon deposited on non-porousα−Al2O3 particles by the pyrolysis
of methane was studied. Using a single particle reactor, carbon was deposited on nonporous
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α-Al2O3 and subsequently gasified. It is concluded that the pyrolysis conditions affect both the
characteristics of the carbon as well as the subsequent gasification rate of this carbon. Hence,
information on the pyrolysis conditions is required to describe the gasification rate. Measured
gasification rates were used to formulate a rate equation. In this rate equation, components
describing the carbon reactivity as function of the pyrolysis residence time and temperature were
required. This parameterized equation was then used to successfully predict carbon gasification
in a fixed bed system.
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Appendices

Appendix A - Supplementary data

In this appendix, additional data is presented. In figure A.1 the CO2 signal obtained in the TGA
measurements is presented. It is observed that lower τdeccarbon is gasifed to CO2 at a lower
temperature than higher τdeccarbon. This onset temperature of gasification can be seen as a
reactivity indicator. A lower gasification onset temperature indicates that a material is more prone
to gasification. This is in good agreement with the other results presented in this work. In figures
A.1 and A.2 additional TGA results are presented. Figure A.2 shows that the sample aged under
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nitrogen for 1200 s has a comparable oxidation curve as the original 600 s sample. Figure A.1 shows
the effect of Tdec. Both of these trends are observed in the SIMS section, hence the TGA data is
included here, for reference.
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Figure A.1: Obtained CO2 signal of QMS as
function of TGA temperature. Several τdec.
Tdec= 1100 °C.
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Figure A.3: Measured dimensionless H/C ra-
tio as function of decomposition temperature.
τdecwas 1800 s for all samples.

In figures A.4 - A.8 additional gasification data is presented. The trends observed and discussed in
the main text are partially visible here, as not all datasets have been expanded sufficiently. Note
that all this data has been used in the kinetics section. Since no further knowledge could be gained
from these plots, they were included in the appendix for further reference.
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Figure A.4: Measured steam gasification rate
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ious decomposition T, particle A
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Figure A.5: Measured steam gasification rate
in the single particle reactor, Tgas=1000 °C, var-
ious decomposition T, particle A
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Figure A.7: Measured CO2 gasification rate in
the single particle reactor, Tgas=1050 °C, vari-
ous decomposition T, particle A
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Figure A.8: Measured CO2 gasification rate in
the single particle reactor, Tgas=1100 °C, vari-
ous decomposition T, particle A

In figure A.9 gasification data for a porous particle is included. τdechas been varied. It is observed
that a strongly comparable trend in gasification rate exists for this porous particle, when compared
to the nonporous particle. This result indicates that the measured trends in gasification rate are
not caused by some particle characteristic but rather by characteristics of the carbon deposited.
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Figure A.9: Measured steam gasification rate
in the single particle reactor, Tgas=1050 °C, var-
ious decomposition T, porous particle B
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Figure A.10: Obtained raman spectrum of de-
posited carbon, Tdec=1100 °C, τdec=7200 s.

In figure A.10 an obatained raman spectrum is presented. From this spectrum it may be concluded
that the carbon is graphitic in nature. This data has been included for completeness. It soon was
found that various other techniques were more suitable for our purposes, hence raman was not
pursued further.

A set of particles coated with carbon under identical conditions as the SIMS set was analyzed in a
TGA-QMS. The peak temperature, defined as the TGA cell temperature where mass loss over time
is fastest, is presented in figure A.11. For the samples with τdecbelow 3600 s the peak temperature
increases with τdec. At higher τdecthe peak temperature occurs at approximately the same cell
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temperature.

It is noted that the behaviour of peak temperature shows similarities to the H/C ratio measured in
the SIMS. This is explained by the identical pyrolysis conditions under which these particles were
treated, which in turn yields identical carbon between the two sets.

A sample was prepared by depositing carbon at 1100 °C for 600 s. After this, this sample was kept
in the single particle reactor at 1100 °C under nitrogen for 1200 s. It was aimed to investigate
whether this particle has characteristics of a 600 s carbon or 1800 s carbon. In figure A.11 this
datapoint shows strong similarities to the 600 s sample. The 1200 s spent at 1100 °C under nitrogen
did not affect the gasification behaviour of the sample. Therefore, it is concluded that the degree
of graphitization is not an effect of temperature and residence time only. It is speculated that
the material needs to be contacted with gaseous hydrocarbons in order to exchange H and C
atoms, and become more graphitic. An identical observation was made in section 3.3.3 and in the
gasification section.

A total of 10 species (2, 4, 14, 16, 17, 18, 28, 32, 40 and 44 u) were traced in the QMS. No species
other than CO2 (44) were detected in significant quantities. It is speculated that the effects of
surface adsorbents and general noise on the signal were of a same order of magnitude as the H2
and H2O signals, as some difference over time was observed for these signals. This means that the
total amount of hydrogen in the carbon must be extremely low. This is in line with the observation
that the carbon deposited is graphitic and the results of the SIMS analysis. Note that SIMS is
significantly more suitable to detect elements present in low concentrations, and can therefore
detect hydrogen in these samples.
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Figure A.12: Measured steam gasification rate
as function of measured peak temperature.
Various τdecand Tdec, particle A.

In figure A.12 the relation between measured peak temperature and measured steam gasification
rate is presented. Three series are shown. Between the series, the decomposition temperature is
the varied parameter. For the 1100 °C series, the decomposition solids residence time has been
varied. Several observations are made.

For part of the Tdec=1100 °Cseries, a crude relation between peak oxidation temperature and
gasification rate is observed. A higher oxidation temperature corresponds to a slower steam
gasification rate. It can be expected as higher peak oxidation temperature materials are more
stable and thus gasify slower. This statement is not universally true. Where the peak oxidation
temperature has a maximum around 780 °C the steam gasification rate still decreases.

For the series measured at Tdec= 1000 and 1050 °C, a different dependence is found. The lower tem-
perature measurements clearly differ from the 1100 °C series. Therefore it can be concluded that
the peak oxidation temperature is not an independent variable related to gasification behaviour.

In the single particle reactor, using air as oxygen source, it was confirmed that during oxygen
gasification no effect of τdecand Tdeccould be observed. In figure A.11 a clear effect of both
τdecand Tdeccan be seen. The TGA is able to measure much more accurate than the single particle
reactor. Adding to this, the lowest temperature tested in the single particle reactor was 900 °C,
making the gasification rates in the single particle reactor much higher, and the timescales much
shorter, compared to the TGA. It therefore stands to reason that the effects of τdecand Tdecare not
observable in the single particle reactor, or more general, when oxygen is used as oxidant at high
temperature.

As an improvement, it might be worthwhile to repeat the TGA test, using steam instead of oxygen.
We know from this work that steam does show these effects, and may therefore have a peak
oxidation rate useful for incorporation in a kinetic model.
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Appendix B: Constraints on measuring low Tdec, low τdeccarbon

As stated in the experimental method, the carbon mass fraction and gasification rates are obtained
via a mass change of the particle. The used balance had a sensitivity of 10 µg. The gasification rate
was also calculated from data obtained using this balance. To accurately measure the gasification
rate, one could not completely remove all carbon from the particle. The demand that some carbon
should remain on the particle after gasification measurements increased the minimum amount of
deposited carbon that is required for a reproducible measurement. It was found that 40 to 50 µg of
initially deposited carbon were required, at minimum.

Adding to this, in previous work it was reported that the deposition of carbon did not start im-
mediately after a particle was contacted with methane. Especially at temperatures below 1100
°C, an induction period ranging into the thousands of seconds was observed[16]. This prevents
measuring of short solids residence time carbon at lower temperature, as none is deposited at this
time. In figure B.1 the minimum τdec(to deposit 10 µg of carbon) and the preferred τdec(to deposit
40 µg of carbon) is presented as function of the used Tdec. Simply put, measuring at τdecbelow the
black line is not possible using our current experimental method.

These two phenomena are also the reason a relatively large error is present for the shorter
τdecmeasurements throughout this work.
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Figure B.1: Minimum and preferred τdecas
function of Tdecfor a possible gasification mea-
surement. Minimum is defined as time to de-
posit 10 µg of carbon. Preferred is defined as
time to deposit 40 µg

Appendix C: Energy balance calculation

In this appendix it is shown that the gasification reactions are not heat transfer limited. It is
experimentally verified that the gas has heated up to set point temperature by the time it reached
the particle. Therefore no energy is exchanged between particle and gas, when the particle is also
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at this temperature. The method used is identical to the energy balance calculation in[16]. The
energy balance is given by:

F1,2ϵσ(T 4
HE −T 4

p ) = Rdec∆Hdec [W ·m−2] (B.14)

In which F1,2 is the view factor (1 for a particle suspended in a significantly longer tube), ϵ the
emissivity of alumina, σ the Stefan-Boltzmann constant, THE the heating element temperature
in K, Tp the particle temperature in K, Rdec the methane decomposition rate in mol ·m−2

p,ex and
∆Hdec the reaction enthalpy of the decomposition reaction.

Solving this equation for the highest steam and CO2 gasification rate measured yields temperature
differences of 4 and 0.8 K, respectively. This is smaller than the accuracy of the thermocouple and
can therefore be ignored.
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4 The deposition of carbon on porous media
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Table 4.1: Symbol list for chapter 4

Symbol Description Unit
ρ Density kg ·m−3

C Concentration mol ·m−3

C Loading g ·m−2

t Time s
Rx Reaction rate x
k Rate constant
Ea Activation energy kJ ·mol−1

T Temperature K
R Gas constant J ·mol−1 ·K−1

D Diameter, Diffu-
sion coefficient

m,m2 · s−1

A Surface area m2

τ Residence time s
F View factor
∆Hr Reaction enthalpy J ·mol−1

ϵ Emissivity
ω Stefan-

Boltzmann con-
stant

J ·m−2 ·K−4

U Heat transfer coef-
ficient

W ·m−2 ·K−1

r Radius m
u Molar mass, Su-

perficial velocity
g ·mol−1,m3 ·m−2 · s−1

χ Fraction of volume filled
β Dampening factor

Abbr. Description Unit Subscript Description
Abbr. Abbreviation p Particle, Product
ID Inner diameter m M Methane
OD Outer diameter m ex External
TOS Time on stream s 0 Initial
SPR Single particle re-

actor
dec Decomposition,

Pyrolysis
C Carbon mod Model

exp Experimental

i nt Internal

g as Gas, Gasification

tot Total

e f f Effective

∆ Difference

av g Average

b Bulk
ox Oxidant
∞ Infinite (time)
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Abstract

The deposition of carbon from methane pyrolysis on various porous media was investigated at
950 - 1100 °C. 7 Types of unfunctionalized carriers were used, with pore sizes varying between 4
nm and 250 µm. Carbon deposition over time was measured in a single particle reactor.

It was found that the porous samples can exhibit both an induction period as well as a gradual
stop in carbon deposition. An induction period was observed for α-Al2O3 samples, but not for
γ-Al2O3 , SiC and C carriers. Hence, the slow start of the carbon deposition may be caused by
substrate material.

Furthermore, for all samples, an apparent maximum carbon loading was observed. It was con-
firmed that this is not caused by pore blockage, as significant surface area remains in these samples
at the point of maximum carbon loading. In fact, it was found that fraction of pore volume filled
at maximum loading, is a function of the initial pore diameter. The smaller pores fill to a lesser
extent than the bigger pores.

This maximum achievable carbon fraction was incorporated in a particle model. Using only the
fraction of volume filled as a single parameter, the measured loading over time could be described.
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4.1 Introduction

This chapter presents our efforts to study carbon deposition from methane pyrolysis in various
porous media. In previous work, kinetics describing carbon deposition for a single nonporous
α-Al2O3 were presented. In this work, it is aimed to create understanding of the process of carbon
deposition in porous media, and what information is required to make predictions on carbon
deposition.

Work regarding carbon deposition in or on various porous media has been published[1, 2, 6, 7,
10, 11, 13–16]. It is reported that the initial decomposition rate is related to surface area, and the
concentration of high energy groups such as defects and various oxygenated groups, and that the
amount of carbon that can be deposited before carbon deposition stops is dependent on pore
volume, pore size, pore area and surface groups[1, 10, 11, 13, 15]. It is found that the initial pore
volume scales with the amount of carbon that can be deposited[15].

In previous work[8, 9] decomposition and gasification kinetics were obtained for a nonporous
α−Al2O3 carrier. This work can be seen as a continuation of this work, where the obtained kinetics
are expanded to various porous media. It was concluded that porous particles may result in a
larger vollumetric reaction rate [molc ·mr

−3 · s−1], due to the larger amount of area present[8].
Hence, porous media are investigated in this work.

It was found that the deposition of carbon on a nonporous surface is a nonlinear process[8]. After
first contacting a nonporous α-Al2O3 particle with methane, an induction period was observed.
During this period, no carbon was deposited on the particle, however methane was being con-
verted to gaseous intermediates. After some time, carbon deposition started, at this point the
net production of gaseous intermediates greatly reduced and the selectivity towards solid carbon
became 1. Additionally a temperature dependent maximum carbon loading (unit: g ·m−2

p,ex) was
observed. When this carbon loading was approached, carbon deposition and methane conversion
to gaseous intermediates ceased. These phenomena were described mathematically but not fully
understood. In this work, it is aimed to gather more insight into both the observed phenomena
via testing of a larger variety in particle types and materials. The various materials might exhibit
different behaviour in terms of these phenomena, hopefully yielding additional insight.

Various particle characteristics were measured and related to the activity during CH4 pyrolysis. A
kinetic model was developed, taking into account these particle characteristics.

4.2 Materials and methods

The experimental method developed in earlier work for nonporous particles is able to test porous
particles as well[8]. This experimental setup and experimental method were slightly adapted for
this work, but furthermore remain unchanged. For brevity, only the adaptions are presented here.
In total, two modifications were made; first, an increased diameter of the single particle reactor, to
accommodate the larger particles used in this work. Second, the linear gas speed was increased to
ensure the larger particles could be kept inside the cone. The modifications are presented in table
4.2. No further adaptions were made to setup or method.
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Table 4.2: Overview of changed parameters in
experimental setup

Nonporous work[8] This work
Superficial gas velocity 16 19 m · s−1

Methane flow 1.6-1.8 11-15 NL ·min−1

Inner cone diameter, bottom 3 8 mm

Note that the density of the used particles is significantly lower than the nonporous particles,
hence the linear gas velocity does not increase by a lot.

A selection of porous particles was procured. These 7 types were selected, to create a set spanning
large pore sizes (5 orders of magnitude). Moreover, several material types (α- and γ−Al2O3 , SiC
and C) were included. Two sets with comparable internal characteristics but varying radii were also
included. Lastly, 1 particle type with a trimodal pore volume distribution was included. Complete
specifications of the used particles and their characteristics is presented in table 4.3.

The Al2O3 samples were purchased at NORPRO - Saint-Gobain, the SiC and C samples were
purchased from SICAT. All particles were used as received. Nitrogen (99.999%) was supplied by
Nippon gases. Methane (99.99%), was supplied by Linde. All gasses in this work were used as
received. Physisorption measurements were performed on a Micrometrics Gemini VII.

Table 4.3: Overview of used particles in this
work. a trimodal pore volume, b cylindrical
particles, c spherical particles, d average

Name SA5262 SA52124 SA6273 CE2 CE3 SiC E2 SiC E3
Material α-Al2O3 α-Al2O3 γ-Al2O3 C C SiC SiC
Surface area, m2 ·kg−1 0.75 6.7 200 171 166 27.7 26.2
Pore volume, cm3 ·g−1 0.53 0.3 0.6 0.23 0.24 0.19 0.18
Pore size, µm 1/10/250a 0.15 0.007 0.004d 0.004d 0.027d 0.028d

Part. Diameter, m 0.0048c 0.0052c 0.003c 0.002b 0.003b 0.002b 0.003b

It is known that γ-Al2O3 is thermodynamically unstable at elevated temperatures. To test the
applicability of γ-Al2O3 for these experiments, a γ-Al2O3 SA6723 sample was contacted with
nitrogen at 1100 °C for 18 h. By measuring pore area and volume, before and after this test, it
was confirmed that this sample did not loose significant area or pore volume during this time.
Hence, it is assumed that for all measurements presented in this work, no area or volume is lost.
All measurements in this work had high temperature contact times significantly less than 18 h.

Reproducibility of experiments

To test reproducibility of experiments, 5 particles of each type were selected at random. Under
equal conditions, the particles were loaded with carbon in the SPR. It was found that a spread in
loading of approximately 10% exists between particles of the same type. A similar observation
was made for nonporous particles. To accurately estimate error margins, on these samples each
particle type was tested at minimum 9 times in the SPR, and averaged.
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A SA5262 sample was subjected to multiple carbon deposition cycles, by removing the carbon
using air in the SPR. Over these repetitions, the deviation in this set was approximately 3%. Two
conclusions are drawn. It is concluded that the variation on the measured carbon loading in the
set of 5 random particles is a result of some particle characteristic. Secondly it is concluded that
the carbon loading measurements are reproducible.

For each physisorption measurement, a large number of particles was required. Hence, the spread
of these samples caused by variations between individual particles is expected to be small. Here, a
duplo was also tested. The relative difference in pore volume was 3%.

4.3 Results and discussion

4.3.1 Carbon deposition

Carbon deposition on a SA6723 γ-Al2O3 particle is presented in figure 4.1. This is a particle with
a 7 nm average pore size. It is observed that the loading curves of this particle have a slightly
different shape than the nonporous data [8]. Most notably, the induction period is absent. This
is also discussed further in section 4.3.2, as this is also observed for other particles. It is further
observed that the carbon loading seems to cease when a certain loading is reached, analogue to
the nonporous data. It is yet unknown whether this is due to pore blockage or due to other effects.
This is reported further upon in section 4.3.2. Furthermore, it is noted that the absolute amount
of carbon deposited on these porous particles is one order of magnitude higher than the highest
obtained loading on nonporous particles. To illustrate this, a data set of nonporous measurements
performed in the SPR at 1050 °C is included in figure 4.1. The increased loading is a result of the
internal area.

Carbon deposition curves measured at various temperatures are presented in figure 4.2 for particle
type SA5262. This is a particle with a trimodal pore size distribution. It is observed that the shape
of the loading curve shows some interesting characteristics. First, the data shows an induction
period (most significantly for the lower temperature), as was observed in earlier work[8]. At the
end of the curve, one does not observe a clear stop in mass increase. Instead, a change of slope is
observed, most notable for the 1050 and 1000 °C series. This is deviation from the observations in
previous chapters as well as data in this chapter. In section 4.4 it is shown that this is a result of the
trimodal pore size distribution combined with the orders of magnitude larger pores present in this
particle.

Comparing the carbon deposition rate of the porous particles to nonporous data under equal
conditions yields a factor 10 higher productivity (kgC ·mr

−3 · s−1) for the SA5262 particle. Hence, it
is concluded that the utilization of porous particles is beneficial for the productivity of a decompo-
sition reactor.

Looking at the data in figures 4.1 and 4.2, it is noted that the overall shapes show strong similarities
with the nonporous data. Some slight differences are noted, but the overall characteristics are
comparable. From this data alone it is not possible to conclude anything with respect to the effect
of the internal characteristics of the particle on the deposition, Hence, further investigation is
presented in the next section.
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4.3.2 Internal particle characteristics

To be able to compare between particles with varying characteristics (diameter, density, pore-
volume, -radius and -area), a suitable unit of measurement is required. In this work, the fraction
of initial volume filled with deposited material, χc (unit m3

C ·m−3
vol,i) is used. This parameter is the

ratio of pore volume filled with carbon Vc over the initial pore volume Vp,i :

χc =
Vc

Vp,i
= Vp,i −Vp,t

Vp,i
= mcρc

Vp,i
(4.1)

Two pathways to obtain χcare available, either via volume or mass measurement. The former
can be measured directly using gas physisorption via the pore volume before and after carbon
deposition, the reduction in volume is attributed to the deposited carbon. It is noted that measure-
ment of the volume via physisorption measurement is not applicable when the pores are blocked,
as the true remaining pore volume cannot be measured in this case. The second pathway, via
mass measurement of the deposited carbon can be related to the carbon volume via the density of
pyrolytic graphite[3, 4, 17].

In figure 4.3, χcover time is presented for various particles at a deposition temperature of 1050 °C.
Figure 4 shows the same data, enlarging the initial 60 minutes. Several observations are presented.
First, the initial part of the loading curves have different shapes. As was already noted before, for
γ-Al2O3 the induction period is not present, we now show that it is also not present for the SiC and
C carriers. It is therefore concluded that the induction period is, at least, partially dependent on
the substrate material. More high energy sites present on the surface of the material, might help
overcome the activation energy of carbon deposition. This is also noted in literature[10, 15], where
it was concluded that the initial rate is dependent on the surface concentration of oxygenated
groups in a carbonaceous carrier.

On the end of the curve, all samples show an eventual stop of carbon deposition. It is noted that
the pair of SiC and the pair of C samples approach comparable carbon loadings. These pairs have,
next to the same substrate material, comparable pore size (distribution) and total pore volume.
One of these or a combination of these parameters affects the final fraction of volume filled. It is
concluded that the substrate material is not affecting the final loading, as the α-Al2O3 (samples
SA52124 and SA5262) have different final loadings, evident from figure 4.3. Note that this is not
directly visible in figure 4.5, as the trimodal particle does not have a known value for χc,∞ for each
of the pore sizes present in this trimodal particle.
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In figure 4.5 the final fraction of pore volume filled with carbon at a deposition temperature of
1050 °C is plotted over the initial pore diameter. A clear trend is observed: the smaller pores are
only fractionally filled, at maximum loading. The larger pores are filled almost completely. The
trimodal particle (SA5262) was excluded from this graph, as for this particle, no accurate data is
available on internal characteristics after carbon deposition. These larger pores were unable to be
measured in the available physisorption apparatus, and hence the value of χccannot be calculated.

Another important observation is that the calculation of χcusing the mass increase yields com-
parable results to calculation of χcvia physisorption measurements. This means that the pore
volume after carbon deposition is still available (reachable) for the physisorption gas. Hence, no
significant pore blockage could have occurred in any of the particles.

Moreover, this means that internal area is still available for the carbon to be deposited on. All
these samples were kept in the reactor for extended periods of time (figure 4.3), confirming that
carbon deposition had (very nearly) ceased. For the SA52124, SA6723, CE2 and CE3 samples it
was confirmed carbon deposition had completely ceased by keeping the particle in the reactor
overnight. No additional mass was deposited during this time. Hence, carbon deposition stopped,
while area was still available. This identical observation was made for nonporous particles[8].

The exact mechanism for this stop in carbon deposition is not known. It was previously speculated
that this is related to the surface roughness of the material[8]. For the porous particles, this could
also be the case for the larger pores. If a (sufficiently) smooth layer of carbon is deposited it might
become impossible for new carbon to be deposited. It was measured (figure 4.6) that the smaller
pores get reduced to approximately 2 nm. For these smaller pores, another reason for the stop in
deposition may be plausible. If the carbonaceous intermediate is sterically hindered by the pore
wall, this intermediate will not be able to form or penetrate the pores, and carbon deposition will
cease. Although the exact size of a polyaromatic intermediate that is eventually deposited is not
known, intermediates ranging the the order of a nanometer are possible[6]. Hence, it is speculated
that carbon deposition from these intermediates in small pores will be slow.

In figure 4.7 the obtained pore volume distribution for a SiC sample is presented. It is noted
that the initial pore size has a relatively wide distribution ranging between 20 and 100 nm. The
average measured diameter is 27 nm. After depositing carbon, the pore volume in the bigger pores
decreases. For the smaller pores the pore volume increases. This is explained via the deposition of
carbon, decreasing the diameter of the pores, thereby increasing the number of smaller pores and
the total volume of this diameter. For the SiC sample, it is noted that the final pore distribution
approaches a monomodal distribution. Hence, all pores get reduced to a similar final size. It is
concluded that the final pore size is a function of the initial pore size.

The trimodal particle was also analyzed. From mass increase measurements (figure 4.3) it followed
that approximately 50% of the total initial available volume of this particle is filled with C, at
maximum loading. From the pore volume measurements, it follows that at least some pores are
reduced to the nm scale, this is presented in appendix A. By combination of these two experimental
observations, it is assumed that the smaller pores are filled completely. This is in line with the
trend observed in figure 4.3, but still an assumption. From the mass and volume balance, it then
follows that the larger pores are filled to a much lower extent. This is supported as follows: from a
certain pore size, the inner pore surface on the molecule length scale is essentially flat. Hence, for
these pores, the carbon deposition should be described by the external surface carbon deposition
kinetics. It is known that carbon deposition on these surfaces stops relatively quickly and hence,
the pores do not fill to a large extent.
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4.3.3 Modelling results

In this work, it is aimed to create understanding of the process of carbon deposition in porous
media, and what information is required to make predictions on carbon deposition. Instead,
a combined experimental and modelling approach, focusing on the porous characteristics is
presented. Ideally, one is able to make predictions on the behaviour of a particle type without the
need for a large amount of experiments.

First, it is emphasised that no mass transfer limitations are present. From experimental data,
this was also concluded. At no time could a radial gradient in carbon be detected . Moreover,
when two particles with almost identical characteristics (SiC E2 & SiCE3 and CE2 & CE3) but
different radii were tested, equal loadings [gC ·g−1

p,i ] were obtained (see figure 4.3), this can only
be expected when internal (and external) limitations are absent. A complete particle model was
developed. The results of this calculation also indicate that no radial gradients in carbon or in gas
phase composition are present. The workings of this detailed model, including the radial particle
coordinate, is presented in appendix B of this chapter. A complete analysis of the mass transfer is
presented in appendix A of this chapter.

Because of the lack of mass transfer control, a detailed particle model is not required to make
accurate predictions of the carbon loading. The absence of internal gradients yield an identical
solution to both models. Hence, a model describing the reaction rate over the whole particle at
once is presented. The loss of area and volume are taken into account, however.

From the experimental data, several observations are made that need to be incorporated in the
porous deposition model for correct predictions:

• The model needs to be able to predict an eventual stop in carbon deposition.

• Smaller pores get filled to a lesser extent than larger pores.
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It is known that the deposition of carbon decreases the area available within the particle. This loss
of area leads to a decrease in overall carbon deposited within the particle. However, the decrease
in area does not explain the stop in carbon deposition. Should the stop in carbon deposition
be an effect of area alone, this would mean that the internal area is either completely gone, or
completely inaccessible. However, it is known that area is still available, from physisorption
measurements. Hence, the stop in carbon deposition is caused by some other phenomena, and
needs to be incorporated into the model in some other way. The simplest equation describing
carbon deposition is given by:

Rdec = kdecCmβ (4.2)

in which βr is a dampening factor related to χc, the fraction of pore volume filled with carbon, on
reactor (particle) level this is described by:

βr = 1− Vc

Vc,∞
= 1− χc (t )

χc,∞
(4.3)

The value of β decreases with carbon loading. Eventually this approaches zero, thereby stopping
the carbon deposition. In figure 4.5 the fraction filled volume at (near) infinite residence time is
presented. Hence, the parameter χc,∞ can be determined experimentally in a single measurement.
This kinetic model then uses only 1 fitting parameter to describe carbon deposition on porous
media at a certain Tdec, being the rate constant kdec . When the model is expanded to other
temperatures, this would also add an activation energy.

The experimental and model results are presented in figures 4.8 and 4.9 for the mono-modal
samples. A satisfactory agreement between the model and the experimental data is observed for
all cases.

It is noted that the induction period of carbon deposition visible in figure 4.8b is not predicted
using these simple models. Incorporation of this phenomena would increase the number of
parameters. However, from figure 4.8 and 4.9 it is evident that even 1 parameter generally suffices.
Depending on the exact prediction and the accuracy required, this 1 parameter approximation
may not suffice for this particular case. An expansion of the kinetics analogue to the nonporous
kinetics may be able to incorporate this induction period. It is concluded that even a simple model
is able to predict carbon loading over time for various nonporous particles spanning a large range
of pore sizes and materials.

In figure 4.10 the experimental and detailed particle model data for the trimodal particle is pre-
sented. The individual pore contributions are split out over the three pore diameters present in the
particle. It is observed that the majority of carbon is deposited in the small pores, this is expected
as these hold virtually all of the pore area. The larger pores contain a smaller area, and hence
take a long time to fill. This also explains the steady increase in overall loading at long τdec, not
observed for the smaller pored samples. To make a prediction for any particle with multiple pore
sizes, the pore volume or pore area distribution needs to be known.
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In table 4.4 the fitted parameters are presented. The fitted values correlate to the initial particle
area, at least to some extent. A larger internal area results in a smaller rate constant, this is

112



visualized in figure 4.11. It is observed that significant spread still exists in this data. Therefore,
the rate constant is not related only to internal area and substrate material. It is speculated that
the pore radius itself might affect the rate constant, as well. To investigate this, the studied set
of monomodal particle types should be expanded to include more variation in pore sizes per
substrate material.

Furthermore, it is noted that the product of the rate constant and initial internal area Ap appears
to group, for all the individual materials. The variation in this product, observed within pairs of
carrier material is at most 58% (SiC), (α-Al2O3 35% and C 12%). Hence, it is speculated that this
product may be a characteristic dependent only on substrate material. For this, additional particle
types should be evaluated. Should this product be known, one could make a rough prediction of
the pyrolysis reaction rate of any particle, without the need to perform experiments.

Table 4.4: Overview of fitted parameters

kdec [mg
3 ·mp,int

−2 · s−1] kdec · Ap [mg
3 ·kg−1 · s−1]

SA5262 5.00·10−3 3.75·10−3

SA52124 4.14·10−4 2.77·10−3

SA6273 4.30·10−5 8.60·10−3

SiCE2 5.64·10−4 1.56·10−2

SiCE3 3.76·10−4 9.85·10−3

CE2 6.95·10−5 1.19·10−2

CE3 6.41·10−5 1.06·10−2

4.4 Conclusion

In this work, carbon was deposited from methane in various porous media. It was found that
porous media exhibit a maximum achievable loading, and that this is not a result of pore blockage.
Moreover, it was found that smaller pores are not filled to the same extent as larger pores. It is
speculated that the smaller pores prevent the carbonaceous intermediate from forming in or
being transported into the pore. The larger pores might suffer from a deactivation mechanism
comparable to nonporous α-Al2O3 particles[8].

Various porous materials (C, SiC, α and γ -Al2O3 ) were evaluated. All these show loading curves
near identical to the nonporous particles tested earlier. It is therefore concluded that the overall
shape of the carbon loading curve over time is not influenced strongly by substrate material or
surface morphology. A minor difference is seen in the presence of the induction period. The low
energy α-Al2O3 exhibits this more strongly than all other materials.

No data supporting internal mass transfer limitations were found, meaning the internal area of
the particles can be used efficiently. It is concluded that porous particles are greatly beneficial for
processes by increasing vollumetric carbon conversion rates [molc ·mr

−3 · s−1] up to two orders of
magnitude compared to nonporous particles.

A simple particle model was found to adequately predict carbon loading over time. For correct
description, knowledge on the particle pore size (distribution) is required. Only a rate constant as
fitting parameter sufficed for satisfactory predictions.
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Appendix A - Supplementary data

Mass transfer analysis

To understand the carbon deposition within porous media, knowledge on mass transfer charac-
teristics are required. From previous work it is known that external mass transfer does not limit
the deposition reaction in the case of nonporous media. For this work, the particles are both
porous, and significantly bigger, not favouring mass transfer limitations. However, comparing
the maximum measured carbon deposition rate (6 µgC ·s−1, SiC 2 mm particle) to the calculated
maximum flux for this particle (order of 1000 µgC ·s−1) indicates that the porous media are also
not externally mass transfer limited.

The internal mass transfer is equally if not more important. From literature it is known that the
effective internal diffusion of a species in porous media is dominated by Knudsen diffusion if the
pore diameter is smaller than the mean free path of the species. At 1050 °C, the mean free paths of
CH4 and H2 are 311 and 811 nm, respectively. Hence, for a large part of the particles studied in
this work, the internal diffusion is described by Knudsen diffusion.

Using this, the particle model discussed in appendix B indicates no internal mass transfer lim-
itations. This means that the particle does not have an internal carbon gradient, and that the
deposition is described equally well without the internal mass transfer equations. Increasing the
carbon deposition rate with a factor 100 does not change this.
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Figure A.1: Photo of particles loaded with car-
bon from SPR. Top lines: as received. Bottom
line: same particles as top, cracked open. Let-
ters denote varying residence times A: 60 s, B:
120 s, C: 180 s, D: 240 s, E: 300 s.

It was also attempted to investigate the internal mass transfer using measurements. Loaded
particles at very short τdecwere cracked open to investigate the presence of a carbon gradient
along the radial direction, which would be visible as a change in color, this is visualized in figure
A.1. It was found that no carbon gradient could be identified in any case. Another measurement
supporting an equal carbon loading throughout the radius was performed using gas adsorption.
This is discussed in section 4.3.2.

Lastly, two pairs of porous carriers with near identical characteristics were evaluated. The differ-
ence within these two pairs was a varying particle diameter. No variation in carbon loading was
found within the set. Hence, the change in diameter did not affect the carbon loading per particle
volume. This is only possible when no significant mass transfer limitations exist.

All these calculations and measurements support the claim that mass transfer rates do not limit
the decomposition reaction of the tested porous particles.

BET data trimodal particle

A large spread (1, 10 and 250 µm exists in the pore diameters present in the SA5262 sample. A
BET measurement is presented in figure A.2. For the control (blanco) sample, all these pores fell
outside the suitable range for physisorption measurements, and are therefore not visible in the
presented results. The carbon loaded samples of this particle do contain (smaller) pores that can
be measured. This does not mean that all the pores in this sample get reduced to the measured
1-10 nm size, however. The larger pores could be measured with Hg intrusion measurements,
however this unit was unavailable to us.
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Appendix B: Particle model used in this work

Complete particle model

To accurately predict the behaviour of a porous particle, the internals of the particle should be
taken into account. The total pore volume is incorporated into a numerical model. The following
parameters are described over radius r time t :

• The mass and/or volume fraction of carbon, unit [gC ·g−1
p,i or m3

C ·m−3
vol,i]

• The average pore radius, unit [m]

• The gas phase volume fractions

• The local gas pressure [Pa] needs to be incorporated to account for the net production of
moles in the pore

Assumptions made:

• The particle characteristics are valid over the complete particle volume.

The mass balance for a gaseous component i over a particle with radius r and J different pore
sizes is presented:

∂
(
Cϵp

)
∂t

4πr 2∆r = 4π
(

Ji nr 2 − Jout (r +∆r )2)− J∑
j

Rdec Ap, jρp 4πr 2∆r (B.4)

Division by dV = 4πr 2∆r and taking lim r=0:
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∂
(
Cϵp

)
∂t

=− 1

r 2

∂

∂r

(
Ji r 2)− J∑

j
Rdec Ap, jρp (B.5)

The flux Ji is composed of a diffusional and a convective term:

∂
(
Cϵp

)
∂t

= 1

r 2

∂

∂r

(
r 2Di ,e f f

∂Ci

∂r
+ r 2Ctot

B0

µg

∂P

∂r

)
−

J∑
j

Rdec Ap, jρp
[
mol ·mp

−3 · s−1] (B.6)

The concentration and void fraction of the particle are solved together, as both are changing over
time and place. The concentration can be calculated from this via the total deposited volume.

The term Ctot
B0
µg

∂P
∂r describes the viscous flow caused by the net production of molecules during

decomposition[5]. The parameter B0 characterizes the nonporous medium and is given by:

B0 =
ϵp r 2

p

8τp
(B.7)

The total pore volume occupied by carbon is given by:

Vc,tot =
∫ rp

0

∫ t

0
Rdec Mc

ρp

ρc
Ap (r, t )d tdr

[
mc

3 ·mp
−3] (B.8)

The change in pore diameter can be deducted from this by assuming the carbon is deposited
equally along the radial coordinate of each pore. The change in area is given by:

Ap (t ) = Ap,0
rp (t )

rp,0
= Ap,0

√
1−χc (B.9)

For the reaction rate in this model, the definition of dampening factor β is slightly different, as it
needs to be evaluated at each radial coordinate of the particle:

βp = 1− Vc

Vc,∞
= 1−

r 2
p,0 − r 2

p,t

r 2
p,0 − r 2

p,∞
(B.10)

For the Thiele modulus, the reaction rate is lumped into a quasi first order rate constant by
incorporating all the constants:

k
′′ = kdec Ap,i ntρpϵp

[
s−1] (B.11)

The thiele modulus θ is then given by:

θ = rp

√
k ′′

De f f
(B.12)

118



The effective diffusion will for the nanoporous particle be strongly dominated by Knudsen diffu-
sion, as the pores are two orders of magnitude smaller than the mean free paths of CH4 and H2.
Because of the high temperature De f f is still in the order of 10−5 m2 · s−1.

De f f =
rp

3

√
8RT

Mgπ
(B.13)

From the thiele modulus the effectiveness factor ηp is obtained. Even for the nanopourous particle
the obtained effectiveness factor approaches 1. This means that the presented particle model
returns the same result as directly calculating the loading from the carbon deposition kinetics.

This high effectiveness factor also implies that little to no carbon gradient over the particle radius
can be expected. This was confirmed with experimental observations. In all cases, the nanoporous
particle was black throughout the particle volume. No gradient in this could be observed by eye.

Simple particle model

The simple particle model does not contain a radial coordinate. The reaction rate, gas concentra-
tion and particle internals are evaluated over the radius of the particle. This is justified by the fact
that mass transfer limitations can be ignored, and therefore no radial gradients are present.

The following assumptions are made:

• The gas phase concentration in the particle is equal to the bulk gas concentration (pure
methane for the SPR).

The reaction rate summed over J different pore sizes and corresponding area is described by:

dCc

d t
=

J∑
j

Rdec Ap, j (t )ρp (B.14)

The change in internal area is given by equation B.9. β is defined by equation 4.1.

Appendix C: Literature summary

Numerous authors report on the deposition of carbon from methane within porous media. The
majority of these regard either supported metal catalysts or unfunctionalized porous carbonaceous
carriers. A brief summary is presented.

A wide range of maximum achievable loadings is reported, varying with substrate material. In
excess of 6 times the carrier mass can be deposited on certain commercial carbon blacks[15]. This
seems dependent on various characteristics. It is suggested that the amount of carbon that can be
deposited on a porous carrier is partially related to the total initial pore volume[12, 15].

Pore size distribution of various porous carriers before and after carbon deposition also indicate
that the majority of carbon is deposited in the smallest pores[2, 16]. This is then attributed to the
vast area present in these pores. This is in good agreement with results of this work.

The induction period has also been observed for Al2O3 in literature [14]. It is suggested that
for carbonaceous carriers, the induction period is dependent on surface chemistry[10, 15]. The
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presence of high energy groups, such as oxygenated groups on activated carbon or alumina,
strongly increase the initial carbon deposition rate. For carbonaceous carriers, most notably
activated carbon, it is further observed that the methane conversion rate is decreasing quickly (in
the order of minutes) after initial contact with methane.
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5 Continuous methane pyrolysis & carbon gasification in a lab
scale setup
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Table 5.1: Symbol list for chapter 5

Symbol Description Unit
T Temperature K
D Diameter, Diffu-

sion coefficient
m,m2 · s−1

A Surface area m2

τ Residence time s
N Number of parti-

tions

Subscript Description

0 Initial

dec Decomposition,
Pyrolysis

mod Model

exp Experimental

i nt Internal

g as Gas

tot Total

av g Average
ox Oxidant
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Abstract

This chapter documents the results of a continuous methane pyrolysis – carbon gasification setup.
The design of this setup was based on experimental data from chapters 2-4, as well as numerous
numerical models and is presented in appendix B. Using the constructed continuous setup, it was
shown that the amount of carbon that can be deposited is related to the amount of carbon that was
gasified in the previous cycle. This point was discovered in the modelling stage of the design, and
of importance for further development of continuous processes. Additionally, this setup allows
deposition of carbon at temperatures significantly lower than used in the previous chapters. It is
found that this carbon is very reactive during gasification. Hence, this might open up possibilities
for a methane pyrolysis – gasification process operating at a relatively low temperature.
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5.1 Introduction

In this chapter, a continuous lab scale pyrolysis – gasification setup is described, and first results
are presented. The goal of this setup is two fold. First, it was aimed to demonstrate the continuous
application of the pyrolysis and gasification reactions integrated in a single unit. Until this point,
in chapters 2-4, the vast majority of the work considered separated parts (reactions) of this system.
This chapter can therefore be seen as a continuation of the earlier work presented in this thesis.
To the best of our knowledge, we are the first to present a fully continuous system where CH4
pyrolysis, steam gasification and air oxidation are incorporated.

The second goal of this system was to gather information related to the continuous operation of
the process. From the data gathered previously, the existence of several phenomena important for
continuous operation were observed experimentally, or via modelling. The increased operating
range and continuous operating of this setup allows, for the first time, to experimentally investigate
these phenomena in an integrated system. A brief summary on this is presented in section 5.2.2
and appendix B.1-B.4 in detail. It should be emphasized that this setup is not designed for a
specific production target. As stated, this has been constructed for research purposes only. Hence,
at no point it is claimed that this design is optimal for production purposes.

Using the data from this setup, the verification of assumptions made for continuous models can
be tested. For the industrial analysis presented in chapter 6, both of these points are of great value.

5.2 Materials and methods

5.2.1 Materials

Porous α-Al2O3 particles were obtained from Saint-Gobain NorPro. (Dp =4.8 mm, ρp = 1431
kg ·m−3, Ai nt =4.1 ·105 m2 ·kg−1). These particles were used in earlier chapters work [1]. Kinetics
were experimentally obtained for these particles and are used without modification.

All the particles were used as received. Methane (99.999%) was procured from Linde. Nitrogen
(99.999%) from Nippon Gasses. All gasses used in this work were used as received. Steam was
generated using Miili-Q water obtained from a purification system (Merck).

5.2.2 Experimental design

The experimental setup is discussed. Next to the conventional discussion of constructional and
operational aspects of the setup, a summary of the design process is presented.

Some notes on the design philosophy and method

This section summarizes appendix B.1 and B.2. The complete design process is presented in
appendix B.

125



Particle 
Following 

routine 
(Appendix B.1)

Reactor 
selection 

(Appendix B.2)

Reactor design 
modelling 

(Appendix B.3)

Estimated 
process 

parameters

Reactor 
archetype

Kinetics
Ch. 2-4

Design specs

Figure 5.1: Schematic of method used to reach
the design of the continuous lab scale setup.

The basis of this design are the kinetics measured in chapters 2-4. Two important points are identi-
fied, based on these kinetics. First, it was experimentally observed that the pyrolysis conditions
(strongly) affect the gasification rates of the deposited carbon. A higher pyrolysis temperature
yielded a slower gasification, and a longer pyrolysis solids residence time yielded a slower gasi-
fication. Hence, a connection exists between the pyrolysis and the gasification conditions. To
further investigate the effect of this on the operation of a continuous process, the kinetics were
incorporated in numerical model, following a single particle through an arbitrary pyrolysis- –
gasification process.

Using this particle following routine, presented in appendix B.1, it was found that an optimal
operating window exists. Operating at this configuration yielded the highest productivity [molc ·
mr

−3 · s−1]. Two points important for this design were then identified. First, it was concluded that
the gasification required a higher temperature than the pyrolysis step. Secondly, an upper limit
exists for the pyrolysis solids residence time. These two together imply the temperature change
velocity [°C · s−1] in the reactor should be high. Moreover, from this it is deduced that the pyrolysis
temperature needed to be accurately controllable. This is discussed in detail in section B.1.

For the technical implementation of this, various options were analysed. Unsuitable reactor
archetypes were excluded. The process is documented in appendix B.2. After these selection steps
and consulting with multiple experts, it was decided to create a system where a physically moving
heater was the basis for temperature change. Using different set points, the temperature in the
reactor will be influenced by the rotational speed.

As stated in the introduction, it was aimed to create a system that was as flexible as possible.
Practically this means that the overall possible operating window is as large as possible, meaning a
large possible variation in input parameters. Important here is that steady state operation should
remain possible in this window. Examples why this is not possible include a net carbon buildup
over time. For this, a numerical model study was performed. This study is presented in appendix
B.3.

Experimental setup

A schematic is presented in figure 5.2. The heating equipment, shown partially in orange, is
rotating along the axial length. Six heating units are used in the constructed setup, placed around
the reactor. The reactor itself is stationary (shown as a tube in yellow). Gas flows from bottom to
top, the in and outlets are shown in purple.
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Figure 5.2: Schematic of experimental setup.
Orange parts: Oven, rotating along the axial
coordinate. Not shown: external isolation and
temperature controllers. Blue: support struc-
ture, stationary. Yellow: location of ceramic
reactor, stationary. Purple: gas inlet, station-
ary.

The reactor is divided into six partitions (angular width 60°). In each of the partitions a certain pro-
cess phase occurs. This can be pyrolysis, steam gasification, oxygen gasification, or flushing (using
nitrogen). The timing of these phases is a set parameter. Each of the phases has a corresponding
heater set point temperature. Over time, partitions cycle through all the phases. At the end of each
phase, the heater rotates to match the temperature to the phase in each partition. The gasses are
switched using valves. A complete cycle of a random partition is then Pyrolysis → Flush → Steam
gasification → Flush (→ Oxygen gasification → Flush). The total cycle time is also the time for 1
complete heater rotation. Not all the partitions start in a pyrolysis step, this is depending on the
setup configuration.

For completeness it is mentioned that two methods op heater rotation were tested. First it was
attempted to continuously rotate the heater. However, it was found this temperature change is
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unfavourable. The step-wise rotation was found to work significantly better.

Heating unit

Heating of the reactors was facilitated by an in-house constructed radiation oven. The bulk
of the oven is constructed from ceramic bricks. In these, a heating wire was placed (1.5 mm
diameter, SuperKanthal A1, Salomons Metalen). The heating wires were kept in place by a high
temperature cement. Temperature was controlled using Jumo Dtron temperature controllers.
The thermocouples (ceramic insulated, type S) measuring the heater temperature for controller
feedback were placed in the axial middle of the heating unit, on the inner surface of the heating
block. The six heaters form a hexagon when placed side to side in the axial length, the minimum
inner diameter was 150 mm, the heater height was 700 mm. Inside this hexagon the reactor was
placed.

Power was supplied from a 10 kW, 55 V transformer. This low voltage power was fed through a
in-house constructed slip ring and then moved to the respective heaters. This power was also
used for the temperature controllers. The heating unit was isolated using 300 mm of ceramic wool
(Morgan ceramics). An outer shell made out of aluminium kept the heater in place. The rotational
position of the heater could be measured by a magnetic detector (RS components). That the oven
position was detected at a constant point in the rotation. This was used to ensure the oven was at
the correct position at the start of experiments.

Reactor

The reactor was in-house constructed out AISI 310 steel (1.5 mm, Salomons metalen). The length
of the partitions was 300 mm, the outer diameter of the reactor 140 mm. To each of the partitions
a gas feed and outlet pipe (ID 10 mm, AISI 310) was welded. It was aimed to construct the reactor
out of ceramics, to facilitate higher temperatures. This proved to be difficult, hence a first attempt
using a steel reactor was used. This proved to be stable enough to run the desired experiments.
Hence, it was decided to continue with the steel version, for this work.

The reactor was kept in place using a steel support. The height of the reactor in the oven could be
changed freely.The axial reactor middle was placed at 550 mm height, measured from the bottom
of the heater.

The reactor partitions were filled with the porous Al2O3 particles, per partition this was approxi-
mately 420 gram of particles. No solid samples could be retrieved from this system. Moreover, no
thermocouple was present in the reactor. This is because we wanted to limit the amount of welds
on the reactor, increasing structural stability. Hence, no openings were present.

Notes on reactor construction material

Initially it was aimed to construct the reactor out of Al2O3 . This would have resulted in a system
capable of operating at temperatures up to 1400 °C and allow evaluation of the complete operating
area tested in the particle following method. However, construction of this ceramic system was
met with numerous setbacks. In view of available time, the decision was made to construct the
reactor out of AISI 310 steel. This reduced the operating window to max. 1200 °C. As a result, the
effect of Tdecwas more challenging to measure. It was predicted this effect is most pronounced at
1200 °C and above (appendix B.1). Secondly, the plausible catalytic effect of a metallic surface on
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the pyrolysis and gasification reactions falls outside the scope of this work, and has therefore not
been characterized. It was found that the used steel (AISI 310) was stable enough to be used for
numerous experiments spanning several weeks.

Gas preparation

A PID of the gas inlet section is presented in figure A.1. Gas flows (methane, air and nitrogen) are
controlled via Bronkhorst mass flow controllers (MFC 1-3, 2-100 NL ·min−1). Steam was generated
using in-house constructed steam generators (SG 1-6). Steam flow was controlled using a liquid
water pump (SP 1-6, 0.2-20 mL ·min−1 liquid, KNF Verder). All the ingoing steam lines were heated
to 200 °C using tracing heaters (Horst), this is coloured red in figure A.1. Each of the partitions
has an own ingoing feed line. The flowing gas is controlled by opening and closing magnetic
valves (P1x-P6x, Eriks). Each of the lines has 3 ingoing and 3 outgoing valves. The pressure drop
across the 6 partitions of the reactor was balanced using rotatmeters (P 1-6, Brooks). All the flows,
valves and oven rotation were controlled using LABVIEW software combined with the National
Instruments communications equipment. This was also used for data monitoring and logging.

Gas outlet and analysis section

The outgoing section of the setup is presented in figure A.2. The outgoing gasses are cooled using
a heat exchanger (HEX 1-6), cooled with tap water (approximately 10 °C). The remaining water is
separated off in phase separators (SEP 1-6). Any remaining contaminants are filtered out using 20
micron filters. The outgoing flows are then recombined into the correct stream using valves (V1x-
V6x, Eriks). The flow size is measured using mass flow meters (0-100 NL ·min−1, Bronkhorst). The
composition of the three outgoing flows is analyzed using a 0-100 %vol CO, 0-100 %vol CO2 , and
0-100 %vol CH4 NDIR sensors, (Gascard, Edinborough Sensors). The outgoing flows correspond
to Pyrolysis, Steam gasification and Air gasification. The flush stream is divided over the three
streams, during switching of valves, to prevent a combustible mixture from forming.

5.2.3 Experimental procedure

The oven was heated up to the required set points (10 °C ·min−1) over night. During heating and
cooling, nitrogen was used as a flush gas in all partitions (2 L ·min−1, per partition) and the oven
was stationary. The required parameters were configured in the control software. An overview
of the available experimental parameters is presented in table 5.2. The oven rotational speed is
dictated by the total cycle time, which is the sum of all the residence times of the respective used
phases.

129



Table 5.2: Overview of available process pa-
rameters. Flows are flows per partition, the
total number of partitions must equal 6.

Parameter Indicative range Unit
Methane flow 2000-8000 NmL ·min−1

Steam flow 2-10 mL ·min−1, liquid
Oxygen Flow 2000-4000 NmL ·min−1

Flush flow 8000-12000 NmL ·min−1

τdec 300-1000 s
τgas 300-1200 s
τflush 100-500 s
T1 - T6 1000-1200 °C
Ndec 1-3 Number of pyrolysis partitions
Ng as 1-3 Number of steam gasification partitions
Nox 0-3 Number of air gasification partitions
Nc y 1-30 Number of cycles in experiment

When the set point temperatures were reached the experiment could commence. For this, the
oven rotation was started. When the oven had reached the correct position, flows and data-logging
were started. In- and outgoing flows, temperatures, gas compositions were logged every 1 second.
When the setup was running, no further action was required.

After a set number of cycles, the experiment finished. All partitions were fed nitrogen (2 L/min,
per partition) and oven rotation stopped. The next experiment could commence at this point.
Alternatively a cleaning step could be used. For this, the flows are switched to air (2 L/min, per
partition) for a short time (order of minutes) to completely burn off all the remaining carbon.
Cleaning progress could be checked via the CO and CO2 sensors in the gas outlet section, when
these were not detected anymore, the bed was void of carbon, as verified by opening up the reactor
(opening the reactor was done once after completely switching the reactor and is not normal
experimental procedure, as the reactor is destroyed).

5.2.4 Reproducibility of experiments

To test reproducibility, two experiments using 10 cycles were ran. Outgoing gas flows, flow rate
and reactor temperature show good reproducibility over the cycles, although some variation is
observed in the initial cycles. This is presented in figure 5.3. This was observed during every first
experiment of the day. Hence, this is attributed to the temperature in the oven reaching a quasi-
steady state. It is most likely caused by the increased energy consumption inside the oven, due to
heating of gasses and the endothermic reactions. If an experiment was performed immediately
after, this effect was not observed. It is concluded that measurement are reproducible.
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5.3 Results and discussion

Effect of τdec

First, the effect of deposition residence time on gasification rate is verified. For this, three exper-
iments were ran, at varying τdec(300, 500 and 900 s). The further experimental parameters are
presented in table 5.3. Note that the flows are reported as flows per partition. At all times, an
excess of steam was fed (moles of steam compared to moles deposited C). This was done to ensure
the gasification of carbon did not stop, due to insufficient steam.

The measured CO production rate over time is presented in figure 5.4a. These data were chosen
because it best shows the trends expected. For all three experiments, it was observed that as
soon as the steam entered the system, a large CO stream left the reactor. This was short lived, as
the CO production soon stopped, even though steam was still being fed to the reactor, and was
observed condensing out of the system. At all times, the peak CO production rate was significantly
lower than the total steam feed rate. Hence, the height of this peak was not limited by steam feed.
Furthermore, it is observed that the CO peaks are slightly wider for the 900 s run than for the 300
s run, but that the 300 s runs have a higher CO peak production than the 900 s run. From the
gasification kinetics measurements, it is known that the gasification rate is zeroth order in carbon
loading. It is concluded that the height of the peak is then a result of the reactivity of the carbon.
The width of the peak is then related to the amount of carbon present on the bed.

The obtained average CO production rate over the whole reactor (figure 5.4b) is presented. It was
observed that the average CO production rate scales inversely with τdec. From the kinetic analysis
this was expected: older carbon less prone to gasification. Therefore, a lower peak (and average)
gasification rate are observed. Note that in figure 5.4b the rate is evaluated over the whole reactor,
whereas in figure 5.4a the rate is observed as 3 out of 6 partitions, over time. This explains the
approximate factor 2 difference between both figures.
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The shape of the data presented in figure 5.4b is observed for all three datasets, and is a result
of two effects. First, for cycle 1, the average CO production rate is relatively low. This is because
the bed is initially void of carbon. Hence, the partitions starting with a gasification step do not
produce any CO. The second effect is related to a temperature decrease observed at every ’cold
start’ and is discussed in section 5.2.4.

The CO production rate is observed to be relatively fast, being comparable to the obtained pyrolysis
rates. The carbon was deposited at relatively low Tdec, when compared to the temperatures
evaluated in the particle following routine and chapters 1-3. In previous work, we were unable to
deposit enough carbon at low temperature, complicating analysis of this low temperature carbon.
In this setup, using the significantly larger gas flows, this is possible. It is concluded that this high
gasification rate might open up possibilities for a lower temperature pyrolysis process.
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Table 5.3: Used parameters for the residence
time experiments. Flows denote flows per par-
tition.

Base Long Short Unit
τdec 500 900 300 s
τgas 200 500 150 s
Flush 400 600 350 s
Ndec 3 3 3 -
Ng as 3 3 3 -

CH4 flow 4000 4000 4000 N mL ·min−1

2.73 2.73 2.73 mmol · s−1

1.50 2.46 0.82 mol total
Steam flow 0.10 0.10 0.10 mL ·min−1, liquid

5.46 5.46 5.46 mmol · s−1

1.09 2.73 0.82 mol total

Notes on the effect of Tdec

A separate experiment was performed to test the effect of Tdec. For this, a control experiment
was performed, during this all the heaters were set to 1000 °C. Then, a second experiment was
performed, where the heaters corresponding to the decomposition phase were lowered to 950 °C.
The hypothesis was that the lower decomposition temperature resulted in more reactive carbon,
enhancing the gasification rate of the system.

Unfortunately, at this time the setup was partially fouled near the heat exchangers. Although
attempts were made to remedy this, the fouling could not be removed without removing the
complete reactor from the system. This is a risky task, as the reactor is prone to damage when
removed from the oven and would almost certainly be damaged, requiring a new unit. This was
not available. Hence, these experiments were unfortunately not performed.

Longer demonstration of the process

A longer test was performed on the setup. The goal of this was two fold. First, to demonstrate this
process at longer run time. Second, to investigate the longer run time behaviour of this system,
where more loading cycles are performed. Up until this work the longest continuous amount of
pyrolysis-gasification cycles performed on a single particle were in the order of 10 cycles. It is
noted that this is not a true long term stability test, spanning months and thousands of cycles.
This was unfortunately not possible in the current setup and available time.

The experimental configuration is presented in table 5.4. No air oxidation step was included in the
experiment. The reason for this is because the effect of carbon buildup over cycles could then be
investigated. Initially, the bed was confirmed to be void of carbon, via oxidation with air.

133



Table 5.4: Used parameters during the long
experiment, and for the model calculations

Cycle 1-19 From cycle 19 Unit
τdec 1000 1000 s
τgas 400 300 s
τflush 200 300 s
Ndec 3 3 -
Ng as 3 3 -
Tdec 1100 1100 °C
Tgas 1000 1000 °C

CH4 flow 4000 4000 NmL ·min−1

2.73 2.73 mmol · s−1

2.73 2.73 mol total
Steam flow 0.10 0.10 mL ·min−1, liquid

5.46 5.46 mmol · s−1

2.19 1.64 mol total

The obtained cycle averaged CH4 conversion is presented in figure 5.5a. The experiment spanned
3 days, hence the data is presented in three series. At every restart, the startup effect is observed. It
is noted that at the second and third restart, the effect appears to be less pronounced. This can
be explained by the carbon loading. Initially, the bed is void of carbon, and at slightly elevated
temperature, resulting in a higher pyrolysis rate. From the second restart, the bed is loaded with
carbon, and at (equal) slightly elevated temperature. Hence, the pyrolysis rate is enhanced less
and the effect is observed less clearly.

Over time, after approximately 5 cycles after both restarts, a comparable CH4 conversion is ob-
served. The first 19 cycles appear to converge to a methane conversion of almost 60%. At the end
of cycle 19, the experimental configuration was changed. The gasification time was reduced by
30%, thereby reducing the amount of carbon gasified. It was aimed to increase the amount of
carbon on the bed. In figure 5.5, the estimated loading over time is presented. This loading was
calculated by summing the mass balance over time. Up until 40 ks, the configuration was that of
cycle 1-19. Afterwards, the shorter gasification time was used. With the change in gasification
time, two observations are made. First, according to expectations, the bed loading increases faster
(figure 5.5) after the configuration change.
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Figure 5.7: Modelling results, radial tempera-
ture and carbon loading profile for cycle num-
ber 25, various times, further configuration
data in table 5.4.

Second, the CH4 conversion (figure 5.5a) is reduced slightly. From cycle 20 on, the conversion
is reduced to 54%. Hence, by reducing the amount of gasified carbon, the amount of deposited
carbon is also reduced. To further investigate this, the amounts of carbon deposited and gasified
are presented in figure 5.6a. Over time, they indeed appear to converge. In other words, the
amount of carbon that can be deposited is limited by the amount that is gasified in the previous
cycle. It is concluded that, at the used parameters, the system was operating at a quasi steady
state. More importantly, it is concluded that a reduced gasification capability eventually reduces
the complete productivity of the system, by limiting the deposition of fresh carbon. This was
first predicted in the particle tracking analysis, and now experimentally shown. The observation
that gasified carbon eventually limits the ability to deposit carbon is important for the design of
continuous processes. Concluding, it is important to control the buildup of carbon in the system,
in order to be able to control steady state productivity.

It is concluded that the used α-Al2O3 particles are stable over extended times. Over the course of
the performed testing and experiments, 450-500 cycles were performed on the vast majority of
the used carrier. Some was added between the second and third version of the reactor (75 gram
on a total of approximately 2500 g, hence this is neglected). During this, no degradation could be
detected via measured parameters, or by visual inspection. For definitive data, a physisorption
measurement is required. No literature data on carbon deposition is reported after this amount of
cycles.

5.3.1 Modelling results

A numerical model of the continuous reactor has been constructed in matlab. The goal of this
model is to better understand the internal properties of the reactor. From previous work, it was
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concluded that the developed kinetic models are able to describe carbon deposition and methane
conversion in a simple fixed bed. These kinetics are also used in this model. The detailed model
workings are presented in Appendix B.3.

Before the results are presented, it is important to critically evaluate this modelling. From the
experimental data, only gas conversions, external wall temperature and pressure drop are available.
From within the reactor, no directly measured information could be obtained, due to the reactor
design. Hence, no direct verification of the model prediction can be made. The model results
should be interpreted with this in mind.

The results of the long run are presented in figure 5.5b. Three points are observed. First, good
agreement exists between the model prediction and the – estimated – experimental bed loading.
The overall amount of carbon on the bed is predicted correctly.

The second point observed from figure 5.5b is the shape of the loading curve. Because in the model,
everything is perfect plug flow, no (back)mixing occurs. In reality, significant gas mixing and dead
reactor volume affect the shape of the experimental curves. Therefore, the differential conversion
or reaction rates are not predicted correctly. Over a complete cycle, the large gas volumes mitigate
this, and the overall balance is predicted correctly.

Third, the "step" in the carbon loading after the first restart is also predicted. The experimentally
measured external reactor wall temperature is input for the model, hence this is incorporated via
this. This also shows the effect is indeed (partially) an effect of temperature.

The change in operating parameters after cycle 19 is incorporated into the model. The predicted
increase in carbon loading matches with the experimental estimation. This supports the obser-
vation that the decrease in deposited moles of C is related to the reduced gasification step. It is
concluded that the measured kinetics are able to predict a decrease in productivity due to this
interplay.

Although we cannot verify the predicted internal properties, some preliminary conclusions can be
drawn from this, mainly for the heat balance. It is proposed that the predicted internal temperature
cannot deviate much from the real temperature. A big deviation would have yielded a significantly
different reaction rate and carbon loading. Hence, it is concluded that the simple heat transfer
model is accurate enough for this type of modeling.

A radial temperature and concentration profile is included in figure 5.7. Two points are noted. First,
no large temperature difference exists within a partition. This is desired, as the whole partition
is then participating in the process at a comparable level. Secondly, the temperature difference
between the partitions, evaluated over the whole reactor diameter is almost 100 °C. This is in good
agreement with the experimentally set temperature swing. It is again emphasized that these model
results are not substantiated with experimental results, and can therefore be seen as indications
only. An axial profile is presented in figure 5.6b. It can be seen that the lower part of the reactor
does not contribute to the productivity. This has been qualitatively observed experimentally, by
opening a defective reactor. The particles near the bottom of the system were white, the top
particles were black. This is attributed to a lower temperature near the bottom of the reactor.
Hence, it is concluded that the temperature profile was not optimal during the long run.
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5.4 Conclusion

A fully continuous methane pyrolysis – carbon gasification process was demonstrated. Using the
kinetics obtained in chapters 2-4, a design of this continuous setup was made (see appendix B).
The constructed setup was tested and found to perform in agreement with expectations.

It was found that the amount of carbon that can be deposited is related to the amount of carbon
that was gasified in the previous cycle. Hence, it is concluded that in order to control productivity
of the system, it is vital to control the total amount of moles C gasified. This is a major point for
further development of continuous systems.

Furthermore, it is concluded that separately measured pyrolysis and gasification kinetics are able
to correctly predict behaviour of fully continuous systems.

It is concluded that pyrolytic graphite produced at relatively low temperature (850-950 °C) offers
possibilities for a relatively low temperature methane pyrolysis process. The fast gasification allows
high productivity, whilst reducing the overall required temperature. This brings benefits for energy
efficiency and heat exchange.
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Appendix A - PFD of continuous setup
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6 An evaluation of the industrial application of methane pyroly-
sis

142



Table 6.1: Symbol list for chapter 6

Symbol Description Unit
ρ Density kg ·m−3

η, κ Efficiency
C Loading g ·m−2

t Time s
φ Mass flow kg · s−1

x Mass fraction
λ Gas solid ratio kg ·kg−1

T Temperature K, °C
R Gas constant J ·mol−1 ·K−1

D Diameter m
N Amount of material g
τ Residence time s
∆Hr Reaction enthalpy J ·mol−1

r Radius m
u Superficial veloc-

ity
m3 ·m−2 · s−1

L Length m
E Energy kJ
V Volume m3

Abbr. Description Unit Subscript Description
Abbr. Abbreviation p Particle, Product
C Carbon M Methane
LHV Lower heating value kJ ex External

0 Initial

dec Decomposition,
Pyrolysis

mod Model

exp Experimental

i nt Internal

g as Gas

tot Total

e f f Effective

f i x Fixed bed

f l Fluidized bed

b Bulk
ox Oxidant
∞ Infinite (time)
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6.1 Abstract

This chapter documents our analysis of the industrial application of methane pyrolysis. It is aimed
to investigate the possibilities of a methane pyrolysis process in an industrial application. Numer-
ous process configurations are evaluated at various level of detail. From this, general important
points for an arbitrary methane pyrolysis process are identified, as well as positive negative aspects
of various process configurations. It is also determined which points are important for future
development.

First, a reactor level analysis was used to determine mixing states and heating methods. Internally
heated systems, where deposited carbon is oxidized to CO, were found to be very attractive in
terms of heat transfer. For all configurations, fluidized bed systems offer a higher productivity
than their fixed bed counterparts.

In a process level analysis, it was confirmed that heating via the recycling of hot solids is not
effective. The most suitable configurations were compared using numerous KPI, focusing on
carbon and energy efficiency. The most suitable design was evaluated at 30 bar to better reflect
the industrial conditions.
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6.2 Introduction and goals in this section

This section discusses the industrial methane pyrolysis process. It is aimed to investigate the
important parameters affecting the viability of a CH4 pyrolysis and gasification process. Using the
knowledge obtained in the earlier chapters of this thesis, an analysis of this process is presented. It
is not aimed to present the most optimal or viable industrial design. It is argued that at this stage
of development, it is more beneficial to attempt to gather as much knowledge as possible for the
design of an industrial case and to investigate the potential of a methane pyrolysis process for
industrial application.

This chapter features four levels of analysis. In each step, more detail is added to the analysis.
First, a reactor level analysis is presented. Numerous possible process configurations are available,
these are presented in the next section and are compared to each other in section 6.4.3. Various
characteristics are compared, in order to find out positive and negative aspects of these configura-
tions. Examples of these characteristics can be reactor size operating temperature and methane
conversion. This first level functions as an investigative step, to get an idea of what these processes
could look like, and what mixing states are preferable.

The second level of analysis regards a process for the production of 100 ktpa hydrogen. A parameter
sweep is performed over the available process parameters. For all configurations, approximate
reactor and flow sizes are determined. Conclusions are drawn on the characteristics of these
processes, and methane pyrolysis in general. The goal of this step is to reduce the number of
configurations for further evaluation,

In the third level the configurations selected in section 6.4.3 are evaluated using defined KPI.
Again general conclusions are drawn on the industrial application of methane pyrolysis. The best
performing configuration is selection for evaluation in level four.

The fourth level of analysis regards a comparison to the industrial standard, acting as a benchmark.
Additionally, it is proposed that an industrial methane pyrolysis process is years away from large-
scale industrial application. Optimistically a full scale industrial process could operate between
2030 and 2040. Hence, it is argued we should try to compare the pyrolysis process to the industrial
benchmark of 2040. It is envisioned this will be some adapted version of the current industrial
benchmark, for example an electrically heated steam reformer with carbon capture. The long term
goals of these hypothetical processes is to operate with a net carbon emission of 0 gCO2,e ·MJ−1.

After this last step, final conclusions, remarks on this study and recommendations for future study
are presented.
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Figure 6.1: Work flow diagram of this chapter

6.3 Process configurations taken into consideration

A process involving methane pyrolysis and subsequent gasification needs to be defined more
stringently in order to be analyzed. Multiple options can be identified. In this work, the selected
design parameters are the gasification agent (oxygen, CO2 and steam) and the heating method.
An overview of evaluated configurations is presented in table 6.2 and the accompanying PFDs in
figures 6.2-6.6.

External fuel may be conventional combustion of methane, carbon, or heating via electricity. The
combustion of carbon is the oxygen gasification of the deposited graphite, and yields CO. The
combustion of methane is external of the reactor volume and yields CO2 .

146



Table 6.2: Overview of studied configurations

Configuration Gasification Heating PFD figure
1 Steam/CO2 External fuel 6.2
2 Steam/CO2 Carbon combustion 6.3
3 None External fuel 6.4
4 None Carbon combustion 6.5
5 None Complete carbon combustion 6.6

Pyrolysis

Flue gas

Gasif icationReactant: H2O

H2 + CH4

H2 + CO

Carrier recycle

Pyrolysis

phase

Flue gas

Gasif ication

phaseReactant: H2O

H2 + CH4 H2 + CO

Continuous operation Cyclic operation

Flue gasFlue gas

Figure 6.2: PFD of configuration 1, two options
are evaluated. The cyclic option denotes a sin-
gle unit switching the operating phase over
time.

Pyrolysis
Reactant: 

CH4

Flue gas

Gasif icationReactant: H2O

H2 + CH4

H2 + CO

Carrier recycle

Pyrolysis

phase
CH4

Gasif ication

phaseH2O

H2 + 
CH4

H2 + 
CO

Continuous operation Cyclic operation

OxidationReactant: O2

CO

Oxidation

phaseO2

CO

Figure 6.3: PFD of configuration 2, two options
are evaluated. The cyclic option denotes a sin-
gle unit switching the operating phase over
time.
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Pyrolysis

Flue gas

H2 + CH4

Dump

Figure 6.4: PFD of configuration 3

Pyrolysis

OxidationO2

H2 + CH4

CO

Carrier recycle

Dump

Figure 6.5: PFD of configuration 4

Pyrolysis Oxidation

(Cooling 

Required)
O2

H2 + CH4

CO

Carrier recycle

Figure 6.6: PFD of configuration 5

6.4 Level 1: Reactor analysis

In this section, the various reactor options and corresponding solids mixing states are discussed.
The overall goal of this section is to select a suitable reactor archetype for each of the process
configurations. At the same time, it is aimed to identify important parameters for each of the
configurations presented. These parameters are important for the further development of these
processes. To investigate this, reactor models have been developed for each of the configurations.

6.4.1 Reactor models & background

In this chapter, a fixed and fluidized bed reactor are evaluated. It is aimed to estimate the charac-
teristics, such as reactor size, operating temperature or gas phase conversion, of a reactor within
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these processes. In this section, only the reactor is evaluated. In the next section these models are
incorporated into a process model.

In the lab scale design chapter, it was discovered that energy transport may play a vital role in
the reactor design. To further analyze this, in this section, simple numerical models are used
to investigate the approximate temperature profile present in a reactor. Furthermore, from the
particle following analysis, it was found that for some process configurations the mixing state of
the solids is an important parameter, for example via the effects of a residence time distribution.
In table 6.3 the mixing states of both the models are presented.

Table 6.3: Overview of mixing states in the
used models

Phase Fixed bed Fluid bed
Gas Plug flow Plug flow
Solid Not mixed Perfectly mixed

In figure 6.7 the calculation scheme of both models is presented. The reactor model consists of
two steps, one for the energy balance and one for the mass balance. First, the input parameters
are transferred to the energy balance model. This model calculates the radial temperature profile
present in the reactor. For this an initial carbon loading guess Ci g is used. The obtained radius-
averaged temperature is then used in a mass balance calculation. From this, a calculated carbon
loading Cc is obtained, and the calculation is repeated with Ci g =Cc . The energy and mass balance
then iterate to equate both of these carbon loadings, yielding a quasi-2D model of these reactors.

Model inputs

• T, P, Mass flows

• Reactor size

Energy balance

(radial direction)

• Input: Guess of 
carbon loading Cig

• Output: Temperature 
profile, Average T

Mass balance 
calucation

(z direction)

• Input: Average T

• Output: Carbon 
loading Cc, gas 
phase conversions

Iterate until 

Cig-Cc=0

Set Cig = Cc

Figure 6.7: Calculation scheme for the models
in this chapter

The energy balance model has been used in the design of the continuous setup. The fixed bed
model for mass has been used for the verification of decomposition and gasification kinetics in
chapter 1. The fixed bed, fluidized bed and energy balance models are presented in appendix A at
the end of this thesis.

6.4.2 General findings

The general findings of the reactor model study are presented. These are valid for each of the
configurations, but may be more pronounced for some of the configurations. They are discussed
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separately to prevent double presentation of results. After the general findings, configuration-
specific points are briefly discussed.

1. For the heating method, external heating and internal heating are varied between the various
configurations. It was found that all process configurations using external heating require
relatively small (0.05 - 0.3 m) diameters. The internal radial temperature gradient prevents
effective use of larger systems at a controlled temperature. This was also found in the lab
scale setup and is explained in detail in appendix A.3.

2. For all configurations, a fluidized bed yields a system with a higher productivity [molc ·mr
−3 ·

s−1] and better temperature control. This because the mixing of solids effectively removes
internal temperature gradients, thereby creating a system that more efficiently uses the
carrier throughout the reactor volume. This is visualized in figure 6.8. Moreover, due to
the increased internal heat transport, the external wall temperature is lower, increasing the
external heat transport as well. The added benefit is this is that larger diameter reactors are
possible to be used, simplifying construction.

3. Using the combustion of deposited carbon as a heating source puts no constraint on reactor
size, in fact larger systems are preferred due to the lower heat loss to the environment. This
is a very efficient method of heating, as the heat is created where it is consumed.

4. Using a combination of carbon combustion and moving solids as a heating mechanism is
technologically challenging. From thermodynamics only, it was calculated that relatively

high solids to gas ratio (approximately 10-30 kgs
kgg

) is required to ensure sufficient energy is

present, for a high methane conversion. There is also a kinetic aspect to this, which will
be discussed in the initial process analysis. It is noted that this phenomena is affected by
particle characteristics.

From this, a general conclusion is that fixed bed reactors do not offer major advantages, compared
to fluidized beds, for these cases. The increased constructional simplicity and easier operation
of fixed beds are two noted advantages. However, for all of the configurations, two major points
(internal heat transfer and solids mixing) are significantly better for a fluidized bed. Therefore, for
all these configurations, a fluidized option is seen as preferable.

6.4.3 Configuration 1: Gasification & External heating

From the particle following model (section B.1), it was concluded that 2 important constraints
are present for this configuration. First, the decomposition temperature should be controlled at
(ideally exactly) 1130 °C. Second, the decomposition solids residence time should be in the order
of minutes.

This configuration allows operation in a single reactor (switching the gasses) or multiple reactors
(by transporting the solids between the systems). This is a choice not made trivially. Hence, both
options are taken to the process level. The accompanying PFD are presented in figure 6.2. For both
configurations, a (externally circulating) fluidized bed type is seen as the most likely candidate.
In this work, for an externally circulating fluidized bed the definition of van Swaaij is used[14],
meaning the solids are transported continuously in and out of one or more fluidized beds. A
complete overview of van Swaaijs definitions is included in appendix B.
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Figure 6.8: Left: fluidized bed temperatures, right: fixed bed temperatures. Reactor
radius: 0.25 m, Heater temperature 1100 °C , all conditions equal between the two op-
tions. Tmax,mi n,av g , denote the maximum, minimum and radius averaged temperatures.
Subscripts f i x, f l denote either a fixed or fluidized bed. Periodic variations over time due
to cyclic operation of the reactors.

6.4.4 Configuration 2: Gasification & Internal heating

It is noted that this configuration allows excellent temperature control. One can vary the fraction
of carbon that is gasified with steam, thereby decreasing the fraction of combusted C. This allows
precise control of the temperature within the reactor(s).

For this configuration, no large internal radial temperature profiles are foreseen. However for
fixed bed systems, temperature profiles could still be present, caused by a non uniform loading of
carbon. Hence, there are situations possible where the reactor might not be heated satisfactory. In
a fluidized system this is mitigated via mixing of solids. Hence, a fluidized system is seen as the
only option for this configuration.

This configuration allows operation in a single reactor (switching the gasses) or multiple reactors
(by transporting the solids between the systems). The accompanying PFD are presented in figure
6.3. This is also a choice not made trivially. Hence, both options are taken to the process level.
Again, a (externally circulating) fluidized bed type is seen as the most likely candidate.

6.4.5 Configuration 3: Deposition only

As no gasification is used, no constraints are present on the decomposition conditions. Hence, for
productivity purposes the deposition temperature will likely be as high as possible and the solids
residence time short. As a consequence of carbon not being removed from the carrier, fresh carrier
will need to be supplied to the system. Hence, fixed bed family reactors are seen as unsuitable for
this configuration. An externally circulating fluidized bed is seen as the most likely candidate.
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Heat transfer limitations might still be present, however moving solids will mitigate this partly.
Nevertheless, models indicate a diameter above 0.2 m will greatly reduce the vollumetric pro-
ductivity. Note that the operating temperature of this system is taken at approximately 1400 °C,
being 200 °C higher than configurations 1 and 2. Therefore, the obtained productivity and the
vollumetric energy consumption are relatively high for this configuration. The high temperature
and short solids residence times point towards a riser, fast fluidized bed, or cyclone archetype
reactor.

The ratio of gas to solids fed to the reactor has a maximum value. This occurs at the point where at
100% CH4 conversion, the carrier is completely filled with carbon. This is given by equation 6.1, in
which φg denotes a mass flow of gas or dense, xc,g the mass fraction of carbon in methane and
Cc,d ,max the maximum carbon loading achievable. For the used particles, the maximum feed ratio
is 0.37 kgg/kgd. Any higher gas to solid ratio will not be able to reach 100% CH4 conversion.

φg ,m

φg ,d
= Cc,d ,max

xg ,c
= 0.29

0.75
= 0.37 (6.1)

It is noted that it is possible to operate this process cyclically, as well. This option has not been
evaluated in this work, because it is known that a carrier fills up in the order of hours. Since the
carbon cannot be gasified in this route, this then means all the solids need to be removed from
this reactor every hour, which is seen as impractical.

6.4.6 Configuration 4 & 5: (Complete) oxidation of carbon

As these cases are comparable, they are discussed together. The complete oxidation of carbon
(configuration 5) is a unique process configuration, as it is the only one having a net production
of energy. Hence, the regeneration reactor volume will need to be cooled to prevent excessive
temperature from occurring. Meanwhile, for the decomposition unit, heat is supplied via addition
of the hot carrier, coming from the regenerator. No external heating is required.

For the energy balance, the solids to gas ratio is an important parameter. In appendix A of this
chapter a calculation is presented, relating the solids to gas ratio with the temperature difference
between the hot incoming solids and the pyrolysis reactor. The result of this calculation is pre-
sented in figure 6.9. From the energy balance, is concluded that a high solids to gas ratio is required
to heat this system. The high solids to gas ratio may be problematic, since these solids need to be
moved whilst at (extremely) high temperatures. It is noted that although the solids to gas ratio is
on the high end, it is not unrealistically high[13]. It is concluded that this configuration is techno-
logically challenging to realize. Since solids are transported from an oxygen combustion step to a
pyrolysis reactor, an externally circulating fluidized bed is seen as the most likely candidate.
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Figure 6.9: Calculated gas solid ratio and re-
quired temperature difference for an arbitrary
reactor

Adding to this, a maximum operating temperature exists. This is either dictated by the used carrier
or the used reactor materials, and is assumed to be in the order of 1400 °C. This, combined with the
data in figure 6.9 also puts constraints on Tdec, which in turn affects the reaction rate. Concluding,
this process is not easily characterized and will be investigated in detail in the next step.

6.4.7 Conclusion

The 5 different configurations have been characterized. An overview of the results is presented in
table 6.4. It was found that the externally heated options are limited by internal heat transport.
Therefore, large diameter reactors will be inefficient for these configurations. The options where
the system is heated internally by combustion of carbon do not have this limitation. The heat is
supplied there where it is consumed. Hence, it is concluded that internal heating is a very effective
heating method, as little to no transfer limitations exist for this. Furthermore, it is noted that this
heating method scales very well.

It is noted that a multitubular fixed bed is able to be used, due to the thin tubes. These will be able
to be used effectively. The constructional complexity of this reactor is high, however.

The mixing state of the solids is partly related to the heating method. Should external heating
be used it is preferred that the solids are mixed. In fact, a fluidized system is preferred for all
configurations. However, for configuration 1 a residence time distribution effect exists. If a
stabiliser, where the remaining carbon is combusted with oxygen is added, this effect can be
mitigated. The selected reactors are now taken to a process level.
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Table 6.4: Overview of findings in reactor anal-
ysis step

Process
configu-
ration

Proposed reactor General find-
ings
(sec. 6.4.2)

Important characteristic

1 (Ext. circulating) fluidized bed 1 Reactor diameter
Single or multiple units
Stabiliser required

2 (Ext. circulating) fluidized bed 3 Single or multiple units

3 Externally circulating fluidized bed 1 Reactor diameter
Solids to gas ratio

4 Externally circulating fluidized bed 3,4 Solids to gas ratio
Operating temperature

5 Fluidized bed 3,4 Solids to gas ratio
Operating temperature
Cooling required

6.5 Level 2: Process analysis

6.5.1 Goal

In this section, the reactor models developed in the previous section are incorporated in simula-
tions taking into account the whole process. It is aimed to reduce the number of configurations for
the final analysis. All the reactors selected in the previous step will be evaluated. Characteristics
such as flow magnitude, reactor size or achievable conversion will be compared in this stage. The
least suitable configurations are excluded. By keeping the level of detail relatively low, this large
amount of process options can still be compared.

In this section, a parameter sweep will be performed for each of the process configurations. A
comparison is made on process characteristics such as required reactor volume for 100 ktpa H2
production, or flow sizes.

First, the process boundaries, assumptions and reporting method are presented. This is also valid
for the third and forth analysis levels.

Methodology

Before any comparison between the configurations is made it is important to establish how the
processes are modeled. In this section it is discussed what is included in the analyses. Furthermore,
it is presented how various estimations on heat exchange and gas separation are made. The
following assumptions are made for the process analyses.

• The operating, inlet and outlet pressure is initially set at 1 bar. This is because all the kinetic
data gathered in this work was obtained at this pressure. For industrial purposes, an elevated
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pressure is more realistic. Therefore, the most viable process configuration will be evaluated
at 30 bar in a second analysis.

• Pure methane is available at the plant.

• Pure oxygen is available at the plant.

• SA5262 is used as a carrier.

• The highest allowable temperature is 1400°C . This value is based on the specified continuous
operating temperature of the used carrier

• The combustion of carbon using oxygen yields only CO.

The process boundaries set for this analysis are presented in figure 6.10. The possible process
operations and streams are presented, but not present for all of the studied configurations. The
production of reactants is not taken into account, nor are any required gas separations. It was
found that all used reactors are able to produce products well into the 99% purity range. Hence, all
configurations will require comparable separation steps, in terms of equipment or duty. Hence, it
is argued that the separations will not make a meaningful difference for this comparison, and are
excluded from the analysis.

Heat exchange is also presented as a step, how this is incorporated is discussed in section 6.8. The
exact definitions of the KPI are presented in the next section.

Refined natural gas

(Groningen)

Industrial oxygen

Liquid water

Carrier

Pyrolysis Gasification Oxidation

Industrial 

hydrogen

Synthesis gas

Loaded carrier

Flue gas

Conditions:

1 bar, 298K

Electricity

Heat 

exchange

Carbon KPI boundary

(Including end use of products)

Energy KPI boundary

Figure 6.10: Schematic of defined process
boundaries. Note that not all these operations
and streams exist for every studied configura-
tion.

Optimization routine

For both analysis level 2 and 3, a optimization method is used. This is not a traditional optimization.
Instead, it is opted to perform a parameter sweep over (a selection of) the available process
parameters. Whilst this might not guarantee the most optimized point is found, this does visualize
trends. In the end, such a parameter sweep yields more information on which parameters are
important for this design. Since it is not our goal to design the most optimal process, but instead
to gather as much information as possible, it is argued this is the more suitable method.
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In the process analysis, the parameter sweep will include all available parameters. This adds up to
many combinations, however, since the reactor models are relatively simple, the computational
time is manageable (order of 12 hours per sweep). Thus, many evaluations are possible.

6.5.2 Results

In this section, various parameters are incorporated into a parameter sweep. Various of these
parameters can be chosen freely, such as reactor length. Some parameters are not able to be
chosen freely, such as the superficial gas velocity. At high temperature, the minimum fluidization
velocity um f increases[3, 16]. From this literature it is estimated um f is 3 m · s−1. Operating at 10
um f then yields an upper limit of 30 m · s−1for the gas in the reactor.

Configuration 1: Gasification + External heating

Two options of this configuration are evaluated, one continuous where pyrolysis and gasification
occur in separate units and the solids are cycled between. The second options uses a single unit
cycling through feed gasses over time. A risk identified in the reactor model analysis was that the
gasification might not be able to remove all carbon deposited, thereby creating a net increase of
carbon over time. This effect is amplified by a possible residence time distribution. A buildup
of carbon will lead to bed deactivation. A remedy for this is the periodic oxidation using oxygen,
which is known to remove all carbon in a short time. It is decided that this option should be
present in an industrial configuration, as it is the only way to guarantee process stability.

Cyclic operation

A mass, mole and energy balance were constructed. Using this, a parameter sweep was performed.
The varied parameters are presented in table 6.5. It was found that a high methane conversion
is obtained with gas residence times in the order of 0.1 s and an inlet velocity of 30 m · s−1. This
is in good agreement with experimental fixed bed data presented in chapter 2. Since these high
conversions are achievable in these systems, only designs with a methane conversion above 90%
were used in this analysis.

A large number (10-230) of reactor units are required for the range of reactor radii (r=0.1-0.2 m).
The small diameters do lead to a high vollumetric productivity (order of 100 molc ·mr

−3 ·s−1). This
is expected, as identical figures were found in the heat transfer study presented in Appendix A.3.
Larger diameters require fewer reactors, but have a lower productivity and therefore a higher total
reactor volume for the production of 100 ktpa H2 . This consideration will be strongly dependent
on the capital costs of these reactors, which is foreseen to be high.

Therefore, it is concluded that the larger diameter reactors are more preferable. The selected
size is manageable, and requiring fewer or only one unit simplifies this process. The achieved
productivity in these systems is still in the order of 10 molc ·mr

−3 · s−1.
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Table 6.5: Overview of model parameters for
configuration 1, cyclic option

Parameter Type Range Unit
Ldec Input 1-5 m
rdec Input 0.1-0.6 m
ug ,methane Input 10-30 m · s−1

Tdec,i Input 1403 K
τdec Input 150 s
τg as Solved for steady state s
Tg as Solved for steady state K
ug ,steam Solved for steady state m · s−1

Continuous operation

A parameter sweep comparable to the cyclic process has been performed for the continuous
process (parameters shown in table 6.6). The gasification reactor volume was optimized as the
minimum volume where the carbon conversion was 99%.

Table 6.6: Overview of model parameters for
configuration 1, continuous option

Parameter Type Range Unit
Ldec Input 1-4 m
rdec Input 0.1-0.6 m
ug ,methane Input 10-30 m · s−1

ug ,steam Input 10-30 m · s−1

Theater Input 1473-1673 K

λ Input 1-6 kgs
kgg

Lg as Solved for min. vol. m
rg as Solved for min. vol. m

In this configuration, the total volume is the sum of a pyrolysis and gasification reactor, and for the
units, each of these is counted individually. A stabiliser is assumed to be present, but the found
loadings going into this stabiliser is small (order 1% total deposited carbon), hence the volume
and addition of this single unit is neglected. Moreover, no net buildup of carbon then needs to be
taken into account.

As was done with the cyclic process, the designs with a CH4 conversion above 90% are selected.
The same trends were observed for the continuous process as for the cyclic option. The required

solids to gas ratio λ found for these designs is approximately 3-5 [ kgs
kgg

]. Lower ratios were also

tested and are ineffective, as the solid fills up with carbon, lowering productivity. It is noted
that albeit this ratio is not uncommon, the challenge of moving hot solids between reactors is
technologically challenging.
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Table 6.7: Comparison of the two configura-
tions for configuration 1. The total required
volume is given for a H2 production of 100
ktpa.

Configuration Approximate reactor size [m3]
Continuous 36
Cyclic 15

Comparing continuous and cyclic configurations

In table 6.7 the key findings presented in this section are compared. The total required reactor
volume for a production of 100 ktpa H2 is presented. Because of the relatively low level of detail,
these values are presented as indications. First and foremost it is observed that 100 ktpa H2 can
be reached in a single reactor for volumes that are feasible. One would realistically not consider
constructing multiple smaller units. The continuous process reaches a 100 ktpa H2 production
at significantly lower volume. This has two reasons. First, by constantly circulating carrier, the
average loading in the pyrolysis reactor is approximately 50% lower in the continuous process
than it is in the cyclic process. Hence, the pyrolysis rate is enhanced. Secondly, the continuous
process has two separate units, which are slightly smaller than the single unit of the cyclic process.
This significantly enhances heat transfer into the system, allowing greater reaction rates in both
systems.

From this data, one could conclude that the continuous process is desired. However, it must
be noted that the continuous process requires transport of a large amount of solids, at high
temperature. It is concluded that the cyclic process is the technologically easier of the two options
to realize. Furthermore, it is concluded that the that the continuous process has a greater potential,
should these technological challenges be overcome. It is noted that the required volumes are not
unrealistically big for any of the configurations.

For the detailed analysis level, the cyclic process is evaluated, as this is the technologically simpler
process and still has an acceptable reactor size.

Configuration 2: Gasification + internal heating

For this configuration, it was also decided to evaluate continuous and cyclic processes. These
configurations are heated by combustion of the deposited carbon. In contrast to configuration
1, no external heat transfer limitations are present here. Therefore, much larger diameters are
viable. From thermodynamic calculations it is known that approximately 14% of the carbon is
available for steam gasification. The rest is combusted to supply energy for the pyrolysis and steam
gasification steps. Should the in-going gases be fed at a lower temperature, the share of steam
gasified carbon decreases.

Cyclic operation

The cyclic operation consists of a single unit, the PFD is analogue to figure 6.3. Over time, the inlet
gas is changed periodically. The available parameters and swept ranges are presented in table 6.8.
The fraction of steam gasified carbon is indirectly solved by changing τgas, to guarantee steady
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state operation. The measure for this are the carbon loading and temperature at the beginning
and end of the cycle.

Table 6.8: Overview of process parameters for
cyclic configuration 2

Parameter Type Range Unit
Lr Input 1-10 m
rr Input 0.1-0.5 m
ug Methane Input 10-30 m · s−1

ug Steam Input 10-30 m · s−1

ug Oxygen Input 10-30 m · s−1

T0 Input, initial condition 1673 K
τdec From kinetic analysis 130 s
τgas Solved to guarantee steady state s
τox Dependent on Ug Oxygen s

It was found that no effect of rr on the conversion exists. Under the tested conditions. The required
reactor radius for a 100 ktpa H2 production is 1.5 m (ug =30m · s−1, total volume 41 m3). It is noted
that relatively high carbon loadings are achieved (0.2 of the maximum loading).

Continuous operation

For the continuous option, the available parameters are presented in table 6.9. The recycle
temperature is treated as input, as this effectively controls the decomposition and gasification
reactor temperature. To guarantee steady state, the size of the gasification reactor is solved,
indirectly solving the fraction of gasified carbon to be 14%. The measure for this is the recycle
temperature.

The recycle temperature is set at the maximum acceptable value of 1400 °C. Based on the reactor
model section and the thermodynamic analysis, the solid/gas mass ratio is set at 0.05. Note that
this implies an extremely large solids flow. However, it was found that sufficiently heating the
system is difficult, hence the high recycle temperature and large solids flow.

Table 6.9: Overview of process parameters for
cyclic configuration 2

Parameter Type Range Unit
Lr,d Input 1-5 m
rr,d Input 0.1-0.6 m
Lr,g Solved for steady state m
rr,g Input 0.1-0.6 m
ug Methane Input 10-30 m · s−1

ug Steam Input 10-30 m · s−1

ug Oxygen Input 10-30 m · s−1

Tr ec yl e Input 1673 K

λ From thermodynamic analysis [
kgg

kgs
]

159



Comparing continuous and cyclic operation

When comparing both process options, differences are observed. First, in the required reactor
volume. The continuous process requires a significantly smaller volume than the cyclic process
(23 m3 vs. 41 m3), for a H2 production of 100 ktpa.

This is caused by the fact that the cyclic process, during gasification and oxidation steps, does not
have an inflow of methane. Therefore, to reach a H2 production of 100 ktpa, a larger reactor radius
is required. A minor difference in favour of the continuous process is caused by the lower loading
(13-20% of max. loading, respectively) for the continuous process.

However, for the continuous operating system, the biggest challenge lies in the transportation of

a large solids flow (at minimum 20
kgg

kgs
) at high temperatures. This is a technological challenge,

is seen as a showstopper for this option. Hence, the cyclic process is taken to a detailed analysis
level.

Configuration 3: Pyrolysis only + External heating

As with the previous configurations, a parameter sweep was performed, varying rr , Lr and λ. No
parameter values, such as a reactor size or residence time, is solved in this configuration. The
system is fully described by the in- and outlet flows, reactor temperature and reactor size. The
inlet gas velocity was set at 30 m · s−1. For a radius of 1 m, the results are presented in figure
6.11. The gas to solid ratio λ was varied. It was found that this is an interesting parameter: it
is observed that achieving a simultaneous high methane conversion and high solids loading is
difficult, requiring large reactor sizes to reach this. A trade-off exists between the solids loading
(cost of new solids) and the CH4 conversion (cost of methane, energy efficiency) or reactor size
(captial expense). Note that this trade-off is strongly dependent on the maximum achievable
loading. For this configuration, it therefore makes sense to use a carrier with a high maximum
loading, or a carbonaceous carrier that can be reused.
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Figure 6.11: Results of parameter sweep for
case 3. Data for rr =1 m. Dashed lines:
achieved loading. Solid line: CH4 conversion.

Because the solids need to be replaced for this process, a fluidized bed type is seen as the only
option.

Configuration 4& 5: (Complete) oxidation of carbon

A mass and energy balance were also constructed for configurations 4 and 5. Because of the
similarity between these two, they are discussed together. The energy balance is most important
for these configurations. As shown in the reactor modelling section, a complicated equilibrium
exists between gas/solid ratio, reactor volume and reactor temperature. It was found that a large

amount of solids [ kgs
kgg

] is required to sufficiently heat the system and obtain a high CH4 conversion.

This was also observed via the reactor model calculations.

The kinetic component of this system is now included in the analysis. A solid/gas mass ratio
lower than 10 is not able to achieve CH4 conversions higher than 70% whilst keeping a plausible
regenerator exit temperature, irrespective of reactor volume. Hence, higher solid to gas ratios are

required, or the regenerator exit temperature should be increased. A ratio of 20 [ kgs
kgg

] is able to

sufficiently heat the system. However, as noted in all the other configurations, transport of this
large solids flow is seen as problematic.

Should the solids flow and temperature ensure enough heat is supplied to the system, productivity
in the order of 100 molc ·mr

−3 are achieved. Therefore the decomposition reactor volume itself is
relatively small and still able to achieve a high methane conversion.

For configuration 4, only a fraction of the carbon or carrier is combusted for heat. As a result, the
recycle of hot carrier decreases in size. However, with this decrease, also a lower amount of energy
is transported towards the pyrolysis reactor. Hence, the pyrolysis reactor cannot reach sufficient
temperature. As a result either low CH4 conversions or impractically large reactor volumes are
required.
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Concluding, the connection between the maximum allowable regenerator exit temperature, and
desired high methane conversion results in a high solid/gas ratio of at least 20 kg ·kg−1. Moreover,
the exit temperature of the regenerator is high (max. 1400 °C), even for methane pyrolysis standards.
Because of the high solid/gas ratio, the solids flow is also very large. This further complicates the
technological feasibility of this process.

The remedy for this is the reduction of the solids flow and temperature. To still ensure a sufficiently
hot pyrolysis reactor one would have to heat this unit externally as in configuration 3. One could
still add and remove some part of the solids. Alternatively, a solid with a higher Cp could make this
process more viable.

It is concluded that combustion of only a fraction of the carbon is not beneficial, as the energy
balance will become increasingly unfavourable. The required solids flow, for both configurations,
are seen as too big for these configurations to be feasible. Therefore, configuration 4 and 5 are not
taken to the next design iteration.

6.5.3 Conclusion of this design iteration

In this section, a parameter sweep was performed for each of the process configurations. A
comparison was made on process characteristics such as required reactor volume for 100 ktpa H2
production, or flow sizes. Several trends were observed and discussed.

The configurations where solids need to be transported from between reactors were excluded. It
was found that the required pyrolysis reactor temperature could only be achieved with a large
solids to gas ratio. These large solids streams are seen as problematic. Since an alternative to this is
present, and very effective, the configurations where moving solids facilitate heating are excluded.
It is concluded that the benefit of solids transportation (a reduced carbon loading in the pyrolysis
reactor) does not outweigh this technological challenge in realizing this. The configurations taken
to the next design iteration are presented in table 6.10.

Table 6.10: Overview of configurations evalu-
ated in the detailed step

configuration Description Operation mode Vr [m3]
1 Gasification+External heating Cyclic 34
2 Gasification+Internal heating Cyclic 42
3 Decomposition only + Ext. heat Continuous 31

The indicative reactor volumes are also reported here. It is noted that all of these are comparable,
at least within the accuracy of this analysis. Hence, at this point no conclusion is drawn on which
of the three remaining configurations is the most preferable.

6.6 Level 3: Comparison of KPI

Definition of KPI

Several key performance indicators will be used in this work. In this section the definitions of
these are presented.
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Carbon intensity

The definition of carbon intensity has been based on the definition given in the carbon intensity
targets of Shell (version January 2022[2]). To calculate carbon intensity, all emissions including
production, processing, transport and end-use are summed. This definition is modified slightly
for this work, as not every aspect of the production process is included.

The carbon intensity KPI is defined by equation 6.2 below. Note that all the non-offset (Nreactants +
Next) carbon going in to the process is counted as emission, in agreement with the inclusion of
end use of the product being a fuel in this KPI. N denotes a mass of carbon.

κc =
Total carbon emitted

Total energetic production
= Nreactants +Next −Noffset

LHVproducts −Eext
[gCO2,e ·MJ−1] (6.2)

Looking at the goal of a net zero CO2 emission by 2050, the desired value for κc is 0. If natural
gas from a well is used, this means an equal amount of C must be offset. A note is made that
the carbon that is deposited but not further used, such as in process configurations 3 and 4 is
considered as captured.

A representative benchmark value for κc is 75 gCO2,e ·MJ−1, this was the average net carbon
footprint of shells activities in 2020[1]. Note that this value reflects all the activities along the
production chain, making a comparison with κc values obtained in this work is nontrivial. Another
take on an industrial benchmark may be via the CertifHy programme[5]. Here, a different definition
for carbon intensity is used. The carbon present in the products is not taken into account for
these values, only that emitted during production is included. To make a comparison to the values
reported in this work, a second carbon KPI is defined:

κc,pr od = Total carbon emitted during production

Energy in products
= Nemitted +Next −Noffset

LHVproducts
[gCO2,e ·MJ−1] (6.3)

The CertifHy is used to certify the origin of green hydrogen in the EU. The benchmark value for
carbon emitted during low-emission hydrogen production is 36.4 gCO2,e ·MJ−1for hydrogen. The
benchmark value for current hydrogen production using gas fired steam reforming is 91 gCO2,e ·
MJ−1. Interestingly, a value is also given for thermal methane decomposition (36 gCO2,e ·MJ−1).
Although no detailed calculation was reported, for these LCA it is clearly defined what is (not) part
of the analysis[5], possibly making comparison more feasible.

Energy efficiency

Energetic efficiency is evaluated via equation 6.4. External energy not part of the reactants may
be a heating duty or electricity consumption. Note that this KPI does not consider integrated
heat. For this, a secondary energy KPI ηhex is defined in equation 6.5. In this, Eext is the same as
in equation 6.4, the integrated heat is removed from this. Methane steam reforming has an LHV
based energy efficiency of approximately 75 %[10, 15].

ηheat =
LHVproducts

Ein,net
= LHVproducts

LHVreactants +Eext
[kJ ·kJ−1] (6.4)
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ηhex =
LHVproducts

Ein,net
= LHVproducts

LHVreactants +Eext −Eintegrated
[kJ ·kJ−1] (6.5)

External heat supplied to the reactor can be sourced from electricity, methane or hydrogen. In this
work, it is assumed it is supplied by CH4 combustion.

The second analysis iteration will focus on the defined KPI. The method of analysis is comparable
to the initial analysis and briefly discussed. Instead of using some optimization routine, it is opted
to again perform a parameter sweep. This is because by sweeping numerous parameters, the
(initially unknown) effects of these parameters on the KPI may be visualized. Not only does this
then show the characteristics of the optimal design, also further knowledge on the important
process parameters is obtained. Note that it is possible to evaluate thousands of different process
configurations because the computational time is relatively short.

Initially the energy KPI is evaluated, as the carbon KPI is not applicable for all process (e.g. no CO
is produced). The following assumption is made for this analysis step:

The feed rate of CH4 is limited by the inlet gas velocity, set at max. 30 m · s−1. If the total CH4
inflow would then produce an excess of 100 ktpa product, the inlet speed is decreased to match the
production of 100 ktpa of product. Regardless of process configuration, at a radius of approximately
1.5 m and an inlet velocity of 30 m · s−1, the total production reaches 100 ktpa of H2 (at 100% CH4
conversion), and the linear gas velocity is decreased, to prevent excess of 100 ktpa H2 production.
This allows more effective utilization of larger diameter systems, by lowering the gas residence
time. Lower inlet velocities are also evaluated for the designs under 1.5 m radius, thus requiring
multiple units.

6.6.1 Configuration 1

For configuration 1, a selection of the optimization results are presented in figure 6.12. The
individual lines denote various inlet gas speeds. The subfigures denote an increasing Theater.
These parameters were chosen as they most clearly show the observed trends. These results
indicate the maximum energy efficiency reached at these points, occurring at various reactor
length and diameters. This is a selection of the obtained results. Three points are noted.

First, the lower temperatures (fig. 6.12a) have a low energy efficiency, because they operate at in-
complete CH4 conversion. Only at the lowest inlet velocity, the single pass conversion approaches
100% (10 m ·s−1in figure 6.12b). At higher Theater, more cases approach 100% CH4 conversion, and
have an increased energy efficiency. It is concluded that at low temperatures, low inlet speeds are
required.

Secondly, with increasing temperature, a maximum in efficiency can be observed. For all radii,
this is the minimum temperature at which (near) 100% CH4 conversion occurs. This occurs at
1473-1523 K, depending on the radius, feed rate and reactor length. Hence, the optimal heater
temperature will lie in this range. Increasing the temperature further only yields a larger energy
loss.

Concluding, for these diameters (0.5-1.4 m), operating at a total production of less than 100 ktpa
H2 , the only action to increase production is to use multiple units, or a higher inlet velocity. The
other option is to use a larger reactor radius. In this configuration, the feed can be set to equal a
production of 100 ktpa H2 . This has the advantage that the gas speed decreases with diameter,
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whilst reaching the required production. This has been evaluated for reactor radii ranging between
1.5 and 2 m. The maximum obtained efficiency and corresponding H2 production are presented
in figure 6.13. Note that various radii and lengths are present in this data.

From this, it is concluded that 100 ktpa can be reached in a single system. The energy efficiency
again has a maximum. It is observed that this maximum occurs at a higher Theaterfor the large
diameter set (fig. 6.13), than for the low diameter set (fig. 6.12c). This was expected, as large
diameters are inefficient to heat this system. The final design in presented in the comparison
section.

Comparing these energy efficiencies to the current industrial standard of 65-75% for steam
reforming[6], does not favour configuration 1. It is noted that various aspects (oxygen gener-
ation, gas separation, flush gas and heat loss) are currently not taken into account for the energy
efficiency calculation. Hence, the reported value will decrease further. Hence, based on current
knowledge, it it expected that configuration 1 will have a lower energy efficiency than SMR.
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6.6.2 Configuration 2

The results for configuration 2 are presented in figure 6.14. The maximum energy efficiency is
presented as function of the initial temperature. The initial temperature is defined to be the solids
temperature before pyrolysis starts. The lines represent different gas inlet speeds. No effect of
radius is present for this system, hence it can be chosen freely to scale the production, accordingly.
Various lengths are included in this analysis, however.

The low efficiency at low initial temperatures is caused by low CH4 conversion. With increasing
temperature, CH4 conversion rises until it approaches 100%. This is the point of maximum thermal
efficiency for any reactor size. After this, the efficiency decreases, due to the larger loss caused by
unnecessary heating.

Because no effect of radius exists, one could theoretically reach a 100 ktpa H2 production with any
radius and inlet velocity. However, in this a trade-off can be identified. An increase in productivity
[molc ·mr

−3 ·s−1] results in a lower energetic efficiency. To illustrate this, in figure 6.15 the obtained
productivity [molc ·mr

−3 ·s−1] of an arbitrary reactor is presented, as function of initial temperature
and gas inlet velocity. One can see the lower inlet velocities result in a less productive system,
which achieves a high CH4 conversion at low temperature. The opposite is also true, the higher
inlet velocity results in a high productivity whilst requiring a high temperature and low energy
efficiency.

Hence, the reactor size (capital cost) will have to be balanced with the energy cost (operational
cost). It is noted that any temperature reduction is favourable for the heat exchange complexity
and cost. Moreover, it is noted that the thermal efficiency of this system is significantly higher than
that for configuration 1. This is attributed to the fact that in this case, no carbon is lost in the from
of CO2 , thus significantly reducing overall losses.
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6.6.3 Configuration 3

Configuration 3 is the externally heated - pyrolysis only configuration. Because of the external
heating, similarities between this configuration and configuration 1 exist. The trends regarding
the effect of radius may be observed. Hence, they will not be presented in detail again. From the
initial analysis, a solids to gas ratio (λ, figure 6.11) of 0.33 kg ·kg−1 is estimated. This balances
solids efficiency with high reaction rates.

The highest obtained energetic efficiency as function of heater temperature is presented in figure
6.16. This figure again has strong similarities to figure 6.13. The optimal heat temperature is
approximately 1500 K. The biggest difference lies in the much lower efficiency for configuration
3. Because the carbon is not gasified, a large amount of energy is lost. Furthermore, because the
carrier is continuously cycled trough the reactor, a large amount of energy is required to heat this
carrier. This further reduces the energy efficiency.
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Figure 6.16: Max hydrogen production
(dashed, right axis) and max. energy efficiency
(solid, left axis) for case 3. Various radii, vari-
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It is noted that the heater temperature is not as high as expected (expected approximately 1700 K,
found 1580 K) from the basic modelling calculations. The higher temperatures were evaluated, and
resulted in very compact reactors. However, due to the high heating duties, the energetic efficiency
of these types was approximately 4 percent points lower than the found optimum. Simultaneously,
it is noted that the more efficient designs are not unrealistically big (approximately 70 m3). Hence,
these high temperature designs are not evaluated further.

6.6.4 Conclusion of the KPI comparison

Three possible configurations for an industrial methane pyrolysis process have been compared.
Mass and energy balances were constructed, in this a reactor model was incorporated. Key
performance indicators were defined, related to energy efficiency and carbon intensity. Significant
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variations were found between the configurations. These will first be discussed. This section
concludes with some general findings. The results are summarized in table 6.11.

For configuration 1, the energy efficiency is largely reduced via the production of water, from the
combusted methane. This explains the slightly reduced energy efficiency, compared to configu-
ration 2. The relatively large fraction of combusted methane is explained by the high amount of
hydrogen produced, per methane. This requires a large amount of energy.

Configuration 2 is more efficient in every aspect. Both the heating method and the avoided side
product production significantly enhance the performance of the system. A lower amount of hy-
drogen is produced, per methane, for configuration 2 as compared to configuration 1. Interestingly,
because the reactor can be heated more effectively, a smaller reactor is required for configuration
2, to reach 100 ktpa of H2 . Moreover, options exist to further increase energy efficiency, via a lower
temperature. For this, a significantly larger system is required, that operates at approximately 200
°C lower temperature. This benefit for the heat exchange section, combined with the increased
efficiency make configuration 2 significantly more attractive than configuration 1.

Configuration 3 suffers from the same shortcoming as configuration 1, as significant amounts of
water are produced during the combustion of methane. Moreover, since the process configuration
dictates that the carbon cannot be utilized and is effectively captured, this energy is lost too.
Although the reaction occurring in this system is the least complex of all the configurations, the
technical challenge of this configuration is the most difficult. It is the only configuration where
solids movement is strictly required.

However, in contrast to configuration 1, configuration 3 offers a clear advantage. Looking at the
carbon emission KPI, configuration 3 has potential. Because the deposited carbon is unused, it
may be considered captured. This does not require additional separations, and can therefore be
seen as a effective method of carbon emission avoidance. It is concluded that, looking at carbon
emissions, configuration 3 is the most promising.

It is noted that all calculated reactors are realistically feasible to construct. The total size of these
systems is manageable. Naturally, this process will not be operated at 1 bar. In the final section of
this chapter, configuration 2 will be sized to a 30 bar system.
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Table 6.11: Results of detailed analysis step a

final temperature during respective phase, b

average during phase, c average over a cycle,
d methane only, e single pass conversion, f

including recycle

Configuration 1 2 2 3 2 Unit
Variant High T Low T 30 bar
Lr 10 12 12 8 4 m
Rr 2 1.5 2.75 1.5 1.1 m
Vr 125 85 285 73 15 mr

3

ηheat 0.68 0.84 0.86 0.43 0.78 f -
ηhex 0.77 0.88 0.91 0.46 0.85 f -
ηC 0.64 0.94 0.95 0.95 f -
κc 68 59 58 35 63 f gCO2e ·MJ−1

κc,p 33 11 9 35 15 f gCO2e ·MJ−1

Fraction combusted 0.35 0.07 0.05 0.16 0.07 f -

Productivity 14.3 16.7 4.9 11.8 81 molc ·mr
−3 · s−1

ug 30 30 7.7 15 1.9 m · s−1

CH4 conv. 0.999b 0.999b 0.998b 0.999 0.78b,e -
0.999 f -

Steam conv. 0.95b 0.9b 0.87b 0.996b -

Theater 1623 1623 K
Tdec 1501a 1518a 1334a 1535 1593a K
Tgas 1502a 1449a 1314a 1426a K
Tox 1574a 1350a 1700a K

Solids flow 42 kg · s−1

λ 118d 56d 191d 0.33d 19d kgs ·kgg

GHSV 5400 4400 1300 2500 24800 mg
3 ·mr

−3 ·h−1, STP
GHSV at operating T,P 27100 22500 5800 13100 4400 mg

3 ·mr
−3 ·h−1

It is noted that for all the designs, a trade off exists between some capital expense, and the energy
efficiency. Because no economic analysis is made in this work, the analysis will be left at this point.

6.7 Level 4: Comparison to the industrial standard.

6.7.1 The effect of increased pressure

The industrial design is evaluated at 30 bar, to better reflect the typical pressures in an industrial
plant. The three most significant effects of this pressure change are briefly discussed. Starting
with the first order pyrolysis and gasification rates, these will be enhanced significantly. For this
analysis, it is expected that the system will be energy transfer limited. The challenges of heat
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transfer identified in the basic modelling section will be increasingly present, for this case. Hence,
the configurations that are heated internally are seen as most promising for the industrial case.

A second effect of the pressure increase is that the equilibrium conversion will be significantly re-
duced (e.g. CH4 conversion = 0.77 at 1500 K). Even at 2000 K and 30 bar, single pass CH4 conversion
is barely exceeding 90%. Hence, gas separation and methane recycling will be required to reach
specifications. Moreover, this will decrease energy efficiency significantly. For the calculations in
this section, it is assumed a recycle is used, increasing the net conversion of CH4 to near 100%.

A third effect is that the pyrolysis rate may scale with pressure, as far as we know the amount of
carbon that can be deposited on the carrier will not. For this, the solid to gas ratio is an important
parameter. To supply sufficient energy for the pyrolysis and subsequent steam gasification, the
solid to gas ratio should be sufficiently high. However, because of the enhanced carbon deposition
rate, it is easier to fill up the carrier. During simulation it was noted that a lower solids to gas ratio
is sufficient to achieve high conversion, for the high pressure case. The enhanced pyrolysis rate
means that conversion is reached using significantly less carrier. Due to this lower solids to gas
ratio the limiting factor then becomes the temperature.

To briefly reflect on configurations 4 & 5, the increased pressure does not solve the observed
challenges for these configurations. The increased pressure indeed increases the reaction rates.
However, the issue of configurations 4 and 5 comes down to the amount of energy that can be
stored (or transported) in a solids flow. This is not a function of pressure. Hence, the problems
observed are present to the same extent for a high pressure system.

Concluding from these three points, the most likely candidate is then a system with a relatively
short cycle time and relatively low solids to gas ratio. It should be emphasized that the obtained
results are strongly dependent on the used carrier. Should a higher loading or vastly different
area per volume carrier be used, these results change. Note that increasing the maximum carbon
loading of the carrier does not affect the results significantly, as the high loadings are not reached.

Another significant effect lies in the minimum fluidization velocity um f . With increasing pressure,
um f decreases. Therefore, the calculated maximum of 30 m · s−1is not realistic for high pressure
systems. However, from the calculations it was found that these high velocities are not preferable.
The found value (1.9 m·s−1) is assumed to be feasible. Due to the combination of high temperature
and elevated pressure, large uncertainties are present.

6.7.2 Industrial design

The high pressure industrial case was modelled using the same models as the 1 bar case. Initial
analysis of this system indeed showed the enhanced productivity at relatively low solids to gas ratio.
To visualize this, the temperature profile and carbon loading of the industrial and conventional
high temperature design are presented in figure 6.17. The increased reaction rates allow a large
temperature swing in a short amount of time. This was not possible using the 1 bar kinetics, as the
reaction rate could not keep up. One can also clearly observe the increased loading.

The enhanced loading and higher productivity result in a significantly smaller reactor. The ob-
tained results are included in table 6.11. The reactor volume for a 100 ktpa H2 production is
reduced with a factor 5 using the high pressure configuration. At 1 bar, the short gas residence time
(0.8 s) has been observed to correspond to a high CH4 conversion, experimentally. It is concluded
that a small unit is able to process large amounts of gas.
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The mass and mole balance of the system is presented in table 6.12. Note that no carbon nor Al2O3
is visible on the mass balance, as it does not leave the reactor. The temperatures reported are the
same as presented in figure 6.17. The incorporation of flows of a cyclic process is discussed in
appendix C of this chapter.

The reduced CH4 conversion reduces the thermal efficiency of this system. The additional required
separation will further decrease the efficiency. It is noted that, since gasses are present at elevated
pressure in a typical industrial plant, running these processes at 1 bar is not a viable option.
Unfortunately this does imply that the efficiency of these processes is reduced. This also implies
that, due to the lower conversion, an even larger process stream needs to be fed to the heat
exchanger system, further complicating this step. Due to the relatively large energy loss, efficient
heat exchange is even more important, for the industrial case.
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Table 6.12: Mass balance for the 30 bar indus-
trial case. a initial temperature, b average over
cycle, c final temperature

Inlet Gasification in Oxidant in Pyrolysis out Gasification out Oxidant out

T 1700a 1594b 1455b 1594b 1455b 1701c

Mass flow [kg · s−1]

CO 3.2 19.8
CO2
CH4 16.8 3.6
H2 3.3 0.2
H2O 2.0 0.0
O2 11.3

Total 16.8 2.0 11.3 6.9 3.4 19.8

Mole flow [mol · s−1]

CO 113 708
CO2
CH4 1045 224
H2 1643 113
H2O 113 0
O2 354

The limiting factor now is the temperature at the end of a cycle. It is noted that the same amount
of solids are able to convert significantly more methane, at high temperature. The large amount
of solids now mainly functions as a heat storage. Hence, it would be beneficial to utilize a carrier
with a higher heat capacity. This can be realized, by mixing in a fraction of nonporous carrier,
or using a carrier with a significantly lower porosity (keeping the internal area the same). The
contained energy will be supplied to the reactions, whilst the carbon capacity is reduced. This
allows operating at a lower initial temperature, yielding energy efficiency benefits.

6.7.3 Comparison to the industrial standard

To conclude this chapter, the calculated KPI will be compared to the industrial standard. It is noted
that the amount of data and process steps included in the calculations in this work is relatively
small. Because a lower amount of steps or operations are included, the values calculated should
be an underestimation when compared to the more complete literature data.

An overview is presented in table 6.13. Starting with the overall κc , the calculated values are
comparable to the overall κc of shells worldwide activities. Two points are noted. First, should
a comparable amount of detail be incorporated in these calculations, it is expected that the κc

for configurations 1 and 2 (all variants) exceeds the benchmark of 75 gCO2,e ·MJ−1. A figure for
steam reforming was also calculated from literature data. This represents a value for κc resulting
from a complete LCA. Should this also be performed with the pyrolysis process, under equal
assumptions, it is likely that the pyrolysis route ends up at a comparable or higher number. Hence,
it is not possible to conclude that the pyrolysis processes are more or less energy efficient than the
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industrial standard. It is noted that the value of the κc is strongly dominated by the end product.
Hence, if an equal product is made, this KPI is not the most useful for comparison.

Second, configuration 3 has a clearly lower κc . This is because the carbon originating from
the methane is considered captured. It is then concluded that the dumping of carbon may be
beneficial, in order to meet future emission standards. In fact, any process producing an arbitrary
hydrocarbon will have a relatively high carbon intensity, as the carbon in the product itself is
counted as emission. Hence, it is concluded that the only method of reducing this intensity
is the utilization of non-fossil carbon sources, or offsetting the carbon, as is (partially) done
in configuration 3. It is noted that offsetting carbon (via a method other than dumping the
carbon, for configurations 1 and 2) is not challenging, as this is already separated from the vast
majority of produced hydrogen. It is concluded this might be a major advantage for these process
configurations, when compared to SMR.

Table 6.13: Overview of calculated KPI. a cal-
culated from reported data, b literature value,
c estimated using literature data, d sum of all
global activities

Indicator κc κc,p κc,p ηheat ηheat

Unit gCO2,e ·MJ−1 gCO2,e ·MJ−1 gCO2,e ·MJ−1 kJ ·kJ−1 kJ ·kJ−1

calculated literature calculated literature

SMR 124a[11] 91 0.75[10, 15]
Shelld 75b

eSMR 25 c 3 c 0.85c

Config. 1 68 33 0.85
Config. 2, high T 59 11 0.87
Config. 2, low T 58 9 0.89
Config. 2, 30 bar 63 15 0.85
Config. 3 35 35 36 0.46

A perhaps more fair comparison lies in the production carbon intensity κc,p . Only for configura-
tion 3 a value is reported in the CertifHy LCA. Good agreement is found for the calculated value for
configuration 3 and the reported value, even though not all aspects are included in our calculation.
The exact assumptions behind the values in literature were not reported, making it difficult to
assess these numbers.

It is noted that the calculated values for κc,p of configurations 1 and 2 (all variants) are relatively
low. The avoided CO2 via the formation of CO is not accounted as emission, by the CertifHy
standard. Hence, the gasification of this carbon is seen as a carbon neutral method of heating.
The only emitted CO2 now is caused by the residual heating of gasses using CH4 . It is concluded
that the CH4 pyrolysis processes discussed here are suitable to produce low-carbon hydrogen, as
measured by the CertifHy standard.

Regarding energy efficiency, a large spread in calculated values is observed. The gasification
configurations operating at 1 bar have the highest efficiencies. Again it is expected that these will
decrease with a more complete analysis. Hence, with the current knowledge, it cannot be said how
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these compare to steam reforming. For the 30 bar configuration 2 and 1 bar configuration 3, it
is concluded that these configurations are probably less energy efficient than steam reforming.
Even with effective heat exchange, the energy loss remains large. Note that the calculated energy
efficiency now includes heat exchange, which is technologically not developed enough for indus-
trial application. It is noted that the low temperature configuration 2 option is not applicable for
industrial pressures, due to the significantly lower achievable conversion (0.3 at 1000 °C).

6.7.4 Comparison to eSMR

It is also aimed to compare the pyrolysis processes to a future electrified steam reformer (eSMR).
For this, a literature study was performed[8, 17–19]. Some lab scale data is available for electrified
SMR. For this comparison it is assumed the electricity is obtained from renewable sources, and
hence has a low carbon emission factor.

These electrically heated units deliver the heat to the catalyst itself and operate without heat
or mass transport limitations[18], making efficient use of the available catalyst. Therefore, high
vollumetric productivity can be achieved. Moreover, no side products are expected, comparable
to configuration 2.

Limitations for this system are noted. The reactor designs used in literature compose of thin
(6-10 mm OD) tubes, making large scale construction complex. It is noted that this problem
is not present for the pyrolysis process, this can occur in a single large volume. It is therefore
expected that the pyrolysis process is technologically simpler to construct. This is seen as the
largest advantage of pyrolysis over eSMR.

Secondly, it is foreseen that catalyst deactivation might become a more prominent problem for
eSMR[18], due to the increased conversion rate per unit of catalyst. This is as far as we know not
present for the pyrolysis process.

A major difference between SMR and pyrolysis is that for the steam reforming process, 3 H2 per
CH4 are produced. Hence, this process makes more efficient use of the feedstock. Due to the
efficient heating and relatively high conversion (90 %), this yields a process with a low carbon
intensity. Note that no CO2 is produced in the process itself, as is the case for CH4 pyrolysis. The
increased carbon efficiency is seen as the major advantage for eSMR over pyrolysis configurations.

It was found that for processes operating without side product formation, energy efficiency is
dictated by the operating temperature, estimated for eSMR at 1000 °C[18]. The effects of heat
exchange are foreseen to be comparable, due to the temperature and gas composition similarities.
Hence, it is expected that this will be comparable to the pyrolysis process (0.85).

Lastly, the SMR process is a fully continuous process. No cyclic operating is required. Hence, no
time or effort needs to be dedicated to the switching of gasses entering the reactor. This is seen as
an advantage for the SMR process.

Concluding from these points, the biggest differences between eSMR and the pyrolysis configura-
tions lie in the constructural complexity and the potential for carbon efficient production. Should
the eSMR system be realized, it will theoretically be more carbon efficient than the pyrolysis con-
figurations. Should the construction of the eSMR system be too complex or expensive, pyrolysis
can be a viable alternative. Two points are noted. First, at this point it is impossible to foresee
which of these points hold true. Secondly, neither of the processes produce CO2 , hence from this
aspect both are viable configurations.
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6.8 Conclusion

In this chapter, various process configurations of a methane pyrolysis process were evaluated. It
was aimed to investigate the industrial application of this process, and find out which parameters
are important for this design. First, it was concluded that the majority of the externally heated
systems are severely heat transfer limited, a multitubular reactor being the exception. Internally
heated systems were found to be very attractive in terms of heat transfer. Furthermore it is
concluded that heating via the combustion of carbon offers attractive scaling opportunities.

In the detailed analysis, it was confirmed that heating via the recycling of hot solids is not effective.
The connection between maximum allowable temperature, reactor size and methane conversion
dictates that a very large solids to gas ratio is required. It is concluded that recycling of solids is an
unsuitable heating method.

Energy efficiency was defined as a KPI. It was found that the internally heated steam gasification
process has a high energy efficiency. No side products are produced. Hence, the only energy loss is
caused by heat exchange losses. From a literature study, it is found that heat exchange is currently
unable to be used at high temperature in an industrial application. Hence, it is concluded that
HEX is an important challenge for the viability of the methane pyrolysis process.

Carbon intensity was also defined as a KPI. It was found that the carbon intensity was dominated
by the choice of process configuration rather than reactor or process parameters. Should an
efficient configuration be chosen, a relatively low carbon emission is obtained. It is concluded that
the oxidation of C to CO internally is an attractive heating method in terms of carbon efficiency.
Furthermore, it is concluded that CH4 pyrolysis is able to produce low-carbon H2 , as per the
CertifHy certification scheme.

The most suitable design was evaluated at 30 bar to better reflect the industrial conditions. It was
found that this increased pressure allows significantly more efficient use of the carrier, operating at
maximum conversion with a much lower solid to gas ratio. However, the pressure increase reduces
energetic efficiency, due to the lower conversion. It is concluded that the methane pyrolysis process
at elevated pressure is probably less energy efficient than the current industrial standard. The high
pressure kinetics are a large uncertainty and must be investigated in future work. Lastly, due to the
lower conversion, effective heat exchange becomes more important for the high pressure process.

It is concluded that methane pyrolysis may be a viable way to reduce the carbon intensity of
industrial syngas or hydrogen production, should the identified challenges be overcome.
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Appendix A: Internal heating gas to solids ratio

For the configurations where a reactor is heated via the addition of hot solids coming from a
oxygen combustion step, an energy balance calculation is presented. The result of this calculation
is presented in figure 6.9. The energy balance for the solid phase in the pyrolysis reactor is:

(1−α)φsCp,s Tmakeup +αφsCp,s Thot −φsCp,s Tdec =Vr,dec Rdec∆Hdec Adec (B.6)

In which α is the fraction of solids sent to the combustor, where it is assumed all the carbon
is combusted. For configuration 5, α is set to 1. The inlet temperature Thot (coming from the
regenerator) is a function of the carbon loading coming out of the pyrolysis unit:
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Thot = Tdec +
∆HoxCc,s

ucCps

(B.7)

By setting the reactive term in moles per second to the methane inflow, the connection between
(Thot −Tdec ) and the ratio of gas and solid fed to decomposition reactor can be calculated (figure
6.9). This is then a 100% conversion of said methane flow in a reactor volume. α is set at 1,
representing configuration 5. From figure 6.9 it is then concluded that either a large temperature
difference or a high solids to gas ratio is required for a high conversion.

Appendix B: Literature study for heat exchange

The current study does not aim to develop an accurate high temperature heat exchange model.
Using data published in literature, an estimation of heat exchange efficiency and the approximate
required heat exchanger size will be made. It is likely that the margin of error on this estimate is
relatively big. Due to the high temperature, effective heat exchange can have a large effect on the
thermal efficiency of the process. Hence, this error margin will have a relatively big effect on the
final conclusions presented at the end of this chapter. Therefore, one efficiency without, and one
efficiency with heat exchange is reported in this work.

High temperature heat exchangers (HTHE) have been a topic of study. Most HTHE are composed
of ceramic materials (Al2O3 and SiC being most prevalent[4, 7, 9]), as they offer the highest melting
point combined with good corrosion and creep resistance. It should be noted however, that
these materials are notoriously fragile, making construction of large elements technologically
challenging[4, 7].

Published designs include shell and tube[9], plate [12] and finned tube filled with fluidized ceramic
particles[7]. Heat transfer coefficients are reported in the range of 30-40 W ·m−2 ·K−1 for gas gas
HTHE and 50-170 W ·m−2 ·K−1 for gas-solid HTHE. Effectiveness up to 60-70 are reported for
gas-solid exchange, for gas-gas this is approximately 50%. The measure for efficiency is in these
configurations the exchanged heat over the maximum exchangeable heat.

From these various literature sources, it is concluded that a shell and tube heat exchanger is the
most suitable to be used in a large industrial process. The estimated heat exchange coefficient is
30 W ·m−2 ·K−1 and the assumed heat exchange efficiency is 50%.

It should be noted that this area is currently technologically not developed enough to be used in a
large scale process[7, 9]. Moreover, the reported temperatures of high temperature heat exchange
(1000-1100 °C, [4, 7]) are on the low end of the processes discussed in this work, complicating the
technological feasibility. Adding to this, the total temperature change is in excess of 1000 °C. It is
likely that the heat exchange will be split over numerous units in series to reduce the temperature
difference in each unit[12]. Lastly, the heat exchange considers the process streams, which are
in the order of 100 ktpa. The size of these heat exchangers scales with temperature and stream
magnitude.

Concluding, the required heat exchangers are technologically not ready to be used on the proposed
industrial scale. Therefore, energy efficiencies are partially measured without heat exchange. A
second figure, including an estimated heat exchange efficiency is also reported, but it is noted a
large error margin exists on this value.
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Figure A.1: Overview of reported values in
mass balance for cyclic processes

Appendix C: How unsteady state processes are reported

For the cyclic processes, mass and energy balances have been made. Because of the cyclic nature,
changes over time are present. To make a meaningful balance it is important to discuss how this
unsteadyness is handled in the balances. Changes in flows over time are incorporated into a
balance by averaging flows over the whole cycle, thereby also ensuring the balance can be closed.
This means that a 100 mol ·s−1 for that has a duty cycle of 50% is shown as a 50 mol ·s−1 flow in the
mole balance, but the flow fed to the reactor is indeed 100 mol · s−1.

Next to this, to ensure steady state, no mass or energy may build up over time or over the cycles.
Practically this is ensured by comparison of the temperature and carbon loading at the beginning
and end of a cycle, these should be identical. This also ensures that the moles reported in the
mass balance flow in and out during the same cycle. This is reached by the model solving one
parameter.
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7 Conclusion
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This work is a first step towards the industrial application of methane pyrolysis. Two goals were
defined at the beginning of this thesis. First, as a practical goal, it was aimed to demonstrate a
fully continuous lab scale methane pyrolysis – carbon gasification setup, operating at 1 bar and
temperatures ranging between 1000 and 1200 °C. Secondly, it was aimed to identify the parameters
and aspects crucial for further development towards a full scale implementation of this process.

7.1 The pyrolysis of methane

In chapter 2 and chapter 4, the deposition of carbon was investigated. Two aspects were central in
this study. The deposition of carbon and the conversion of methane itself. It was shown that these
are initially, to some extent, two uncoupled processes. They are discussed separately.

The deposition of carbon was measured on a single particle. An induction period is observed for
most substrate materials. Initially the carbon deposition rate is near zero. After a few minutes,
the carbon deposition rate accelerates. The present of this induction period is temperature
dependent. Additionally, this induction period it is not an effect of porosity, as it was observed for
both porous as nonporous particles. For some materials, (γ-Al2O3 and SiC and C), the induction
period was not observed. The presence of this phenomena is (at least) partially related to the
substrate material, and pyrolysis temperature. It is speculated that the presence of high energy
groups reduce the presence of this induction period. Mechanistically, the acceleration of carbon
deposition is understood. An initial nucleus is formed relatively slowly. Afterwards, carbon can
grow from this nucleus, increasing the deposition rate. This was previously reported in literature,
in good agreement with our results.

At higher loading, an eventual stop in carbon deposition was observed, again for porous and
nonporous particles. This phenomena is not fully understood. It is speculated this is a result of
changes in the surface morphology. This is substantiated by measurements using a nonporous
smooth particle (Ra surface roughness 12 nm). This particle did not gather any measurable
amount of carbon, hence this surface was not available for deposition. For porous particles a
second explanation is plausible. For small pores, the pore diameter might become too small for an
intermediate to penetrate, hence effectively stopping the deposition mechanism.

The conversion of methane was also investigated. It was found that methane conversion does not
have an induction period. This means that although methane is converted, it is not deposited as
carbon. Hence, it must end up in the gas phase, this was confirmed using GC measurements. In-
terestingly, at the point of a stop in carbon deposition, methane conversion also ceases. Moreover,
when no area is present in the reactor, methane conversion also ceases. Hence, it is concluded
that the present surface plays a role in the initial steps of the conversion, too.

7.2 The gasification of carbon

The gasification of carbon was investigated using steam, CO2 and air as oxidant. It was found that
air gasification is mass transfer limited in practically all systems. The gasification using steam
and CO2 exhibit a strong dependence on the pyrolysis conditions under which the carbon was
deposited.

Carbon deposited at lower temperature and shorter solids residence time is significantly more
reactive in the gasification phase. This is explained by the degree of graphitization of the material.
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It was shown that the gasification rate is largely, but not completely, dependent on the H/C ratio of
the material. Hence, no kinetics can be based on this material characteristic.

Information on the pyrolysis conditions is required to accurately describe the gasification rate.
Measured gasification rates were used to formulate a rate equation. This parameterized equation
was then used to successfully predict carbon gasification in a fixed bed system.

7.3 High temperature systems & measurement of these kinetics

The starting point of this work was to gather information on the reactions present. For this, a
measurement method was developed. A high temperature gas-solid reactor was designed and
used to measure carbon deposition and gasification kinetics.

It was found that in all cases of setup malfunction, a used material has been pushed beyond its
operational temperature limit. The high temperatures in this system ensure that any point of
weakness in the design will at some point fail. Hence, it is concluded that by far the most important
aspect for the design of these system is robustness and simplicity. Especially during the design
phase, the researcher should keep in mind this goal of simplicity. It is proposed that, should a
completely new setup be designed, a researcher will reach significantly more with a robust, simple
system than with a versatile more complicated system.

7.4 Operating a continuous pyrolysis – gasification process

In chapter 5, a continuous methane pyrolysis – gasification process was demonstrated, meeting
the goal defined at the beginning of this project. This setup was designed towards maximum
flexibility, allowing evaluation of a large amount of process parameters whilst being able to operate
at a steady state.

The existence of this steady state was demonstrated experimentally, and was reached in this case
withing a couple of cycles. At incomplete methane conversion, productivity of the system is
eventually dictated by the amount of carbon that can be gasified. Hence, it is important to ensure
sufficient carbon is gasified. This has been experimentally shown to occur even at points where
the solid is not completely filled with carbon.

Separately measured pyrolysis and gasification kinetics are able to accurately describe a fully
integrated continuous system. It was shown that these kinetics can be measured using relatively
simple experiments.

No mass transfer limitations exist, either internally or externally. This was shown using modelling,
as well as experimentally by opening up porous particles with various carbon loadings. Heat
transfer is described accurately enough using an effective thermal conductivity, in good agreement
with literature.

7.5 The industrial application of methane pyrolysis

The industrial application of methane pyrolysis has been investigated. It is concluded that exter-
nally heated systems do not yield efficient systems. Even with internal radiative energy transport,
the systems operate at a severe limitation. It was found that heating using combustion of the de-
posited carbon is favourable for industrial application. The resulting systems are productive, well
controllable and scale favorably. The combination of steam gasification and carbon combustion
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yielded the most attractive configuration in terms of energy and carbon efficiency. Moreover, this
configuration is technologically among the most simple to realize.

It was found that operating at industrial pressure allows significantly more efficient use of the
present solids, operating at maximum conversion with a much lower solid to gas ratio. However,
the pressure increase reduces energetic efficiency, due to the lower CH4 conversion. It is concluded
that the methane pyrolysis process at elevated pressure is less energy efficient than the current
industrial standard. It is noted that this is largely due to the lower thermodynamic equilibrium
and therefore difficult to circumvent.

Methane pyrolysis was also compared to a future industrial standard, assumed to be an electrically
heated steam reformer (eSMR). The biggest differences between eSMR and the pyrolysis process
lie in the constructional complexity and the potential for carbon efficient production. The eSMR
system has the potential to be more carbon efficient, as more hydrogen is produced, per carbon.

The constructional complexity of the eSMR process is high. The most favourable pyrolysis process
evaluated in the industrial study is significantly less complex, which is the major advantage for
methane pyrolysis, at this point. It is noted that both technologies are in their infancy, hence much
uncertainty is present at this point.

7.6 The sustainability aspects of a methane pyrolysis process

Some notes are presented on the sustainability of the methane pyrolysis process. Should the
complete avoidance of scope 3 emissions1 be desired, the carbon deposited cannot be used. The
pyrolysis-only configuration evaluated in chapter six offers the advantage that carbon is separated
effectively from the produced hydrogen. This configuration is technically challenging, due to the
required movement of solids.

Energy and carbon efficiency of various methane pyrolysis process were evaluated. It was found
that the carbon efficiency is dictated almost completely by the process configuration, and is
influenced marginally by other factors such as reactor design or operating temperature. It is
concluded that the carbon efficiency is essentially a choice made when a process configuration is
selected. It is noted that, when a biogas is used, these processes are very attractive, due to the high
carbon efficiencies reached. This bio sourced carbon would then not count towards the scope 3
emissions.

The energy efficiency of these process configurations was also evaluated. Clear differences were
observed, partially due to the process configuration, and partially due to operating conditions.
The operating temperature has the largest effect. Processes running at a lower temperature have
the clear advantage, due to the lower heat loss. This benefit is increased further by the decreased
need for high temperature heat exchange. In this work, assumptions were made about HEX, based
on literature. In reality, such high temperature heat exchange is not ready to be implemented on
an industrial scale. Hence, lowering the temperature has a compounded benefit.

7.7 Final remarks

During the course of this thesis, the desired final product of the pyrolysis process has been changed
more than once. The ongoing development of measures taken for future sustainability, both by

1 Scope 3 emissions include all carbon emissions along the value chain, including the end use of the product.
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legislative bodies as in the private sector, complicates (long term) research. It is noted that this
work was generally reactive towards these changes.

More specific for this thesis, over time it became clear that scope 3 emissions are the most impor-
tant aspect in terms of carbon efficiency. Effectively, this prohibits the use of several gasification
options identified in chapter 6. Hence, focus could have been shifted towards options more in line
with reduced or zero scope 3 emissions.

7.8 Outlook

In this work, numerous questions were answered. However, this thesis still is only a first step
towards an industrial methane pyrolysis process. Various parameters and aspects were identified
to be important for further development of these processes. Before any scale up can occur, several
more fundamental aspects should be investigated. First, the high pressure kinetics. Our equipment
was kept at 1 bar, due to the technical complexity of working with high temperature. Now that
significant experience has been obtained working with these systems, the next step for the lab
scale study is the expansion towards higher pressures.

The second uncertainty comes from the mixing state of the solids in a continuous process. All work
performed in this thesis was done on a fixed bed. The continuous setup can, with slight adaptions,
operate as a fluidized bed. This allows experimental evaluation of various critical assumptions
made during the course of this work.

Next to the challenges that can be evaluated in the lab, other uncertainties were identified. Most
notably, high temperature heat exchange. This topic was addressed as a literature study. Since it is
an important parameter it is worth addressing this in more detail.

Should scope 3 emissions indeed become limited to 0, one could conclude that process configu-
rations where deposited carbon is gasified cannot be used. However, the gasification using CO2
yields a process where overall, it is still possible to operate without net carbon emissions, or with
carbon negative emissions. Depending on future regulations, energy and CO2 emission prices
these configurations might be worth exploring. It was observed that CO2 gasification was strongly
comparable to steam gasification in terms of observed phenomena. Hence, it is expected this will
be possible in the same systems.
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Appendix A: Numerical models used in this work

Table A.1: Symbols used in the appendices

Symbol Description Unit
ϵ Void fraction m3 ·m−3

C Concentration mol ·m−3

C Loading g ·m−2

t Time s
F Flux mol ·m−2 · s−1

z Length m
Λ Conductivity J ·m−1 ·K−1 · s−1

T Temperature K, °C
R Gas constant J ·mol−1 ·K−1

D Diameter m
A Area m2

τ Residence time s
∆Hr Reaction enthalpy J ·mol−1

r Radius m
u Superficial veloc-

ity
m3 ·m−2 · s−1

L Length m
E Energy kJ
V Volume m3

M Mass kg
N Amount mol
φ Flow m3 · s−1, g ·h−1

n Number
η Effectiveness factor
F View factor
σ Stefan-

Boltzmann con-
stant

J ·m−2 ·K−4

W Working capacity g ·m−2

P Pressure, Productivity bar, mol ·m−2 · s−1

S Sensitivity
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Table A.2: Subscripts used in the appendices

Subscript Description

H Hydrogen

M Methane

N Nitrogen

0 Initial

dec Decomposition,
Pyrolysis

mod Model

exp Experimental

i nt Internal

g as Gas

tot Total

e f f Effective

f i x Fixed bed

f l Fluidized bed

b Bulk
ox Oxidant
∞ Infinite (time)

r Reactor

C Carbon

d Dense (phase)

This appendix contains a selection of the numerical models used throughout this work.

A.1 Fixed bed model

In this appendix the fixed bed model is discussed in detail. This model has two goals. First, the
prediction of methane conversion over time. From the kinetics in chapter 2 it was known that
the decomposition reaction is dependent on the amount of deposited carbon present on the
surface. The second goal is the prediction of the deposited carbon. This requires some additional
discussion.

Within the reactor a temperature profile is present, as heat is lost via conduction to the outer
walls. This temperature profile is presented in figure 2.13. As a direct result of this temperature
profile decomposition rates vary with axial location along the bed, and form a distict carbon
profile. An example of a carbon profile is presented in figure 2.5. Moreover, as previously stated
the decomposition rate is also a function of carbon loading at that location, implicating a carbon
deposition that is both a function of axial location and time. Therefore, the process is by definition
a non-steady state process.

This was incorporated into a numerical model. The model uses the method of lines and models
the gas phase fluxes of CH4 , H2 and N2 as well as the solid phase carbon loading (g ·m−2). The
model domain is the fixed bed. , ranging from 0 to L. It was divided into n cylindrical elements
so that d z = L/n . n was chosen so that the solution became independent of n. The model was
solved in MATLAB using the ode15s solver.
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The kinetics obtained using the single particle reactor were used without modification. The model
inputs are process parameters such CH4 and N2 flow, runtime and particle type. The following
flux balances are solved:

1. the CH4 concentration CM at z, t ;

ϵg
dCM

d t
= dFM

d z
−Rdec (A.1)

in which CM is the local methane concentration, given by

CM = FM

FM +FH +FN

P

RT
(A.2)

and FM the methane flux, given by:

FM = ug CM

Ar
(A.3)

2. the H2 concentration CH at z, t ;

ϵg
dCH

d t
= dFH

d z
+2Rdec (A.4)

3. the carbon mass at Mex at z, t ;

d MC ,ex

d t
= Rdec MC (A.5)

With boundary conditions:

Table A.3: Boundary conditions of reactor
model used at and z = 0

Variable Value
FM FM ,i n

FH 0
FN FN ,i n

MC ,ex 0

For the setup used in chapter 2 and 3, it is assumed that no radial temperature and concentration
gradients are present, due to the small ID of the reactor (10 mm). Hence, this version of the model
did not contain an energy balance. The continuous setup described in chapter 5 is described
completely in appendix B. The fixed bed model used in chapter 6 uses the energy balance described
in section A.3.
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A.2 Fluidized bed model

The fluidized bed model is used only for the industrial case study. In this study a parameter sweep
is desired. This means a large amount of model evaluations is required. Hence, a relatively simple
model with short calculation time is preferred.

A simple fluidized system is the fast fluidized bed[8]. This is a fluidized bed with a very high
linear gas velocity. It has excellent gas/solid contacting, and short gas residence times. These
characteristics are strongly desired. The gas mixing state may be considered plug flow[4, 8],
however some backmixing through the dense phase cannot be avoided.

The gas mass balance is a flux based PFR:

dFg

d z
= d

(
ug Cx

)
d z

= Rx Ad (A.6)

in which the subscript x denotes a reaction (pyrolysis, steam gasification or oxygen gasification).
The solids can be considered perfectly mixed. Hence, the carbon loading is equal throughout the
reactor. The total mass and energy balances of the solid phases are then:

d Nc,d

d t
=φdCc,d ,i n −φdCc,d ,out ±

n∑
1

Rx AdϵAr d z (A.7)

ρdCp,d Vd
dTc,d

d t
=φdρdCp,d Ti n −φdρdCp,d Tout ±

n∑
1

Rx Adϵ∆Hx Ar d z (A.8)

in which the summation over n elements denote the rate at each of the n axial discretization points.
All these equations are solved simultaneously, as the carbon loading and solids temperature are
present in the reaction rate. For the energy balance, the initial energy, corresponding to the initial
temperature, is defined to be 0. The resulting temperatures are then calculated via the change in
energy. Initial conditions for Cg , Cd and E have to be specified.

From the energy balance, the temperature over time is calculated. More detail on this method is
presented in section 6.4.1. From the heat transfer study presented in section A.3, it is known that
no internal gradients are presented in the mixed solids phase, this is further substantiated in the
industrial analysis (fig. 6.8).

A.3 Heat transfer study

In the particle following routine presented in section B.1.3 it is concluded that the pyrolysis
temperature is a key parameter in the process. This temperature needs to be controllable. To
investigate the heat transfer, and by extension the temperature in the reactor, a heat transfer
analysis is presented here. Initially, a fixed bed is evaluated. This is later compared to a fluidized
bed.

It is known from literature that heat transfer in high temperature (T>650 °C) is an interplay of
conduction through the solid and solid contact areas, conduction and convection through the gas
phase and radiative heat transport between the solid surfaces[1–3, 6, 7]. For a packed bed at 800
°C and up the majority of heat transport occurs via radiation[1, 3].
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From table B.8 it is known that the operating temperatures of the decomposition reactor are in the
range of 1120 °C. The gasification temperatures should be as high as possible, estimated in the
range of 1200 °C. Because the foreseen temperatures are much higher than the temperature where
radiation becomes dominant, this initial analysis only takes into account radiation.

Breitbach et. al. [1] published experimental data on effective conductivity (containing components
of the material and radiation) at high temperature packed beds is available. The methane pyrolysis
case is a very interesting one, as the bed (Al2O3 ) is coated with graphite over time. Even a
miniature layer has a major effect on the radiative characteristics of the bed. The emissivity of
Al2O3 is approximately 0.4, whilst the emissivity of graphite is 0.8[1]. This results in a assumed
effective thermal conductivity that is significantly higher for graphtie coated Al2O3 .

Goal, assumptions made & model equation

Because a constraint on the pyrolysis temperature is present, a limit exists for the external heater
temperature that can be used in this step. The goal of this study is to investigate what approximate
heater temperature is suitable for the pyrolysis reactor. There are two parameters of interest for this.
First, the fraction of carbon that is made at the desired temperature (Tdec< 1120 °C ). Secondly the
productivity [molc ·mr

−3 ·s−1] of the decomposition reactor. Whilst a higher temperature increases
productivity during pyrolysis, (too) high temperature carbon is detrimental to the gasification
productivity. The effect of heater temperature on this trade off will be studied in this analysis.

Additionally, because heat transport is not infinitely fast, a temperature gradient will occur in the
reactor. The reactor diameter will therefore also be an important parameter in this study. It is
aimed to find out which approximate diameters are suitable.

These two parameters are coupled, as will be shown later on in this section. Since no reactor design
has been made at this point, two analyses will be made. One for a fixed and one for a fluidized
system.

Since this is still an exploratory study, several simplifications are made through assumptions:

• Mass transfer is not taken into account. Pyrolysis rates are calculated as if under pure CH4 .

• No calculations on the carbon loading of the bed are performed. Because deposition is a
nonlinear process in loading, for detailed modelling the carbon loading is required. The
loading is set to ± 11 g ·m−2

p,ex, which corresponds to the maximum deposition rate. This,
coupled with the previous assumption, makes this the maximum obtainable rate. This can
be considered a worst case for heat transport.

• The reactor is a tubular reactor irradiated on the complete outer surface by a heater at
certain temperature Th .

• The solved domain is the reactor tube only. It is not considered if the external heater can
deliver the amount of power required.

• It is assumed that the gas phase is entering the reactor near reactor temperature. Hence, it
does not require significant heating. In all experimental designs, it was ensured the gas was
near reactor temperature, for example via preheaters.

• As stated, heat transport is dominated by radiation[1, 3]. Values for λeff are taken from
experimental data[1].
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• For all the beds, a porous carrier is assumed.

Three cases are incorporated, one for Al2O3 (λeff = 4 W ·m−1 ·K−1) and one for graphite (λeff =16
W ·m−1 ·K−1) and one for SiC carriers (λeff = 100 W ·m−1 ·K−1).

The relevant equation is a simple heat balance:

0 = ρbCp,b
dT

d t
= 1

r

d

dr

(
rλe f f

d 2T

dr 2

)
−Rx∆Hr Atotη (A.9)

The solved domain is the reactor radius. The boundary condition at the center of the tube is given
symmetry. The outer boundary condition is a continuous flux:

λe f f
dTr=R

dr
=λw all

Tw,ex −Tr=R

Lw
=σϵF1,2

(
T 4

h −T 4
w,ex

)
(A.10)

where Tb is the bed temperature at the wall and Th the set/measured heater temperature. Tw,ex is
the external wall temperature, and is a solved parameter that is dependent on the wall thickness,
λeff and Th . Note that the wall is assumed to be flat, rather than curved for this balance to hold
true. Since the wall is relatively thin compared to the reactor radius (1 mm compared to 70 mm),
this assumption is valid for most archetypes except for the multitubular archetypes.

Results

In figure A.1 the calculated temperature profile is presented for a fixed bed of 0.05 m radius. The
heater temperature is set to 1300 °C. An internal temperature profile is clearly visible. Furthermore,
it is noted that the external heater temperature is significantly higher than the internal temperature.
Both these observations indicate that this pyrolysis reactor is limited to some extent by internal
and external heat transfer. The used pyrolysis rate represent the fastest possible rates, making this
a worst case in terms of heat consumption. Therefore, the actual temperature will be higher than
this prediction and the heat transfer limitation less severe.

Because of this temperature gradient, not all carbon is deposited at an equal temperature. The
share of carbon deposited at or below the desired temperature (1120 °C) is of interest. Hence, the
fraction desired carbon is defined to be the number of moles C deposited at or below 1130 °C over
the total number of moles deposited:

Fraction desired carbon = Nc (T < 1130°C)

Nc,tot
(A.11)

In figure A.2 the fraction of desired carbon (fig. A.2a) and the productivity (fig. A.2b) of a clean
Al2O3 fixed bed are presented. The heater temperature and reactor radius are varied.

Between the two subfigures one can see the predicted tradeoff between fraction of desired carbon
and productivity. It is observed that a higher reactor radius is detrimental to the productivity of
the system. The increase temperature gradient cannot be countered with an increased heater
temperature. Therefore, it is concluded that the reactor tube diameter cannot be too large (max.
order of 10 cm). Note that the productivity for the larger diameters is still fast, compared to the
average industrial process[5].
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When graphite is deposited on the surface of the material, the effective thermal conductivity
changes[1]. This case is presented in figures A.1 and A.3. For equal conditions, the productivity of
the system as well as the fraction of desired carbon increases. One can therefore conclude that
higher internal heat transport is very favourable for this system. This is because of two reasons.
First, the increased heat transport results in a smaller spatial temperature gradient in the reactor,
and carbon is deposited at a more uniform temperature. This increases the share of desired carbon
and allows operation at higher temperature without production of excess temperature carbon.
Because the heat transport in the reactor is increased, the external (incoming) heat transfer also
increases, via cooling of the outer wall.

In reality, the bed will start as clean Al2O3 due to assumption 1. Over time the bed will be coated
with carbon. The actual effective thermal conductivity over time will therefore change from the
situation in figure A.2 to A.3. The prediction of temperature gradient will lay in between the two
cases.
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Figure A.1: Calculated temperature in the py-
rolysis reactor, fixed bed, Al2O3 . Heater tem-
perature 1300 °C , various effective conductiv-
ities
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Conclusion

From the heat transfer study it is concluded that a relatively thin tube, in the range of 1-10 cm is
suitable for the pyrolysis reactor. It is noted that high internal heat transfer is very beneficial for

195



this step of the process. These cases were for a fixed bed. A fluidized bed will have internal heat
transport enhanced via solids mixing. Therefore, it can be concluded that a fluidized bed will have
significantly more favourable heat transfer characteristics for this step of the process.
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Appendix B: The design of a continuous lab scale pyrolysis setup

This appendix documents our efforts made in order to reach the design of the continuous lab
scale pyrolysis setup. In the chapters of this thesis, various references are made to the parts of this
appendix. For the design of the lab scale system, the parts may be read chronologically, but can
also be read individually. For this readability, selected data is presented twice in this appendix.

The appendix consists of three parts. First, a kinetic analysis is presented. In this, a particle
is followed through a pyrolysis-gasification cycle. The goal of this exercise is to investigate the
required conditions for these process steps, in order to yield the most desired system. This is
measured via productivity. No assumptions on a reactor design or particle characteristics have
been made, hence this analysis is valid for any reactor system.

Part two consists of a reactor selection procedure. For the continuous setup, goals are defined. Via
an exclusion method, the most suitable reactor is selected. In part three, a detailed model of this
reactor is constructed and evaluated.

B.1 Particle following routine

B.1.1 Introduction, goal & methodology

In this section, the kinetics of chapters 1-3 are used to investigate the process conditions in an
industrial process. The used method follows an single particle as it passes through a series of
reaction steps of the pyrolysis-gasification process, schematically shown in figure B.4. First, carbon
is deposited on the surface in a pyrolysis step. Subsequently, the carbon is gasified in one or two
gasification steps.

This study aims to investigate the operating window (in terms of process parameter values) of
the pyrolysis-gasification cycle. No reactor design is made in this phase, nor are mass or energy
transfer limitations taken into account. Hence, the findings of this study represent the kinetically
limited process. The goal is to find out what combination of process parameters yields the highest
productivity unit: [gC ·mp

−2 · s−1]. The relevant process parameters and the definition of the ideal
process are discussed further on in this section.

In reality, mass and energy transfer limitations as well as possible solids mixing will be present,
possibly affecting the outcome of this study. This depends on characteristics of the designed
reactor. The data obtained here is used as a starting point, or initial guess, for a reactor design.

Pyrolysis 
reactor

Set Tdec, τdec Carrier+ 
C

Gasification 
reactor

Set Tgas

Solved τgas

Clean 
carrier

Figure B.4: Schematic of used system in parti-
cle following routine
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As stated, this study will focus on a pyrolysis step followed by subsequent gasification. The
following process configurations have been identified:

Table B.4: Overview of possible process steps

Pyrolysis Gasification
CH4 Steam
CH4 CO2
CH4 Air

B.1.2 Included parameters and calculation method

For each of the process steps, a temperature and solids residence time is required. However,
the gasification solids residence time cannot be chosen freely. This is due to assumption 1; the
residence time of the solid in the gasification step is chosen so that the final carbon loading is 0.
The relevant parameters are listed in table B.5.

The following assumptions are made:

1. After the final gasification step of a pyrolysis-gasification cycle, all the carbon is removed
from the particle. This was done to simplify this analysis. Preliminary testing with nonzero
carbon loading indicated that these options are less productive, due to the decreased py-
rolysis rate. However, it cannot be concluded that a zero carbon loading is always more
productive.

2. The process operates at 1 bara total pressure at all times.

3. The highest realizable temperature is 1300 °C for gasification.

4. The highest realizable temperature is 1200 °C for pyrolysis.

Table B.5: Overview of input parameters and
solved process variables

Parameter Input
Tdec Yes Pyrolysis temperature
τdec Yes Pyrolysis solids residence time
Tgas Yes Gasification temperature
τgas No Gasification solids residence time, solved to ensure final loading is 0

For simplicity, this analysis now looks at the productivity P of a system. For this, the following
parameters are defined:

Table B.6: Overview of output parameters

Output parameter Description Unit
W Working capacity gC ·mp

−2

P Productivity gC ·mp
−2 · s−1
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The parameters are calculated as follows. For the working capacity:

W =Cdec −Cg as −Cdec (B.12)

where Cdec and Cg as denote the loading after the pyrolysis step and after the gasification step.
Note that Cg as has a value of 0 due to assumption 1.

P = W

τtot
(B.13)

where τtot [s] is the total cycle time given by

τtot = τdec +τg as (B.14)

B.1.3 Results

A parameter sweep was performed for all input parameters. The results are presented in figure
B.5 for gasification using steam, CO2 and air. The presented data denotes the cases for highest
productivity of the system. This means that all other parameters are varied. Tgaswas chosen as the
presented parameter because it shows the observed trends the best.

For all cases, it is observed that the total cycle time τtot , presented in figure B.5c are in the order
of minutes. The cycle time is dictated by two phenomena. First, the pyrolysis step is nonlinear
in time, accelerating and decelerating with pyrolysis time. Hence, an optimal deposition time
exists, resulting in the highest average deposition rate. Secondly, mainly for steam and CO2 , the
gasification rate is a strong function of pyrolysis conditions. At lower τdec, the gasification rate is
significantly faster. These two phenomena dictate the gasification time, together with assumption
1.

For steam and CO2 , it is observed that the decomposition temperature required for highest
productivity is similar. Moreover, Tdecis not a strong function of the used gasification temperature.
This is explained via the dependence of the gasification rate on the pyrolysis conditions. It was
experimentally observed that a (too) high pyrolysis temperature yields a carbon that cannot be
gasified using CO2 or steam.

For air gasification this phenomena was not observed. This is also reflected in the optimal produc-
tivity, as the pyrolysis temperature is constant at the upper limit of 1200 °C. The increased pyrolysis
temperature, combined with the much faster air gasification, results in a very high productivity
(figure B.5a). It is noted that the productivity of this process can be improved by increasing Tdec.

To compare air gasification to steam and CO2 at comparable pyrolysis temperature, a second
air gasification case was incorporated, limiting the pyrolysis temperature to 1120 °C. This case
shows that air gasification is able to keep up with deposition even at relatively low gasification
temperatures. For steam and CO2 , it is observed that the productivity is very low for low Tgas.
The gasification step for these two cases needs a high temperature to keep up with the pyrolysis
reaction.

This is also reflected in figure B.5d, here the share of gasification time in the total process time
is presented. Should gasification be slow, this will be a high share, and gasification will be the
limiting step in the process. One can see that for all cases, the share of gasification step reduces with
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increasing Tgas. Furthermore, using low Tdecair gasification one can see that the decomposition
step is limiting at all times. Concluding, using air gasification, for a high productivity, it is beneficial
to increase the pyrolysis temperature to the highest realizable temperature. For steam and CO2
the productivity can be increased most effectively via the gasification temperature.
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Figure B.5: Results of particle following routine for Steam, CO2 and air gasification. All
cases denote the highest obtainable productivity, all other parameters are variable within
this dataset.

To put into perspective which of the process parameters are crucial to control, a sensitivity analysis
was performed. The following relation was used to measure the effect of an input variable change
(d I ) in on the desired output variable, being productivity. The sensitivity is measured from the
most optimal point, being the data presented in figure B.5. A relative change in in- and output
variables is used, to allow direct comparison between several input variables.
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S I =
∂P
P∣∣∣ ∂I
I

∣∣∣ (B.15)

The result of this analysis is presented in table B.7 for the three gasification options. Six input
parameters were tested. The results are shown for both an increase and a decrease in input
parameter. It is observed that the majority of changes result in a process with a lower productivity.
This is expected as the investigated dataset represented the optimal conditions, which could
not be improved further. Exceptions to this are the gasification temperature, which was the
open parameter and the decomposition temperature for air gasification, as this was limited by
assumption 3. The absolute sensitivity values of all calculated values did vary slightly with the used
gasification temperature. This was relatively small however. The overall trends did not change
significantly.

For steam and CO2 gasification, the most sensitive parameter is the decomposition temperature.
An increase causes the formation of inert carbon that cannot be gasified, thereby strongly decreas-
ing the productivity of the system. A decrease lowers the amount of carbon deposited via the
induction period observed for the carbon deposition rate.

Because of this high sensitivity for temperature, this result indicates that correct prediction of
heat transport in the reactor in of great importance for modelling this process. Furthermore, for
steam and CO2 gasification, both an increase and a decrease of Tdecnegatively affects productivity.
This means that the pyrolysis temperature needs to be accurately controllable. For air gasification
this is not the case, Tdecand Tgasonly need to be sufficiently high. Note that for steam and CO2
gasification, an increased gasification temperature does lead to a more productive system. This is
because the gasification step is limiting, and the temperature temperature is limited by choice to
1300 °C.

Table B.7: Results of sensitivity analysis for
various gasification options. Sensitivity calcu-
lated from the productivity output parameter.
Input parameters are shown in the column
headers, (+) denotes an increase, (-) denotes a
decrease of this parameter.

Gasification Tdec- Tdec+ τdec- τdec+ Tgas- Tgas+
Steam -13 -35 -2.5 -2.4 -8.6 6.1
CO2 -9.2 -12 -2.4 -2.4 -7.3 5.4
Air -26 22 -6.3 -3.6 -0.8 0.4

The findings of the particle following study are presented in table B.8 below. It can be concluded
that operating this process using air gasification is significantly less complicated than using either
CO2 or steam as oxidant. The latter two have a more narrow operating regime, especially for
the pyrolysis temperature. The findings of this study will be used as input for a reactor selection
procedure.

To briefly add to this, this data represents a nonporous particle, used in chapters 2 and 3. The
same process was repeated for various porous particles. The observed trends were visible during
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the porous study. Moreover, the found temperature for Tdecwas also comparable. Only the found
productivity was significantly higher. This is expected as the deposition and gasification kinetics
are strongly comparable between porous and nonporous particles. Hence, these results are
presented only for the nonporous particles and are assumed to be valid for all particles evaluated
in this work.

Table B.8: Summary of particle following rou-
tine for single gasification process configura-
tions.

Gasification Tdec[°C ] τdec Tgas[°C ] τgas Critical design parameter
Steam 1130 minutes max. minutes Tdec controlled accurately

CO2 1130 minutes max. minutes Tdec controlled accurately
Air max. minutes max. seconds Tdec sufficiently high

B.2 Reactor selection for the lab scale setup

B.2.1 Introduction & goal of the to be constructed setup

In sections B.1 and A.3 approximate process parameters and critical design aspects of a to be
designed pyrolysis-gasification process have been determined. These will now be used as input
for a reactor selection procedure, which is presented in this section. First, the to be designed setup
is discussed, and demands are placed upon this setup. Using these demands unsuitable reactor
archetypes are removed. In the second part of this document, (section B.3) the remaining possible
reactor archetypes are modelled in detail and compared

The aim is to design a continuous lab scale process producing 100 gC ·h−1 of carbon via methane
pyrolysis. Since this is a lab scale setup meant for research purposes, the most important demand
placed on this setup is one of flexibility: that as many process parameters as possible can be varied,
to be able to gather as much knowledge as possible. The desired products for this process are
hydrogen and CO. Because the identified process configurations (table B.4) yield a different H2:CO
ratio some variation in the final product composition can occur. For this analysis, no desired ratio
is defined, hence this is not taken into account for the final conclusions.

B.2.2 Demands placed on setup

Demands placed on the setup are discussed in this section. These demands are mainly incorpo-
rated to ensure the designed setup will operate properly. For each demand it is presented where
this is based on. The demands are not placed in any particular order of importance.

Demands regarding operatability of the process

1. From section B.1 it is known that operating a methane pyrolysis process using steam or
CO2 as oxidant is more complicated than using oxygen or air as oxidant. For maximum
flexibility of the to be designed setup, this setup should be able to operate using any of these
oxidants. This means that the setup will be designed to operate using steam. Both steam
and air/oxygen will be used in the actual experiments.

2. The production of gaseous carbon containing species other than CO should be avoided.
Naturally a high selectivity towards the desired products is desired, however this is a op-
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eratability demand. It is known from fixed bed experiments that the net production of
intermediates causes blocking of tubing[1]. These intermediates condense and form a wax
on the tubing, causing blockage. From experimental data it is known that the net production
of these intermediates is avoided via a high methane conversion. Therefore, a demand is
placed on CH4 conversion, this should be as high a possible. Thermodynamically, near 100%
conversion is possible[1], hence no limitations exist from this.

3. From section B.1 it is known that the solids residence time in contact with methane should
be limited to ± 100-150 s to prevent deactivation of the deposited carbon. This also implies
the solids residence time should be well defined, and should not have a residence time
distribution.

4. Assuming the lab scale setup is heated via an external radiation element, from section A.3
it is known that the process requires a small (0.1 m scale) hydraulic diameter to provide
sufficient energy. For a fluidized bed this length is larger, due to enhanced internal heat
transfer.

5. From section B.1 it is known that a methane decomposition temperature of approximately
1120 °C is required.

6. From section B.1 it is known that the gasification temperatures should be as high as possible,
preferably in excess of 1200 °C.

7. The preferred particle has a lot of area per volume, evident from measurements on porous
and nonporous media[1].

Technical & practical demands

9. The reactor will be constructed from Aluminium oxide as it is inert and can be worked with
much better than comparable inert ceramic materials. During previous work, experience
was obtained working with this material. It has excellent thermal and chemical stability, and
more importantly, can be fabricated in-house, yielding a short response time to repair parts.

10. The heating will be done by electrical Superkanthal A1 heating wires, again because signifi-
cant experience has been gathered for this method.

11. Experts at Ceratec technical ceramics did not see an solution for a mechanical valve operat-
ing above 1000 °C in reductive or oxidative atmospheres in combination with solids. It is
therefore not seen as a possible option to use such valves in the setup. Hence, a demand is
placed on the design, that no such valves are used.

12. The maximum temperature obtainable is 1400 °C . This is the experimentally observed
operating limit of the heating wire.

13. The preferred maximum continuous operating temperature is 1350 °C because of stability
of the heating wire.

14. The maximum temperature change rate of the heaters in the order of 5-10 K ·min−1. This is
to prevent damage to the heating elements.
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B.2.3 Selection steps

The reactor selection procedure is based on a rejection method. Hence, we start with a list of
(nearly) all gas-solid reactor archetypes. The publication of van Swaaij [3], documents a wide
range of possible reactors and reports on the characteristics of each type. In total 45 types (22 fixed
bed (figure B.7 and 23 fluid beds (figure B.6) reactors are discussed by van Swaaij. These will not
all be taken into account. Some of these are minor modifications of the original reactor type (e.g.
Short bed with cooling compared to adiabatic with interstage cooling), or obviously not desired in
this process (e.g. a microreactor). 17 reactor archetypes remain after this selection.

A first analysis is presented, on three demands. These were chosen first as they are the most critical,
and/or can be evaluated without the need for complex calculations.
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Figure B.6: Fluid bed archetypes, taken from van Swaaij et. al. [3]. 1, bubbling fluid bed 2,
turbulent fluid bed 3, fast fluidized bed, 4 pneumatic conveying, 5 cyclone, 6 co-current downflow,
7 co-current trickle down flow, 8 cross-current bed, 9 counter-current multistage, 10 counter-
current trickle flow, 11 counter current cyclones, 12 slugging fluidized bed, 13 spouted bed, 14
draft tube, 15 torbed, 16 compartment bed, 17 external circulating fluidized bed, 18 rotating
fluidized bed, 19 rotating cone, 20 conical floating G-S fluidized bed, 21 vibrating fluidized bed,
22 inclined fluidized bed, 23 rotary kiln
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Figure B.7: Fixed bed archetypes, taken from van Swaaij et. al. [3]. 1, adiabatic bed2, gauze layers
3, adiabatic with intermediate cooling, 4 multitubular, 5 short bed with cooling, 6 annular bed,
7 continuous chromatographic, 8 simulated moving bed, 9 radial flow, 10 parallel passage, 11
monolith, 12 bead string, 13 polyith, 14 spherical, 15 reverse flow, 16 circulation loop, 17 moving
bed, 18 coupling of end- and exothermic reactions, 17 simulated moving bed, 19 rotating fixed
bed, 20 microreactor, 21 rotating disk, 22 pulsed compression
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Control of solids residence time and temperature

A major point is the process conditions during pyrolysis. Mainly the solids residence time during
pyrolysis (demand 3) and the narrow range of suitable pyrolysis temperatures (demand 5). Both
of these demands exist to prevent the deposited carbon from becoming inert in the gasification
phase.

Adding to this, it is known that the gasification temperature should be significantly higher than the
decomposition temperature (demands 5 and 6). This, combined with the residence time demand
yields two demands on the reactor archetype:

1. Controlled and sufficiently fast (order of seconds) removal of solids from a pyrolysis reactor
volume, or

2. Controlled and sufficiently fast (order of seconds) switching of gasses from the pyrolysis
reactor volume, combined with a sufficiently fast temperature change in pyrolysis reactor
volume.

The majority of conventional fixed bed reactors are unable to switch gasses and temperature
significantly quick. Hence, they are rejected. Most of the fluid bed family are able to remove solids
from the reactor in a fast and controlled way. The basic fluidized bed and the draft tube lack this
options and are discarded. Note that the fluidized bed options where solids leave the bed volume
are included under various other categories. An overview of the types excluded is presented in
table B.9.

Range of solids residence time

The residence time of the solids during decomposition needs to be controlled at around 100 s
(demand 3). Not all reactors are able to do this. For example, a riser would need to be extremely
long, or a cyclone impractically big. A rotating fixed bed reactor has the clear advantage that, as the
solids are fixed in the moving bed, the residence time can be controlled to an almost perfect extent.
For the fluid bed family options, a residence time distribution (RTD) will complicate control of
solids residence time.

Complexity

The construction and operation of this setup is challenging because of the high temperature
involved (demands 12 and 13). Therefore, technically more simple reactors are prioritized. The
movement of solids from system to system at high temperature is seen as complicated, hence a
yes/no statement is presented in the evaluation. A more simple option, where solids are trans-
ported between sections/units is presented in the next section.

The multistage fluidized bed might be able to control solids flow better than an externally circulat-
ing fluidized bed, as it can approach a PFR, however this is seen as overly complex. The type is
therefore discarded.

These decisions were made after consulting with an experienced technician and experts of Ceratec
Technical Ceramics. Especially the complex shapes of the reactor were seen as problematic, as
they are more susceptible to thermal stress failures. Furthermore, they cannot be constructed
in-house, not meeting demand 10. Another point that was seen as problematic was the controlled
movement of solids at high temperature (demand 12).
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Table B.9: Overview of selection steps 1-3

Reactor archetype 1: Solids residence
time control, and
fast temperature
change

2: Range of
solids resi-
dence time

3: Reactor design
complexity

Fixed bed family
Adiabatic bed no
Gauze layers no
Adiabatic with interstage cooling no
Multitubular fixed bed no
Continuous chromatographic no
Radial flow reactor no
Moving bed reactor no
Rotating fixed bed reactor yes yes yes
Fluid bed family
Fluidized bed no
Pneumatic conveying/Cyclone yes no
Downflow reactor yes no
Draft tube yes no
Multistage fluidized bed yes yes no
External circulating fluidized bed yes yes yes/no
Rotating fluidized bed yes yes yes
Rotary kiln yes yes yes/no
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B.2.4 Detailed analysis of possible reactor types

The number of possible reactors has been reduced to four types, possible meeting all three
expectations in table B.9. In this section the applicability of the four types for a continuous
methane pyrolysis process will be discussed. A more detailed analysis over the demands discussed
in section B.2.2 will be performed. The reactors will be compared to each other. Since it is difficult
to quantitatively make this comparison, a positive quality marked with a ’+’ sign and a negative
quality with ’-’.

First, a comparison regarding solids residence time control (demand 3) is made:

Table B.10: Detailed analysis of degree of
solids residence time control

Reactor type Rating Comment
Rotating fixed bed +++ Excellent control of solids residence time as the

solids are fixed. No RTD.

Rotating fluidized bed - Better control than an externally circulated flu-
idized bed, however axial mixing will still cause an
RTD to occur. A way to prevent this is the inclu-
sion of compartments to prevent axial mixing. This
will greatly reduce axial mixing and thereby the res-
idence time distribution. (Option added)

Ext. circ. fluidized bed - - Control is possible via solids flow, however control
is not as good/easy as with the rotating variants.
Adding to this, RTD is present in these reactors.

Rotary kiln ++ Solids residence time can be controlled, little RTD
expected as solids flow relatively uniform from top
to bottom

Rotating compartmentalized
fluidized bed

++ RTD partially removed via the inclusion of baffles
in the bed

Demands 4,5,6,11,14,15 and 16 involve heat transfer. Since the decomposition reaction and CO2
and steam gasification are endothermic, energy needs to be supplied into the reactor. From
heat transfer analysis (section A.3), it was concluded that transferring adequate heat for the
decomposition at 1130 °C might be problematic for externally heated reactors of larger (> 0.1 m)
diameters. Since it is desired to use external heating elements for this lab scale setup, the internal
heat transfer characteristics are compared:
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Table B.11: Detailed analysis of internal heat
transport characteristics

Reactor type Rating Comment
Rotating fixed bed - As the solids do not mix, internal heat transfer is

conduction and radiation only. This is relatively
slow, thereby reducing the possible sizes of the
reactor that can be used effectively

Rotating fluidized bed + Relatively good solids mixing, this enhances the
internal heat transfer.

Externally circulating fluidized bed + Relatively good solids mixing, this enhances the
internal heat transfer.

Rotary kiln + Relatively good solids mixing, this enhances the
internal heat transfer.

Rotating compartmentalized
fluidized bed reactor

+ Relatively good solids mixing, this enhances the
internal heat transfer.

Points 3,12 and 13 involve the construction of the setup, in particular the handling of solids
movement. The (pneumatic) transport of solids without using mechanical valves is challenging
but not impossible. An analysis is made on the technological challenge the transport and control
of solids movement.

Table B.12: Detailed analysis of challenge in
solids movement

Reactor type Rating Comment
Rotating fixed bed +++ No solids movement, little challenge

Rotating fluidized bed ++ No net solids movement, little challenge

Ext. circ. fluidized bed - - - Solids movement between reactors, buffer vessels
and J or U junctions. Very challenging

Rotary kiln – Solids movement from reactor to reactor, possi-
bly less challenging than fluidized bed because the
solids flow in the reactor occurs naturally. Still more
challenging than rotating bed reactors

Rotating compartmentalized
fluidized bed

++ No net solids movement, little challenge
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Comparing detailed points

All the reactor design related points have been compared in three criteria, the results are summa-
rized in table B.13. From the detailed analysis it is concluded that the rotating fixed or fluidized
beds are the most simple systems. It is speculated this can be done in a single unit, thereby obtain-
ing a system capable of operating in fixed and fluidized mode. This is very much desired, from
the goal of designing the most flexible setup. In the next section, the rotating reactor is modelled.
The major driver for this decision was the absence of moving solids between units in the rotating
systems, whilst keeping the ability to quickly switch the reaction phase.

Table B.13: Overview of detailed analysis

Reactor type Level of solids
control, Pres-
ence of RTD

Internal heat
transfer

Solids movement
difficulty

Rotating fixed bed reactor +++ - +++

Rotating fluidized bed reactor + ++ ++

Externally circulating fluidized bed - + - - -

Rotary kiln ++ + -

Rotating compartmentalized
fluidized bed reactor

++ + ++

B.3 Detailed reactor model for rotating reactor

B.3.1 Design methodology

In this section, a detailed reactor model is developed for the rotating reactor. It is developed to
gather more insight into the behaviour of the proposed reactor. It is aimed to predict how this
reactor may be operated. In particular the possible variation in process parameters that can be
used is of interest. Hence, the aim of this part of the study is to identify the operating area; the
range of process parameter variations available for stable operation.

The point of evaluation is the steady state cyclic operation, which occurs after a large (estimated
10-100) amount of cycles. This is defined to be operation where cycle n is identical to cycle n-1.
Comparing under these conditions mitigates startup effects.

From section B.1 it is known that several process configurations are possible (table B.4). Further-
more, it is shown that operation using air (in any configuration) is easier than operating with only
steam or CO2 . Therefore, in order to be operate with steam as only oxidant, the designs will be
based on this process configuration.

The design will be made for the set production of 100 gC ·h−1 whilst taking into account the
demands presented in section B.2.2. It was stated before that the main demand on this system
is to be able to change a large amount of process parameters. This demand will be investigated
using the developed models.
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Because no productivity [gC ·mr
−3 ·s−1] demands exist for this lab scale research setup, the amount

of variable process parameters is the main interest for now. However, a comparison will indirectly
be made on productivity. The reactor volume required to produce 100 gC ·h−1 is of interest for the
design. A smaller volume is strongly favoured for construction complexity reasons. This is also the
reason the reactor is not sized to CO2 gasification.

A large amount of experimentally obtained kinetics are available from our previous work. It has
been confirmed that these kinetics are able to predict methane conversion, carbon deposition and
carbon gasification[1, 2] in a fixed bed reactor. Hence, it is assumed these kinetics are also able to
make an accurate estimation of the workings of the reactors modelled in this section.

Reactor principle of operation

From the reactor selection, a favourable reactor is a rotating fixed bed. This fixed bed rotates along
its axial center line. This design is presented conceptually in figure B.8a. Because of this rotation,
solids are moved throughout the system. If the gasses fed to this rotating volume do not rotate and
are fed at a stationary point, the solids can be transported from a decomposition to a gasification
area, and so on. This allows quick switching of gasses, which was a requirement uncovered in
section B.1. To prevent mixing of gasses in the bed, the reactor must be divided into a number of
partitions. Additionally, if the outer heaters are stationary, the solid temperature will also be varied
with location.

An alternative design may also be viable. In this case, presented in figure B.8b, the reactor itself is
stationary. The bed is divided into a number of partitions, each with an own gas inlet. Using valves,
the gasses are switched over the partitions over time, mimicking the transport of solids from area
to area. The heater then needs to be divided in partitions and rotate, to still be able to facilitate
the temperature change over time. The difference between this case and a conventional cyclically
operating fixed bed is two fold. First, still the parts of the reactor volume have a different function
at the same time, eg. decomposition or gasification. Secondly, the heater temperature over time
can be constant over time. The movement of the heater results in the desired temperature change
of the reactor over time. This is a major advantage, as a heater cannot change its temperature
sufficiently fast.

Table B.14: Overview of RFBr design options

Option Bed Heater Gas inlets
1 Rotating Stationary Stationary, no switching
2 Stationary Rotating Stationary, switching of gasses over time
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Tdec=1100 °C

Tgas=1200 °C

Fixed bed

Rotating

(a) Option 1: Rotating reactor with station-
ary heater. Gasses are fed at stationary
points in space and are not switched over
time. Heater temperature is constant over
time.

Tdec=1100 °C

Tgas=1200 °C

Fixed bed

Stationary

(b) Option 2: Rotating heater with stationary
reactor. Gasses are fed at stationary points
in space and are switched over time, corre-
sponding to the local heater temperature.
Heater temperature is constant over time.

Figure B.8: Two options for rotating fixed bed
design. Fixed bed has 8 partitions. Temper-
atures are crude estimations of actual used
heater temperatures.

Both options are presented in figure B.8 and summarized in table B.14. Note that the design points
discussed in section B.2.2 are equally valid for both design options. A difference in construction
complexity does exist however. After consulting with our experienced technicians, it was decided
that option two is more favourable to construct, as the high temperature reactor is now completely
stationary.

B.3.2 Model equations

In this section the workings of the model are presented. Since this is a continuous process, the
rotating fixed bed will need to reach some kind of (quasi) steady state. What is meant with this is
that even though the carbon loading and temperature of a particle within the bed will vary over
time, the variation will be some repeating pattern, that is if this quasi steady state is reached.

The reactor geometry is transferred to MATLAB’s solvepde solver. Normal fixed bed equations
can be used, depending on the partition in which the relevant mesh element exists the equations
change between decomposition and gasification.

The energy balance (equation B.16) heat transport through the solids as well as the reaction
enthalpy, it has unit J ·mr

−3 ·s−1. The term Rx denotes either pyrolysis, gasification or air oxidation,
and has a corresponding η and ∆H .

ϵρCp
dT

d t
=λd 2T

dr 2 +λd 2T

dθ2 ±ηRx∆Hr,x Aex (B.16)
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Note that the gas phase is not taken into account for this equation. The energy required to heat up
the gas phase from room temperature to reactor temperature cannot be ignored. However, the
setup is designed in such a way that the gas temperature approaches the reactor solids temperature
before it enters the bed. Hence, the energy required to heat the gas phase coming from the reactor is
relatively small and can be ignored. This was verified further by a model calculation. Furthermore,
the axial conductivity can also be ignored, as the temperature radial gradients (and therefore the
amount of heat transported) are significantly larger than the axial gradients.

The boundary condition is given by the following continuous flux relation. The heater temperature
Th will vary over time, according to the set points and heater rotation speed.

λe f f
dTw,i nt

dr
=λw all

Tw,ex −Tw,i nt

Lw
=σϵF1,2

(
T 4

h −T 4
w,ex

)
(B.17)

The ODE describing loading on the particle during gasification and decomposition, Rx being the
gasification or decomposition rate, Rx =0 for the flush partitions, it has the unit mol ·m−3 · s−1:

dC

d t
=±ηRx Aex (B.18)

The gas phase is modelled as a PFR. At the high linear gas speeds, little backmixing is expected.

d(Cx ug )

d z
=±ηRx Aex (B.19)

Since the amount of moles in the gas phase due to the reactions in the partitions, a flux balance
was used for all partitions. The model divides the length of the reactor in n elements of length d z.
For each element or disk, the heat and mass balances are solved by matlabs solvepde routine.

B.3.3 Results

The included process parameters and their boundaries are presented in table B.15. All these
boundaries were based on previous work. The model was used to determine the possible operating
window within these established boundaries. No optimization solvers were used in this part of
the work. Since the model is solved relatively fast, all combinations of these process parameters
could be evaluated in a short amount of time. Because of the large number of varied parameters,
the final dataset contains a lot of dimension, it is visualize this data. Therefore, the influence of
these parameters is discussed step-wise. In table B.16 the parameters that will not be varied are
presented. These are mostly set by the demands presented in section B.2.2.
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Table B.15: Overview of parameters and
boundary values used in RDR optimization

Parameter Lower boundary Upper boundary Unit Comment
Tdec 1100 1200 °C From heat transfer section A.3
Tgas 1100 1300 °C From heat transfer section A.3

rr 0,03 0,08 m From heat transfer section A.3
Lr 0,1 0,3 m Based on experiments[1]

τdec 30 420 s From particle follow section B.1
Ndec 2 5 From particle follow section B.1
Ng as 1 4 From particle follow section B.1

Table B.16: Overview of parameters constant
throughout RDR optimization, 1 measured as
amount of carbon gasified.

Parameter Value Unit Comment
C1 production 100 gC ·h−1

Gas conversion >99% - Stability reason
Ap 600000 mp

2 ·mr
−3 Particle characteristic

φm 100 gC ·h−1

φox 165 g/h 10% molar excess
Ntot 6 - Number of partitions, set for construction complexity

To clarify the results presented in this section, first the effects of varying Tdecand Tgasheater set
point are presented for a single reactor size. (rex = 0.06m,L = 0.3m Ndec :Ng as =4:2). In figure
B.9 the obtained results are presented as contour plots. In the left figure, the fraction of carbon
produced at or below the desired temperature is presented. Ideally this fraction is 1, so that the
carbon is reactive during the gasification step. A lower value means that part of the carbon is
produced above 1120 °C, thereby being less reactive during gasification. The right figure shows
the overall amount of carbon produced, as measured in grams per hour gasified, corresponding
to the same temperature set points. The contours show the important characteristics of the
system, as function of the decomposition and gasification temperature set points. Operating at a
desired steady state outside these arced surfaces is not possible, as a net carbon buildup over time
exists in the system, eventually completely filling the reactor with carbon, significantly decreasing
productivity.

In figure B.9 the trade-off between higher Tdecand Tgasheater set point temperatures, a higher CH4
conversion and a lower fraction of desired carbon is visible. Note that the majority of these points
do not meet the demand of near 100% CH4 conversion and are therefore not suitable designs. To
meet this required conversion, high temperature set points are required, yielding a carbon that
cannot be gasified efficiently. That being said, if sufficiently high set points are used, this design
can meet the demand of 100% CH4 conversion.

Because this randomly chosen design can only operate at high heater set point temperatures, it is
likely not the most optimal for our case. Therefore, the entire design area presented in table B.15
was modelled.
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(a) Fraction of desired carbon as function of Tdecand
Tgassetpoints.

1,100 1,120 1,140 1,160 1,180 1,200
1,100

1,120

1,140

1,160

1,180

1,200

1,220

1,240

80

85
87

90

90

92

92

95

95

97

97

98

98

99

99

99

99.9

T dec setpoint [°C]

T
ga

ss
et

po
in

t[
°C

]

(b) Total production of carbon as function of Tdecand
Tgassetpoints

Figure B.9: Modelled fraction of desired car-
bon and total C production for the RDR

In figure B.10 the model results are summarized. The data points in this figure denote a configura-
tion, where steady state operating is possible. Varied parameters are the partition ratio (Ndec :Ng as ,
changing marker), τdec(marker size), reactor diameter (figure a-c), Tdec(indirectly from the y axis,
explained in the paragraph) and Tgas(x axis). These area spanned by these points, together with
marker size reflect the amount of possible combinations. It is therefore desired to span a large
area, combined with a large amount of small and larger markers.

It was found that the most relevant unit to compare is the average carbon deposition temperature
of the system. The decomposition temperature heater set point was highly correlated to the gasifi-
cation temperature heater set point. At optimal conditions, these cannot be chosen completely
freely. When carbon is deposited at higher temperature, a higher gasification temperature is
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required to gasifiy this.

More diameters than the presented values were modelled, however it was found that smaller
diameters only met production at extremely high temperature, which was undesired due to
stability reasons. Furthermore, larger diameters were found to be inefficient in the heat transfer
analysis.

From the figure, it can be seen that a larger reactor is operating at slightly lower temperature to
convert all the incoming methane completely. The particle following study indicates that the
optimal carbon deposition temperature for steam gasification is approximately 1140 °C. When
approaching this temperature, another benefit is added. Ideally, the reactor is able to operate
above, and below this temperature. Hence a radius of 0.07-0.08 m is seen as ideal.

An important find is that more than 1 order of magnitude in range of pyrolysis residence times are
suitable for steady state operation, provided that the partition ratio is changed accordingly. Since
this residence time and partition ratio is changed easily in this design, this is a powerful argument
in favour of the rotating bed reactor.

Furthermore, with slight changes in temperature the solids residence time may be changed,
at equal partition distribution. This means that the influence τdecmay be evaluated (almost)
independently.

Further findings in this study are summarized:

• A reactor length below 0.3 m greatly reduces the operating window, a large amount of lower
temperature points disappear. Since 0.3 m is the approximate maximum heatable length for
this lab scale setup, it was decided not to increase this value.

• The smaller diameters, next to not meeting CH4 conversion, also do not perform the desired
temperature swing. For smaller diameters, the total heater set point temperature difference
across the reactor diameter results in a too severe temperature gradient, reducing the
temperature difference between the gasification and decomposition partition.

• At larger diameters (>0.08 m), the temperature swing is more pronounced near the reactor
wall. However, however the bed center temperature is too low to participate significantly in
the reaction. All sizes are able to meet the 100% conversion demand, even at lower reactor
lengths, due to the lower gas velocities present. Moreover, a construction perspective, the
larger diameter is undesired.
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Figure B.10: Operating window for the RDR. Various τdecand Tdecand partition ratios as
function of Tgas. For all data Lr =0.3 m, steam gasification only. Further data is presented
in table B.16

B.3.4 Conclusion on RFBr

Detailed modelling indicates that a lab scale rotating fixed bed reactor (RFBr) divided into 6
partitions is able to facilitate a continuous methane pyrolysis-gasification process. After evaluating
numerous combinations of process parameters, an ideal reactor radius has been estimated in
the range of 0.07-0.08 m. This allows operating in a large range of parameters, whilst keeping the
reactor volume in acceptable range.

From a research perspective, the ability to vary a large amount of process parameters is valuable.
Therefore, the rotating bed reactor is seen as a suitable candidate for this stage of the project.

B.4 Conclusion

In this section, reactor design parameters were established for a lab scale setup. It was aimed
to develop a setup, capable of varying as many controllable parameters as possible. Moreover,
the operating window should be as big as possible. Before this information could be obtained,
several studies were performed. First, a kinetic analysis was performed. For an arbitrary reactor
the approximate operating window was established. Furthermore, the most ideal pyrolysis and
gasification conditions were established. From this information, demands on the lab scale setup
were formulated.
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A reactor selection procedure yielded a rotating fixed or fluidized bed as the most ideal reactor
archetype. The excellent solids residence time control, coupled with fast temperature change and
relatively low technical complexity were the biggest arguments in favour of this type.

A simulation was constructed. The design parameters were investigated. It was found that a
radius if 0.07-0.08 m and a length of 0.3 m yielded the most versatile system, hence this was
the constructed size. The range in heater set point temperature was found to match with the
specifications of the heaters used in previous work, hence this technology was selected. Required
gas flows were used to size the rest of the equipment.
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