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An Optimal Algorithm for Strict Circular Seriation∗
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Abstract. We study the problem of circular seriation, where we are given a matrix of pairwise dissimilarities
between n objects and the goal is to find a circular order of the objects in a manner that is consistent
with their dissimilarity. This problem is a generalization of the classical linear seriation problem,
where the goal is to find a linear order and for which optimal O(n2) algorithms are known. Our
contributions can be summarized as follows. First, we introduce circular Robinson matrices as the
natural class of dissimilarity matrices for the circular seriation problem. Second, for the case of strict
circular Robinson dissimilarity, matrices we provide an optimal O(n2) algorithm for the circular
seriation problem. Finally, we propose a statistical model to analyze the well-posedness of the
circular seriation problem for large n. In particular, we establish O(log(n)/n) rates on the distance
between any circular ordering found by solving the circular seriation problem to the underlying order
of the model in the Kendall-tau metric.
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cular-arc hypergraphs, circular embeddings of graphs, generative model
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1. Introduction. The seriation problem seeks to order a sequence of n objects from pair-
wise dissimilarity information. The goal is for the objects to be linearly ordered according to
their dissimilarity [17, 25, 26]. Seriation has found applications in several areas such as ar-
chaeology [27], sociology and psychology [17], and gene sequencing and bioinformatics [25, 19].
However, in many applications the objects may be arranged along a closed continuum, result-
ing in a circular order instead. For instance, in de novo genome assembly of bacterial plasmids,
the goal is to reorder DNA fragments sampled from a circular genome [25, 16]. In some prob-
lems in planar tomography, an object’s density is to be reconstructed from projections taken
at unknown angles between 0 and 2π. Reordering the projections according to their angle
enables the reconstruction of the density [9]. In this case, the matrix representation of the
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Chile and ANID – Millennium Science Initiative Program – Millennium Nucleus Center for the Discovery of Structures
in Complex Data, Santiago, Chile (sarmstrong@uc.cl, casinglo@uc.cl).

‡Department of Applied Mathematics, University of Twente, Enschede, The Netherlands (c.guzman@utwente.nl).
§Institute for Biological and Medical Engineering, Pontificia Universidad Católica de Chile, Santiago, Chile and
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1224 S. ARMSTRONG, C. GUZMÁN, AND C. A. SING LONG

pairwise dissimilarities is symmetric, with entries that increase monotonically starting from
the diagonal along each row until they reach a maximum and then decrease monotonically,
when the columns are wrapped around (see Figure 1). Matrices of this form are called cir-
cular Robinson [10, 12] in contrast to linear Robinson dissimilarities, where the entries are
monotone nondecreasing along rows and columns when moving toward the diagonal [15].

Figure 1. Example of a linear Robinson dissimilarity matrix (in the left) and a circular Robinson dissimi-
larity matrix (in the right).

1.1. Our contributions. In this work, we address the problem of circular seriation. In
particular, we address algorithmic questions and study its well-posedness for large n. Some
of our results also apply to the linear case. Our first contribution is to provide a tractable
and natural definition of circular Robinson matrices by leveraging unimodality (cf. Proposi-
tion 3.7). Various definitions of circular ordering have been proposed in the literature (see
subsection 1.2 below), but we believe this one captures intuitively the behavior of circular
data.

Our second contribution is to provide the first optimal algorithm, i.e., with O(n2) time
and space complexity, for the seriation problem on strict Robinson dissimilarity matrices. Our
algorithm is based on known techniques and data structures used in combinatorial seriation,
but by virtue of the strict Robinson property our algorithm is substantially simpler. At a
high level, the algorithm follows a divide-and-conquer approach, where we recursively detect
nearest neighbors between chains of consecutive elements and then resolve the orientations of
such chains by comparing elements from their borders.

Our third contribution is a statistical model for the large n regime. In this model, points
are sampled from a closed curve, which without loss of generality we assume is the unit
circle, with a continuous and strict circular Robinson dissimilarity. Our main result here is
an O(log(n)/n) bound on the expected Kendall-tau distance of any strict circular Robinson
ordering of the data. This result is based on an observation that in the continuous model,
there is essentially1 a unique ordering which makes the dissimilarity continuous and strictly
circular Robinson. This analysis bridges the gap between solutions to the seriation problem
and their accuracy when data is naturally embedded in a continuous circular-like structure.

1In an infinite set, permutations can be identified with bijections. However, given that for any finite sample
we would only observe permutations of finitely many elements, we can substantially reduce the number of
relevant permutations for this question. See section 6 for further details.D
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AN OPTIMAL ALGORITHM FOR STRICT CIRCULAR SERIATION 1225

1.2. Related work. Linear seriation is a classical problem in unsupervised learning and
exploratory data analysis. As such, it has been thoroughly studied; optimal algorithms for
combinatorial seriation are known, as well as spectral methods. In contrast, circular seriation
is substantially less understood. Next we summarize some results from the literature.

Linear seriation. The first polynomial time algorithm for retrieving a linear order from
permuted linear Robinson matrices was due to Mirkin and Rodin [19]. It is based on the
connection between linear Robinson matrices and interval hypergraphs. It uses an algorithm
introduced in [11] as a core subroutine, with an overall running time of O(n4). Chepoi
and Fichet [6] later introduced a simpler algorithm using a divide-and-conquer strategy. By
recursively performing a partition refinement the algorithm computes an ordering in O(n3)
operations and O(n2) space. Using similar techniques, Seston [28] improved the complexity
to O(n2 log(n)). Atkins, Boman, and Hendrickson [1] presented an entirely different strategy
based on Laplacian eigenmaps (see [2]) with running time of O(n(T (n) + n log n)), where
T (n) is the complexity of (approximately) computing the leading eigenvector of a n × n
symmetric matrix. Préa and Fortin in [22] presented an optimal O(n2) algorithm, using an
algorithm from [4] to first compute a PQ-tree which is then updated by the algorithm. For
the sparse case, Laurent and Seminaroti [15] present the similarity-first search algorithm with
O
(
n2 + nm log n

)
operations, where m is the number of nonzero entries of the dissimilarity

matrix.
A natural question is how to perform seriation under noisy measurements of a dissimilarity.

Here, it is known that projecting a dissimilarity on the class of Robinsonian dissimilarities (in
ℓ∞-norm) is an NP-hard problem [7], and constant factor approximation algorithms exist [8].

Circular seriation. In contrast to the linear case, where there is a common consensus for the
definition of linear Robinson dissimilarities, in the circular case many definitions have been
proposed that, although they follow the same intuition, have mathematical formulations that
are not equivalent. The first generalization of Robinson dissimilarities to the circular case was
introduced in [12]. On top of being quite involved, this definition allows bimodality within
each row (modulo n), which is incompatible with a circle embedding. The approach proposed
for circular seriation is an instance of the quadratic assignment problem, which is NP-hard.
A recent work following a similar line is [10]. The authors propose an optimization framework
where they employ a spherical embedding together with a spectral method for circular ordering
in order to recover circular arrangements of the embedded objects. This heuristic has no
theoretical guarantees. A different approach in [9] aims to generalize Atkins’ spectral approach
by considering two eigenvectors. This methodology has asymptotic guarantees due to the
connection between the Laplacian operator and the continuous Laplace–Beltrami operator
over a manifold. Using the same idea, in [26] theoretical guarantees for a spectral method are
introduced for the particular case in which the circular Robinson matrix is circulant, which is
an idealized setting. In the same work, numerical experiments are presented to illustrate how
the spectral method gains robustness by leveraging higher (>2) Laplacian eigenvectors. In [5]
dissimilarities whose ball, 2-ball, and cluster hypergraph correspond to an arc hypergraph are
studied. Such dissimilarities can be considered as generalizations of Robinson dissimilarities to
the circular case. We build upon this work by considering dissimilarities whose ball hypergraph
corresponds to arcs and connect it to other definitions by showing that this definition is
equivalent to requiring that the map j 7→ D(i, j+ i mod n) is unimodal. Brucker and OsswaldD
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1226 S. ARMSTRONG, C. GUZMÁN, AND C. A. SING LONG

in [5] mainly focus in what they call circular dissimilarities which are a particular case of the
previous definition.

1.3. Outline. The paper is organized as follows. Section 2 introduces the notation and
preliminaries. In section 3 we formally introduce the seriation problem and the crucial concept
of Robinson dissimilarities and matrices. In section 4 we present some classical results on the
consecutive ones problem and its connection to seriation, including the PQ-tree data structure,
which is critical for our optimal algorithm. In section 5 we present our optimal algorithm for
strict circular seriation. Finally, in section 6 we provide the generative model of sampling
from a continuous strictly Robinson curve.

2. Preliminaries. Throughout this work, arrays are indexed starting from 0 and are real
unless it is explicitly stated otherwise. We let [n] ≜ {0, 1, . . . , n−1} and denote as Sym(n) the
group of permutations of [n]. A permutation is represented either by a vector π with entries
in [n] or by an n × n orthogonal and {0, 1}-matrix Π. We denote as πr the permutation
that reverses the elements of [n], i.e., πr(i) = n − 1 − i, and πs the cyclic (right) shift on
[n], i.e., πs(i) = i + 1 mod n. We consider the action by conjugation of Sym(n) over the set
of n × n matrices, which is defined by (Π, A) 7→ ΠAΠT . If S ⊂ Sym(n) we denote ⟨S⟩ the
subgroup generated by the elements of S. Finally, we denote the dihedral group of 2n different
symmetries of a regular polygon with n sides as Dihn.

For a countable set X and an enumeration x : i→ x(i) we write xi to denote x(i) and let
#x be the integer such that x(#x) = x. In this work, we consider finite sets of cardinality n.
An enumeration becomes a bijection [n] 7→ X with inverse # : X → [n].

The notion of an ordered set will play a crucial role. A linear order on X is a relation ≤ on
X 2 that is reflexive, antisymmetric, transitive, and total. The pair (X ,≤) is a linearly ordered
set. We say x0, . . . , xN−1 are linearly ordered if xi ≤ xi+1 for i ∈ [N ]. A cyclic order on X is
a relation C on X 3 that is cyclic, antisymmetric, transitive, and total. The pair (X ,C ) is a
cyclically ordered set. A cyclic order induces a linear order on X . For x0 ∈ X we define the
linear order ≤C ,x0 as x ≤C ,x0 y if and only if (x0, x, y) ∈ C . Finally, we say x0, . . . , xN−1 ∈ X
are cyclically ordered if xi ≤C ,x0 xi+1 for i ∈ [N ]. See [20] for more details.

3. The seriation problem and Robinson dissimilarities. We introduce the seriation prob-
lem. Given a setM of n× n real matrices, let the pre-M class be the orbit ofM under the
action of Sym(n) by conjugation. The abstract seriation problem can be stated as [26]

Given A in pre-M find Π in Sym(n) such that ΠAΠT is inM.

The seriation problem is determined by the classM. A solution to the seriation problem for
A is any permutation Π satisfying the above. We denote the set of all solutions by SM(A).

We study two questions about this problem: for which classM can we ensure a solution
exists? and, given this class, is there an efficient algorithm to solve the seriation problem for
any A? In this work we focus on the case where the classM is induced by a dissimilarity on
a finite set X . Our goal is to provide an answer when this dissimilarity may induce a linear or
cyclic order on this set. For this reason, we explicitly distinguish between the linear seriation
problem and the circular seriation problem; the seriation problem refers to either of them.

To answer the first question, in subsection 3.1 we characterize dissimilarities that admit
such linear or cyclic orders, and in subsection 3.2 we discuss how these induce a suitable classD
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of matrices for the seriation problem. We defer the answer to the second question to section 4
and section 5.

3.1. Robinson dissimilarities. Most of the work on the seriation problem has focused on
matrix dissimilarities. In this work, we primarily focus on an equivalent formulation based on
abstract pairwise dissimilarities. This allows for a more transparent presentation of algorithms,
as well as a more natural extension to the case of infinite continuous sets. Later, we provide
a formal connection between the two concepts.

A dissimilarity or premetric d : X 2 → R on X is a nonnegative and symmetric function
that is identically zero on the diagonal. Robinson dissimilarities are dissimilarities to which
we can associate a linear or cyclic order on X .

3.1.1. Linear Robinson dissimilarities. Linear Robinson dissimilarities admit a family of
linear orders on X .

Definition 3.1 (the linear Robinson property). A dissimilarity d on X is linear Robinson if
there exists a linear order ≤d on X such that

(3.1) ∀ linearly ordered x, y, z ∈ X : d(x, z) ≥ max{d(y, x),d(y, z)}.

It is strictly linear Robinson if all the inequalities are strict. We say ≤d is consistent with d
and that d is linear Robinson with respect to ≤d.

Linear Robinson dissimilarities preserve the intervals defined by any consistent order [19].
From Definition 3.1 it follows that for any r > 0 and x ∈ X the (closed) balls Bd

r (x) ≜ {y ∈
X : d(x, y) ≤ r} are intervals in (X ,≤d). In fact, this property uniquely characterizes linear
Robinson dissimilarities. To prove this converse, the appropriate structure to analyze is the
hypergraph Hd with vertex set X and hyperedge set Bd ≜ {Bd

r (x) : x ∈ X , r > 0}. This
hypergraph is called an interval hypergraph if every hyperedge is an interval [14].

Proposition 3.2 (see [19]). Let d be a dissimilarity on X . The following are equivalent:
1. d is linear Robinson.
2. The hypergraph Hd is an interval hypergraph.

It is easy to see that orderings consistent with a given linear Robinson dissimilarity are
never unique. This follows from the natural symmetries of Robinson dissimilarities. Let ≤d

be consistent with respect to d. Its reversal ≤′
d is the linear order defined by x ≤′

d y if and
only if y ≤d x. It is clear that d is linear Robinson with respect to ≤d if and only if it is so
with respect to ≤′

d. Hence, the reversal of an ordering consistent with a dissimilarity is always
consistent with the dissimilarity. Furthermore, there could be other consistent orderings in
the case the dissimilarity is not strict, as we will see in section 4.

3.1.2. Circular Robinson dissimilarities. Circular Robinson dissimilarities arise naturally
when we allow for cyclic orders.

Definition 3.3 (the circular Robinson property). A dissimilarity d on X is circular Robinson
if there exists a cyclic order Cd such that

∀ cyclically ordered w, x, y, z ∈ X : d(y, w) ≥ min{d(y, x),d(y, z)}.D
ow
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1228 S. ARMSTRONG, C. GUZMÁN, AND C. A. SING LONG

We say it is strict circular Robinson if all the inequalities are strict. We say Cd is consistent
with d and that d is linear Robinson with respect to Cd.

Circular Robinson dissimilarities preserve the arcs of any compatible order, i.e., sets of
the form {x ∈ X : (m,x,M) ∈ Cd} for m,M ∈ X called the borders of the arc. Arcs are the
natural analogues of intervals for a cyclic order. Consequently, we say Hd is an arc hypergraph
if all its hyperedges are arcs. The analogue of Proposition 3.2 for a cyclic order is the following.

Proposition 3.4 (see [5, Proposition 5]). Let d be a dissimilarity. The following are equiv-
alent:

1. d is circular Robinson.
2. The hypergraph Hd is an arc hypergraph.

Similarly to the linear case, consistent orderings in the circular case are never unique. Let
Cd be consistent with respect to d. In this case, its reversal C ′

d is the cyclic order such that
(x, y, z) ∈ C ′

d if and only if (z, y, x) ∈ Cd. By definition, d is circular Robinson with respect
to Cd if and only if it is so with respect to C ′

d.

3.2. Robinson matrices. Let d be a dissimilarity on X . To any enumeration x : [n]→ X
we can associate the n×n dissimilarity matrix D with entries D(i, j) := d(xi, xj). It is always
nonnegative, symmetric, and with zero-diagonal. However, some enumerations will endow D
with additional properties. This leads us to the concept of Robinson matrices.

3.2.1. Linear Robinson matrices. If d is consistent with respect to ≤d there exists an
enumeration of X such that for i, j ∈ [n] we have i ≤ j if and only if xi ≤d xj . In this case,
it follows that D induces a linear Robinson dissimilarity on [n].

Definition 3.5 (linear Robinson matrix). A dissimilarity matrix D is linear Robinson if

(3.2) ∀ linearly ordered i, j, k ∈ [n] : D(i, k) ≥ max{D(j, i), D(j, k)}.

It is strictly linear Robinson if all the inequalities are strict.

This implies D is consistent with the standard order on [n], and Proposition 3.2 holds for
D when X = [n].

When the dimension is understood from context, the set of linear and strictly linear
Robinson dissimilarity matrices will be denoted LR and L∗R, respectively. Considering each
one of these sets asM leads to linear seriation and strict linear seriation, respectively.

Note that linear Robinson matrices inherit the symmetries from the dissimilarity. In fact,
it can be verified that D is linear Robinson if and only if ΠrDΠT

r is linear Robinson. Since
Dih1 ∼= ⟨πr⟩, linear Robinson matrices are invariant under the action of Dih1 by conjugation.

3.2.2. Circular Robinson matrices. For the circular case, we endow the set [n] with the
standard cyclic order Cn

(3.3) (i, j, k) ∈ Cn ⇐⇒ (i < j < k) ∨ (j < k < i) ∨ (k < i < j).

We still denote the standard linear order in [n] as ≤.
If d is consistent with respect to Cd there exists an enumeration of X such that (i, j, k) ∈ Cn

if and only if (xi, xj , xk) ∈ Cd. Similarly to the linear case, this implies D induces a circular
Robinson dissimilarity on [n].D
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Definition 3.6 (circular Robinson matrix). A dissimilarity matrix D is circular Robinson if

∀ cyclically ordered i, j, k, ℓ ∈ [n] : D(i, k) ≥ min{D(j, k), D(k, ℓ)}.

Therefore, D is consistent with respect to Cn, and Proposition 3.4 holds for D when
X = [n]. When the dimension is understood from context, the set of circular and strictly
circular Robinson matrices is denoted by CR and C∗R, respectively. Considering each one of
these sets leads to the circular seriation problem and the strict circular seriation, respectively.
Comparing Definition 3.5 and Definition 3.6, it is apparent that every linear Robinson matrix
is also circular Robinson. In this sense, the notion of circular Robinson extends that of
linear Robinson. The difference between linear and circular Robinson matrices is illustrated
in Figure 1.

We provide an alternative definition for circular Robinson matrices that will be useful in
what follows. Let f : [n]→ R. A mode is any m ∈ [n] such that

∀ i, j ∈ [n] :
(
i ≤ j ≤ m or m ≤ j ≤ i

)
⇒ fi ≤ fj ≤ fm.

We say f is unimodal if it has a mode. We say f is strictly unimodal if it has at most two
distinct, consecutive modes m1 ≤ m2 with fm1 = fm2 and

∀ i, j ∈ [n] :
(
i < j < m1 ⇒ fi < fj < fm1

)
and

(
i > j > m2 ⇒ fi < fj < fm2

)
.

Notice that when m1 < m2 there are two modes, whereas when m1 = m2 there is only one
mode. Our definition above allows us to treat both cases simultaneously. From the definition
it is clear that every subsequence of a strictly unimodal sequence is also strictly unimodal.
The proof of the following result is deferred to Appendix A.1.

Proposition 3.7. Let D be a dissimilarity matrix. The following are equivalent:
1. D is circular Robinson (resp., strict circular Robinson).
2. For any i ∈ [n] the function j → D(i, i+j mod n) is unimodal (resp., strict unimodal).

This property is naturally invariant under cyclic permutations.

Proposition 3.8. A dissimilarity matrix D is circular Robinson if and only if ΠrDΠT
r and

ΠsDΠT
s are circular Robinson matrices.

Proof. First, notice that the (i, j) entry of ΠsDΠT
s and ΠrDΠT

r are D(i + 1 mod n, j +
1 mod n) and D(n−1− i, n−1−j), respectively. Noticing that {D(i mod n, i+j mod n)}n−1

j=0

is unimodal for all i, we have that {D(i + 1 mod n, i + j + 1 mod n)}n−1
j=0 and {D(n − 1 −

i mod n, n − 1 − i + j mod n)}n−1
j=0 are unimodal. Therefore ΠrDΠT

r and ΠsDΠT
s are also

circular Robinson.

Since Dihn ∼= ⟨πr, πs⟩ it follows that circular Robinson matrices are invariant under the
action of Dihn by conjugation. This invariance is particular to the definition and should not
be taken for granted. Other definitions proposed in the literature, e.g., [26], do not enjoy this
property. We believe that cyclic invariance makes the definition arguably more natural.D

ow
nl

oa
de

d 
04

/1
2/

22
 to

 1
30

.8
9.

47
.1

29
 . 

R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

s:
//e

pu
bs

.s
ia

m
.o

rg
/te

rm
s-

pr
iv

ac
y



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
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3.3. Robinson orderings. The seriation problem does not assume we observe a linear or
circular Robinson dissimilarity matrix, but instead its image under conjugation by an unknown
permutation matrix. In other words, we observe matrices in pre-LR and pre-CR. We call such
matrices Robinsonian matrices.

Given a Robinsonian matrix and an algorithm for the corresponding seriation problem, the
set of solutions may not be a singleton. In fact, the symmetries of linear and circular Robinson
dissimilarity matrices ensure they will never be a singleton. We call Robinson orderings all
the orderings represented by the elements in the set of solutions.

Although there will never be a unique Robinson ordering, we can at least distinguish
which ones are due to the natural symmetries of the problem. Therefore, for the linear seriation
problem we call solutions in the same orbit under the action Dih1 the trivial solutions, whereas
we call those in different orbits nontrivial solutions. The same criteria apply for the circular
seriation problem when the action of Dihn is considered instead.

4. The consecutive ones problem and PQ-trees. Robinson matrices turn out to be
natural to formulate the seriation problem. We now review the connection between this
problem and the consecutive ones problem. This connection yields polynomial time algorithms
for solving the seriation problem and allows us to introduce PQ-trees, which will be extensively
used in section 5.

4.1. The consecutive ones problem. The linear seriation problem is deeply connected
to a combinatorial problem known as the consecutive ones (C1) problem. To introduce this
problem, consider an m × n binary matrix M . The C1 problem is to find a permutation Π
such that the entries of MΠ equal to one appear consecutively along rows. We say M has the
consecutive ones (C1) property if the C1 problem has a solution for M . An example of such
matrix can be found in Figure 2(a). The first linear time algorithm for the C1 problem was
introduced by Booth and Lueker in [3]. If f is the number of ones in M , then their result
states the C1 problem can be decided in O(m+ n+ f) time.

An extension to this problem is the circular ones (Cr1) problem. The Cr1 problem is to
find a permutation Π such that the entries of MΠ equal to one appear consecutively modulo n
along rows. We say M has the circular ones (Cr1) property if the Cr1 problem has a solution
for M [29]. This problem can also be solved efficiently as it can be reduced to the C1 problem.
Let M be the matrix such that every row with a 1 on its first entry is complemented. Then M
satisfies the Cr1 property if an only if M satisfies the C1 property [29, Theorem 1]. Therefore,
by forming the complement, the Cr1 problem can be decided in polynomial time.

Both problems are connected to the seriation problem through the ball hypergraph HD,
introduced in subsection 3.1. In fact, interval and arc hypergraphs are precisely those for
which their incidence matrices, respectively, satisfy the C1 and Cr1 properties [14]. This
suggests how to efficiently solve the seriation problem for Robinson matrices.

Theorem 4.1 (see [6, 19]). The linear and circular seriation problem can be reduced in
polynomial time and space to deciding, respectively, the C1 and Cr1 problem. Robinson ma-
trices can be recognized in O

(
n3

)
time and with O

(
n3

)
space.

The bounds above follow from the worst case in whichHD has O
(
n2

)
different hyperedges.

In this case, for each of the n possible centers and each row i ∈ [n] the matrix can take O(n)
possible values. In this case, the incidence matrix has O(n3) entries.
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
1 2 3 4 5 6
1 1 0 0 0 0
0 1 1 0 0 0
1 1 1 1 0 0
0 0 0 1 1 1
0 0 0 0 1 1


(a) M ∈ {0, 1}5×6 with
the consecutive ones
property.

Q

Q

1 2 3

4 P

5 6

(b) PQ-tree T represent-
ing the solutions of the C1
problem for M .

{(1, 2, 3, 4, 5, 6), (5, 6, 4, 1, 2, 3),
(3, 2, 1, 4, 5, 6), (5, 6, 4, 3, 2, 1),
(1, 2, 3, 4, 6, 5), (6, 5, 4, 1, 2, 3),
(3, 2, 1, 4, 6, 5), (6, 5, 4, 3, 2, 1)}
(c) The set S(T ) of permutations
represented by the tree.

Figure 2. A PQ-tree of all solutions to the C1 problem for a {0, 1}-matrix.

4.2. PQ-trees. The algorithmic structure underlying the algorithm to solve the C1 prob-
lem is the PQ-tree. A PQ-tree T on a set X is a rooted tree with two types of internal nodes
denoted by P , represented as circles, and Q, represented as rectangles, and where the leaves
represent the elements in X . The type of node represents admissible permutations on X :
children of a P -node can be permuted arbitrarily, whereas children of a Q-node can only be
reversed. Figure 2(b) shows an example of a PQ-tree.

PQ-trees are related to the C1 problem as follows. Let Yi be the indices of the columns
of M such that its ith entry is equal to one. Then Y = {Yi}i≥0 is a collection of subsets of
[n]. The C1 problem can be solved if we can permute the elements of [n] so that every Yi
becomes an interval. The algorithm starts with a single set Y1 = {Yi1} and determines the set
of admissible permutations such that Yi1 becomes an interval. These can be represented by a
PQ-tree T1 (see [3] and [4]). The algorithm proceeds by adding a Yi2 to form Y2 = {Yi1 , Yi2}
and update the PQ-tree accordingly. The main contribution of [4] is an algorithm for updating
Tk in a way that given any subset Yk ⊆ [n], the set of permutations represented by the updated
tree Tk+1 is precisely the set of admissible permutations of Yk+1 ∪ {Yk}. This is done in time
linear in the size of Yk. The algorithm finishes when Y is attained.

As an example, by considering all rows of the binary matrix in Figure 2(a), the resulting
PQ-tree at the final step would be the one in Figure 2(b), and the solution set would be the
one in Figure 2(c).

5. Optimal algorithm for strict circular seriation. In this section, we present an optimal
algorithm for circular seriation in the strict Robinson case. We note in passing that our
algorithm works as well for the strict linear case, but we omit this variant. Our algorithm
runs in O(n2) time and space, which is obviously optimal, since it is the time required to
read the input and the space required to provide a strict Robinson dissimilarity.2 The core
algorithm relies on two main ideas: merging nearest neighbors and discarding forbidden arc
reversals. We recursively merge nearest neighbors, using the fact that nearest neighbors are
guaranteed to be consecutive elements in a strict Robinsonian ordering. Exploiting this fact
we can obtain chains of consecutive elements which are stored in Q-nodes of PQ-trees. The
most delicate part of the algorithm consists in efficiently deciding whether each Q-node can

2Given the strict Robinson property, it is clear that the underlying matrix is dense, and therefore O(n2)
memory is required to even provide the input.D
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1232 S. ARMSTRONG, C. GUZMÁN, AND C. A. SING LONG

be uniquely oriented. In that case, such Q-node can be deleted and its children merged to
the parent Q-node. We will indistinctly refer to this operation as the Q-node being fixed or
oriented . The process of building chains of consecutive elements and deciding their orientation
can be done in several ways. The advantage of our algorithm is that the total number of
comparisons to decide each orientation is bounded by O(n), which leads to a running time
O(n2).

We provide preliminary results in subsection 5.1 and subsection 5.2 about the arc structure
of the nearest-neighbor graph and the treatment of arc reversals. Then, in subsection 5.3 we
develop our algorithm, whose correctness and optimality are proved in subsection 5.4.

5.1. Preliminaries part I: Nearest neighbors graph in strict Robinson dissimilarities.
One of our algorithmic building blocks is based on the idea that in the case of strict dissimi-
larities, a pair of nearest neighbors must lie consecutively in any Robinson ordering. In this
subsection, we prove this fact and use it to justify the first step of our algorithm, which is
based on merging nearest neighbors to reduce the size of the instance.

Given D ∈ pre-CR, a collection of subsets P = {Ii}i≥0 of X is said to be an arc partition
if P is a partition of X and every set Ii is an arc of consecutive elements in any Robinson
ordering. The set of nearest neighbors of x ∈ X is defined as NN(x) ≜ argminy∈X\{x} d(x, y).
The nearest-neighbors graph is an undirected graph GNN(X ,d) = (X , E) such that {x, y} ∈ E
if and only if x ∈ NN(y) or y ∈ NN(x). An essential condition of strict Robinson dissimilarities
is what we called the nearest-neighbor condition, which implies that the connected components
of the nearest-neighbors graph correspond to arcs of consecutive elements, and since connected
components form a partition, such a collection corresponds to an arc partition.

Definition 5.1 (nearest-neighbor condition). A dissimilarity matrix D ∈ Rn×n is said to
have the nearest-neighbor condition if it holds that NN(i) ⊆ {i− 1 mod n, i+ 1 mod n}.3

It is immediate to verify that strict circular Robinson dissimilarities satisfy the nearest-
neighbor condition, which is not necessarily true in the nonstrict case.

We also recall from graph theory that given a graph G = (X , E) and a node x ∈ X ,
the set of adjacent nodes to x is denoted as NG(x) ≜ {y ∈ X : {x, y} ∈ E}. The function
x 7→ NG(x) is called the neighborhood. The cycle graph Cn = ([n], E) is the graph with edge
set E = {{i, (i + 1) mod n} : i ∈ [n]}. If a graph G is a subgraph of Cn, then it is clear
that its connected components correspond to arcs of ([n],Cn). A direct consequence of the
nearest-neighbor condition is that the nearest-neighbors graphs of strict circular Robinson
dissimilarity matrices correspond to subgraphs of Cn.

Our algorithm relies crucially on the fact that strict dissimilarities must respect nearest
neighbors in any Robinson ordering. This is not necessarily true in the nonstrict case.

Lemma 5.2. Let D ∈ pre-C∗R and i ∈ [n]. Suppose that j ∈ NN(i); then in any Robinson
ordering σ, the elements i and j are consecutive.

Proof. Let σ be any Robinson ordering. Let j ∈ NN(i), and let r ≜ D(i, j). This implies
that for any k ∈ B(i, r) \ {i}, D(i, k) = D(i, j). Suppose by contradiction that there exist
k1, i, k2 consecutive in σ, with j ̸= k1, k2. Since in any Robinson ordering balls are arcs, this

3Given some enumeration # and i ∈ [n], when we write NN(i), we refer to the set #(NN(xi)).D
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implies that either k1 ∈ B(i, r) or k2 ∈ B(i, r). Any of the two cases is a contradiction with
the nearest-neighbor condition, proving the result.

Since nearest-neighbors must be consecutive, we get that the connected components of the
nearest-neighbors graph of a strict circular Robinson dissimilarity correspond to arcs of any
Robinson ordering. Hence, the set of connected components constitutes an arc partition. The
fact that this graph is a subgraph of the cycle graph makes computationally efficient finding
the order intrinsic to each component, and the task is divided in two steps:
1. Find all degree 1 nodes. These correspond to the borders of the components.
2. Perform depth-first search (DFS) (Algorithm B.2) starting at each nonvisited degree 1

node. The order of visits will follow the Robinson ordering (or backwards).
If there are no degree one nodes, then4 GNN

∼= Cn and therefore we can start at any node.
For an algorithmic implementation, tuples can be used to represent the local fragments of
Robinson orderings (Q-nodes). A tuple is an ordered set α = (a0, a1, a2, . . . , ak−1). We write
α(i) to denote ai, the ith element of α. Each connected component will be stored in a tuple
α, where α(j) is the jth element visited by performing a DFS. The procedure is summarized
in the procedure Arc Partition (Algorithm B.1), whose correctness is stated in the following
proposition (the proof of the next result is omitted for brevity).

Proposition 5.3. Given a matrix D ∈ pre-C∗R, by performing Arc Partition with input
([n], D) the resulting tuples follow an arc ordering for every Robinson ordering.

5.2. Preliminaries part II: Orienting arcs. The previous section tell us that nearest neigh-
bors must be consecutive in the strict Robinson case. By exploiting this idea we can obtain
ordered sequences of elements stored in Q-nodes of a PQ-tree. Notice, however, that Q-nodes
are allowed to be reversed, which at this point of the algorithm is not guaranteed to lead
to Robinson orderings. If this is not the case, the inconsistent ordering must be discarded,
which corresponds to removing the Q-node and merging its children directly to the parent
Q-node. We call this process orientation. In this section we provide computationally efficient
conditions to determine when a Q-node must be oriented. Each Q-node α in a tree T can
be associated with an arc Iα in X : the arc of all leaves in X which are descendants of α.
Reversing α corresponds to reversing Iα. The first relevant concept to determine when it is
possible to reverse each arc is the strictly overlapping condition, which has been studied, for
instance, in [23] and in [14]. An example of the property can be seen in Figure 3(a).

Definition 5.4. Two arcs I and J are said to strictly overlap, denoted by I ≬∗ J , if

1. I ̸⊂ J , 2. J ̸⊂ I, 3. Ic ̸⊂ J , and 4. J ̸⊂ Ic.

Observation 5.5. The relation ≬∗ is symmetric and equivalent to

1. I ∩ J c ̸= ∅, 2.J ∩ Ic ̸= ∅, 3. Ic ∩ J c ̸= ∅, and 4. I ∩ J ≠ ∅.

Lemma 5.6. Let I and J be two arcs. Let a, b and a′, b′ be the borders of I and Ic,
respectively, where a and a′ (b and b′) are consecutive in the cyclic order. Then I ≬∗ J if and
only if one of the following conditions holds:

4We use the symbol ∼= to denote either graph or group isomorphism.D
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a0

a1

a2

a3

a4
a5

a6

a7

a8

a9

a10

a11
a12

a13

a14

a0

a1

a6

a5

a4
a3

a2

a7

a8

a9

a10

a11
a12

a13

a14

Figure 3. In the left, two strictly overlapping arcs I = {ai}6i=2 (blue and purple) and J = {ai}9i=5 (red
and purple). The intersection I ∩ J = {a5, a6} in purple. In the right, we have the ordering after the action
of the permutation σ that reverses the elements of I.

(i) {a, a′} ⊂ J and {b, b′} ⊂ J c or (ii) {b, b′} ⊂ J and {a, a′} ⊂ J c.

Proof. We first prove (⇐). Suppose (i) holds (the other case follows analogously). Then
since a ∈ I and a′ ∈ Ic we get conditions 2 and 4 of Observation 5.5. Now, since b ∈ I and
b′ ∈ Ic we get conditions 1 and 3 of Observation 5.5.

Next we prove (⇒). First we notice that there are at least two elements in I and two
elements in Ic (otherwise containing a single element of these arcs would imply containing the
whole set, contradicting one of the conditions in Definition 5.4). Hence, the elements a, b, a′,
and b′ exist and are distinct. Suppose a ∈ J (the case a ∈ J c is analogous), and let z ∈ J \I
(exists by hypothesis). Since J is an arc, it must contain one of the two paths connecting a
and z. Since it does not contain the whole I, it must be the path that covers a′; therefore,
{a, a′} ⊂ J and b /∈ J . On the other hand, since it does not contain the whole Ic, b′ /∈ J . It
follows that {b, b′} ⊂ J c.

Given an arc I = {a0, . . . , ak−1} (where elements are indexed following the cyclic order),
we define the permutation that reverses I as the permutation σ such that σ(aj) = ak−j−1 for
j ∈ {0, . . . , k − 1} and σ(x) = x if x /∈ I.

Lemma 5.7. Let I and J be two arcs, and let σ be the permutation that reverses the
elements of I. Then I ≬∗ J if and only if the permutation of J by σ is not an arc.

Proof. We first prove (⇐). By contraposition, assume any of the conditions in Defini-
tion 5.4 do not hold; then it is easy to see that σ(J ) = J , which is an arc. Now we prove
(⇒). If I ≬∗ J , then at least one of the conditions of Lemma 5.6 hold. Since σ(a) = b,
σ(b) = a, σ(a′) = a′, and σ(b′) = b′, then σ(J ) is not connected and thus it is not an arc.

As an example, consider the two strictly overlapping arcs I and J in Figure 3. By reversing
I, the arc J gets ripped appart into two disconnected pieces: namely its red nodes and its
purple nodes. Recall from Proposition 3.4 that a dissimilarity matrix is circular Robinson
if and only if each ball J is an arc. Therefore, any arc I cannot be arbitrarily reversed to
produce a new Robinson ordering if and only if there is some ball that strictly overlaps with
I. In terms of PQ-trees, a necessary and sufficient condition for a Q-node α to be orientable
is the existence of some z ∈ X and r > 0 such that the ball Br(z) strictly overlaps with Iα. InD
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AN OPTIMAL ALGORITHM FOR STRICT CIRCULAR SERIATION 1235

such case, one of the two orientations of the node is not compatible with a Robinson ordering
since in one of these orientations the ball gets disconnected. By Lemma 5.6, to determine the
orientation of the arc I one could equivalently check whether there exists z ∈ X and r > 0
such that[

{a, a′} ⊂ Br(z) ∧ {b, b′} ⊂ Br(z)
c
]
∨

[
{b, b′} ⊂ Br(z) ∧ {a, a′} ⊂ Br(z)

c
]
.

If none of this conditions hold, then we say the arc is not orientable which means that the
Q-node in the tree must be preserved. Notice that this requires knowing that a, b (a′, b′) are
the borders of I (resp., Ic) in advance. Border Candidates Orientation (Algorithm 5.1) is an
efficient way for orienting the arc I with respect to the dissimilarity d when we have border
candidates but the actual borders within the candidates are unknown.

Definition 5.8 (border candidates of an arc). A 4-tuple of sets (A′,A,B,B′) are said to be
border candidates of the arc I if the following properties hold:

1. A,B ⊂ I and A′,B′ ⊂ Ic.
2. The sets are pairwise disjoint.
3. If a, b are the borders of I and a′, b′ are the borders of Ic, then a ∈ A, b ∈ B, a′ ∈ A′,

and b′ ∈ B′.
4. Either (A′,A,B,B′) or (A′,B,A,B′) is cyclically ordered.5

The next result provides correctness for Border Candidates Orientation (Algorithm 5.1)
(see its proof in Appendix A.2).

Lemma 5.9. Let I ⊂ X be an arc in any Robinson ordering. Suppose a, b are the borders
of I and a′, b′ are the respective borders of Ic. Additionally suppose that (A′,A,B,B′) are
border candidates for I. Then, for every z ∈ X , the following statements are equivalent:

1. Both {a, a′} ⊂ Br(z) and {b, b′} ⊂ Br(z)
c hold for some r > 0.

2. There exist (x′, x, y, y′) ∈ A′ ×A× B × B′ such that max{fz(x), fz(x′)} < min{fz(y),
fz(y

′)}.
3. It holds that max

{
min fz(A),min fz(A′)

}
< min

{
max fz(B),max fz(B′)

}
.

Above fz(·) ≜ d(z, ·) and given any U ⊂ X , min fz(U) ≜ miny∈U fz(y) (similar for max).

Corollary 5.10. Let I ⊂ X be an arc in any Robinson ordering, and suppose the sets
(A′,A,B,B′) are border candidates for the arc I. Then, Algorithm 5.1 correctly determines if
I must be fixed or reversed or if it is not orientable.

Observation 5.11. The time complexity of Algorithm 5.1 with input (A′,A,B,B′) isO(|X |·
max{|A′|, |A|, |B|, |B′|}); thus it is an efficient way of orienting a Q-node α whenever the set
of border candidates for Iα is not too big.

5.3. The recursive seriation algorithm. We devote the next subsection to describing our
main algorithm: Recursive Seriation (Algorithm 5.2). This algorithm starts from the single-
ton elements of X and proceeds by recursively detecting nearest neighbors among previously
computed arcs, merging them, and deciding whether the merged sets must be oriented. An
important ingredient of our algorithm is the use of Q-trees: this is a useful data structure to

5Formally, the ordered collection is a consistent cyclic quasi-order; see Definition 5.12.D
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Algorithm 5.1 Border Candidates Orientation

1: Input: A sequence of sets (A′,A,B,B′)
2: Let fz(x) ≜ d(z, x) for every z ∈ X
3: Let Oi : X → {True, False} for i = 1, 2, 3, 4 be defined by
4: O1(z) ≜ max

{
min fz(A),min fz(A′)

}
< min

{
max fz(B),max fz(B′)

}
5: O2(z) ≜ max

{
min fz(B),min fz(B′)

}
< min

{
max fz(A),max fz(A′)

}
6: O3(z) ≜ max

{
min fz(A),min fz(B′)

}
< min

{
max fz(A′),max fz(B)

}
7: O4(z) ≜ max

{
min fz(B),min fz(A′)

}
< min

{
max fz(B′),max fz(A)

}
8: for z ∈ X do
9: if O1(z) ∨O2(z) then

10: return ‘correct’

11: else if O3(z) ∨O4(z) then
12: return ‘reverse’

13: end if
14: end for
15: return ‘not orientable’

16: Output: A string determining the orientation of the input

merge arcs, as well as fixing the orientations when they are detected. In order to run in total
quadratic time, great care is needed regarding the number of comparisons used to decide the
orientations, for which we find it useful to compute border candidates for Q-trees.

For the sake of readibility, we dissect the main algorithm in terms of various subroutines,
which are presented and analyzed separately. Hence, we structure our presentation as follows.
In subsection 5.3.1 we specify the initialization of Recursive Seriation . In subsection 5.3.2,
we describe the key operation of computing the border candidates of a Q-tree, summarized
in the procedure Border Candidates (Algorithm 5.3). Next, in subsection 5.3.3 we describe
the operation of computing dissimilarities among Q-trees and how this leads to the recursion
behind Recursive Seriation . In subsection 5.3.4 we study the process of deciding the orienta-
tion among consecutive children of a given Q-node, including a pseudocode of this procedure
Consecutive Orientation (Algorithm 5.4). Next, in subsection 5.3.5 we use the previous sub-
routine and complement it with the additional steps required to completely orient the internal
nodes of a Q-tree; the associated subroutines here are in the procedures Complete Internal

Orientation (Algorithm 5.5) and Final Orientation (Algorithm 5.6). In subsection 5.3.6 we
provide a method to decide the orientation between trees that have been detected to be nearest
neighbors; the useful subroutine here is the External Orientation (Algorithm 5.7).

5.3.1. Initialization. Recursive Seriation receives as input a family T of Q-trees (which
are PQ-trees composed solely by Q-nodes) with leaves corresponding to elements of X . Given
an instance (X ,d), we initialize the algorithm with (X ,d,T), where T = {x : x ∈ X}. For
each T ∈ T we write as ∂T the set of leaves of T . Hence, in the initial case we get ∂x ≜ {x}.

5.3.2. Computing border candidates. We endow each T ∈ T with a set B(T ) of border
candidates,6 which are all leaves of T that appear in the extreme left or right under some

6We emphasize the distinction of the border candidates of a tree, which we are about to introduce, and the
border candidates of an arc, introduced in Definition 5.8.D
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Algorithm 5.2 Recursive Seriation

1: Input: (X ,d,T): d dissimilarity over X ; T family of Q-trees with leaves given by elements of X
2: for T ∈ T do
3: for T ′ ∈ T do
4: dmin(T , T ′), dargmin(T , T ′) = Tree Dissimilarity (T , T ′,d)
5: External Orientation (T , T ′,dargmin(T , T ′))
6: end for
7: end for
8: T′ = Arc Partition (dmin,T)
9: if |T′| = 1 then

10: Final Orientation (T ) {where T′ = {T }}
11: return T
12: else
13: for T ∈ T′ do
14: Complete Internal Orientation (T )
15: end for
16: return Recursive Seriation (X ,d,T′)
17: end if
18: Output: A Q-tree T containing all Robinson orderings

configuration of the tree. Whenever |∂T | ≥ 2, and conditionally on an given orientation of
the root, the set of border candidates B(T ) can be split in two: left and right. The set of left
border candidates, denoted as BL(T ), are all elements in B(T ) that appear in the extreme
left under some configuration of the tree. The definition of BR(T ) is entirely analogous
with appearing on the right. For instance, in the tree T appearing in Figure 5(a), we have
BL(T ) = {a3, b3, b2, b1} and BR(T ) = {b0}.

Let α denote the root of T . Whenever depth(T ) > 1, where depth(T ) denotes the tree-
depth of T , T L (resp., T R) denotes the subtree of T whose root is the first (resp., last) Q-node
among the direct descendants of α. Notice that for the computation of the border candidates
of T it is convenient to consider the relations BL(T ) = B(T L) and BR(T ) = B(T R). Thus, to
obtain B(T ) = B(T L) ∪ B(T R) it suffices to recursively call for the border candidates of the
subtrees T L and T R. Border Candidates (Algorithm 5.3) is a straightforward implementation
of this idea that runs in time O(|B(T )|).

Algorithm 5.3 Border Candidates

1: Input: A Q-tree T
2: if depth(T ) = 0 then
3: return T {Return the single element from the tree}
4: else
5: return Border Candidates (T L) ∪ Border Candidates (T R)
6: end if
7: Output: The set B(T ) of border candidates of T

5.3.3. Computing the minimum pairwise dissimilarity among trees. A second key step
is to define an appropriate dissimilarity between trees. This allows us to solve the problemD
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1238 S. ARMSTRONG, C. GUZMÁN, AND C. A. SING LONG

recursively by decreasing the number of objects we need to sort in each iteration. In the
initial case we have that this dissimilarity corresponds to d, and since it is strict circular
Robinson, Arc Partition (available in Appendix B) with input (T,d) returns an arc partition
of T stored in tuples. The elements in each tuple α must be consecutive. Therefore, for each
α we build a new tree Tα with a Q-node in the root whose ith child corresponds to α(i).
The recursion works by repeating the process over the smaller family of trees T′ = {Tα} until
|T′| = 1.

For this to work we need to define a dissimilarity d′ over T′ in a such way that sorting
T′ with respect to d′ helps us in our goal of sorting T with respect to d. We now pres-
ent a dissimilarity that does exactly that: given two trees T1, T2, consider the dissimilarity
dmin(T1, T2) ≜ min{d(x, y) : x ∈ ∂T1, y ∈ ∂T2}. Also let dargmin(T1, T2) be the collection
of all minimizers of this problem in ∂T1 × ∂T2. The following lemma justifies this choice,
as it ensures that by sorting T′ we obtain a quasi-order among the elements of our original
set T.

Definition 5.12 (quasi-order7). Let (X ,C ) be a cyclically ordered set. An ordered partition
{A0, . . . , Am−1} is a (consistent) cyclic quasi-order if for all (i, j, k) ∈ Cm, x ∈ Ai, y ∈ Aj,
and z ∈ Ak we have that (x, y, z) ∈ C .

Lemma 5.13. Let D ∈ Rn×n be a (strict) circular Robinson dissimilarity, and let {Ai}i∈[m]

be a cyclic quasi-order in [n]. The matrix Dmin(Ai, Aj) ≜ min{D(k, l) : k ∈ Ai, l ∈ Aj} is a
(strict) circular Robinson dissimilarity.

Since nearest neighbors must be consecutive, the family of Q-trees T at each recursion is
guaranteed to satisfy that {∂T }T ∈T is an arc partition. Therefore, by the previous lemma we
have that D′(i, j) ≜ dmin(Ti, Tj) ∈ pre-C∗R (pre-CR) whenever the original dissimilarity matrix
D is in pre-C∗R (pre-CR) and a Robinson ordering for D′ yields a quasi-order for D.

A näıve computation of dmin does not lead to a global O(n2) time complexity. This is
why our next goal is to find a workaround. The next result, which is a direct consequence of
Proposition A.1 in Appendix A.1, implies that we can reduce this search by only considering
border candidates of each tree. In particular, dargmin(T1, T2) ⊆ B(T1)× B(T2).

Lemma 5.14. Suppose D ∈ C∗R, and let I = [a, b] be an arc in ([n],Cn). Then for every
i ∈ Ic, all minimizers of min{D(i, j) : j ∈ I} are contained in {a, b}.

Observation 5.15. Let Tree Dissimilarity be the procedure which receives a pair (T1, T2)
of Q-trees and a dissimilarity d to return dmin(T1, T2) and dargmin(T1, T2) by brute force
comparisons among border candidates. It takes O(|B(T1)| · |B(T2)|) operations and O(1)
space, since by Lemma 5.14, |dargmin(T1, T2)| ≤ 4. We omit its pseudocode for brevity.

Now we introduce the main procedure required for orienting Q-nodes within the trees.

5.3.4. Consecutive Q-nodes orientation. Recall from Corollary 5.10 that in order to
orient the root of a Q-tree T2, it suffices to find border candidates for the arc ∂T2. Let

7This extends the definition introduced in [6] for linear orders to cyclic orders.

D
ow

nl
oa

de
d 

04
/1

2/
22

 to
 1

30
.8

9.
47

.1
29

 . 
R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.s

ia
m

.o
rg

/te
rm

s-
pr

iv
ac

y



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

AN OPTIMAL ALGORITHM FOR STRICT CIRCULAR SERIATION 1239

T1, T2, T3 be children of a Q-node α such that T2 succeeds T1 and precedes T3; then we decide
their orientation with the Consecutive Orientation procedure (Algorithm 5.4).

Algorithm 5.4 Consecutive Orientation

1: Input: Three consecutive subtrees (T1, T2, T3) of a Q-node α
2: Let A′ ≜ B(T1), B′ ≜ B(T3), A ≜ BL(T2) and B ≜ BR(T2).
3: x = Border Candidates Orientation (A′,A,B,B′)
4: if x = correct then
5: Fix the root of T2 in α
6: else if x = reverse then
7: Reverse the root of T2, then fix it in α
8: else
9: Label T2’s root as nonorientable and continue the algorithm as if the root of T2 were fixed. This

node is an actual Q-node of the tree of Robinson orderings.
10: end if
11: Result: The direct children of the root of T2 has been directly connected to α

Since A′ ≜ B(T1), B′ ≜ B(T3), A ≜ BL(T2), and B ≜ BR(T2) are border candidates for
the arc ∂T2, the correctness of the procedure is due to the correctness of Algorithm 5.1. By
Observation 5.11, the complexity is given by O(n ·max{|B(T1)|, |B(T2)|, |B(T3)|}).

In a computational implementation of the algorithm, Q-nodes can be represented by tu-
ples, whereas Q-trees are simply nested tuples. For clarity, we present an example of the
Q-node fixing procedure mentioned in Algorithm 5.4.

In this example we consider Q-node α = ((0, 1, 2), (6, 5, (3, 4)), (7, (8, 9, 10))) taking val-
ues over X = [11]. There are three Q-trees, which are consecutive in α, which are T1 =
(0, 1, 2), T2 = (6, 5, (3, 4)), and T3 = (7, (8, 9, 10)). An example of a possible outcome of
Consecutive Orientation (T1, T2, T3) would be that the root of T2 is reversed and fixed into α.
In such case α is modified into ((0, 1, 2), (3, 4), 5, 6, (7, (8, 9, 10))).

5.3.5. Complete internal orientation of a connected component and final orientation.
A complete internal orientation of aQ-tree T is a process in which we determine the orientation
of all nodes present in T except from those present in T L and T R. For this task we propose
the procedure Complete Internal Orientation (Algorithm 5.5).

Algorithm 5.5 Complete Internal Orientation

1: Input: A Q-tree T with root α and depth(T ) > 1
2: For i ∈ [k], let α(i) be the ith children of α and let Ti be the subtree whose root is α(i)
3: {Notice that T0 = T L and Tk−1 = T R}
4: while ∃ 1 ≤ j ≤ k − 2 such that the node α(j) has not been fixed into α do
5: for i = 1 . . . k − 2 do
6: Consecutive Orientation (Ti−1, Ti, Ti−1)
7: end for
8: end while
9: Result: All elements in ∂T \ (∂T L ∪ ∂T R) are directly connected to α
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Q0

Q1

a1 . . . b1

. . . Qi−1

ai−1. . . bi−1

Qi

ai . . . bi

Qi+1

ai+1. . . bi+1

. . . Qk

ak . . . bk

Q0

Q1

a1 . . . b1

. . . ai−1 . . . bi−1 bi . . . ai ai+1 . . . bi+1 . . . Qk

ak . . . bk

Figure 4. Example of a connected component of the nearest neighbors graph at the second recursion of
Recursive Seriation before and after Complete Internal Orientation .

The orientation over all the nodes is done in a breadth-first search fashion.8 Once again,
the correctness of the procedure is due to the correctness of Algorithm 5.1. As an example,
consider Figure 4. Here, the tree at the top was constructed at the second recursion of the
algorithm and represents a connected component of the nearest-neighbors graph over a family
of Q-nodes. T L corresponds to the tree with root in Q1, and T R corresponds to the tree with
root in Qk. The tree in the bottom corresponds to the tree after Algorithm 5.5.

In the final recursion of Recursive Seriationwe obtain a unique connected component
from Arc Partition , from which we construct a unique tree T such that ∂T = X . Here, the
cyclic order of X implies that the subtrees T L and T R are consecutive. Hence, to orient these
trees we make a slight variation in the procedure Final Orientation (Algorithm 5.6). This is
equivalent to considering the Q-node as a ring rather than as a list.

Algorithm 5.6 Final Orientation

1: Input: A Q-tree T with root α
2: Let α(i) be the ith children of α and let Ti be the subtree whose root is α(i)
3: while ∃j ∈ [|α|] such that the node α(j) has not been fixed into α do
4: if |α| > 2 then
5: Let T−1 ≜ T R and T|α| ≜ T L

6: for i ∈ [|α|] do
7: Consecutive Orientation (Ti−1, Ti, Ti+1)
8: end for
9: else if |α| = 2 then

10: Consecutive Orientation (T R
1 , T0, T L

1 )
11: Fix α(1) into α
12: end if
13: end while
14: Result: All Q-nodes in T are oriented

5.3.6. External orientation of trees. For each T ∈ T, the set ∂T corresponds to an arc,
and as a consequence of Lemma 5.14, dmin(T , T ′) is attained at some x ∈ B(T ) and y ∈ B(T ′)

8This way, trees of same depth are compared in Algorithm 5.4 (excluding comparisons with T L and T R).D
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AN OPTIMAL ALGORITHM FOR STRICT CIRCULAR SERIATION 1241

which are guaranteed to be borders of ∂T and ∂T ′, respectively. Therefore, we must arrange
some of their internal nodes in such a way that x and y lie at the borders. With this purpose
in mind, we propose the procedure External Orientation (Algorithm 5.7).

Algorithm 5.7 External Orientation

1: Input: Q-trees T and T ′. The set dargmin(T , T ′)
2: for (x, y) ∈ dargmin(T , T ′) do
3: if x ∈ BL(T ) then
4: {Fix every Q-node in T L containing x as a descendant from the root until the Q-node α

where x lies in a way such that x is placed on the left}
5: J = T L

6: while depth(J ) > 0 do
7: if x ∈ BL(J ) then
8: Fix the root of J into its parent
9: else

10: Reverse and then fix the root of J into its parent
11: end if
12: J ← J L

13: end while
14: else
15: Proceed analogously, with BR(T ) instead of BL(T ), and placing x at the right, instead of the

left
16: end if
17: end for
18: Complete Internal Orientation (T )
19: Repeat the same procedure with T ′ and y
20: Result: All Q-nodes in either T L or T R (resp., T ′L or T ′R) are oriented

An important observation is that in the tree T resulting from the first part of this procedure
we have that T L = {x} (assuming for simplicity that x ∈ BL(T )). In the second part, we
execute Complete Internal Orientation (Algorithm 5.5) with input T . Since T L = {x} at the
end the only Q-nodes remaining to be oriented are the ones present in T R. As an example,
we consider the Q-trees in Figure 5. Let T be the tree in Figure 5(a). In this example, T L is
the subtree with root in Q1, and T R is the singleton {b0}. Suppose by computing dmin(T , T ′)
for some other T ′ we get that dmin is attained at b2 ∈ BL(T ). In that case, we must fix
T L following the algorithm. Since b2 is a left border in Q1, this node is correctly oriented.
However, since b2 appears in the right of Q2, we must reverse Q2 as in Figure 5(b). The
resulting tree is the one in Figure 5(c). Next, we perform a complete orientation, and the
resulting tree is the one in Figure 5(d).

Notice that excluding the running time of Algorithm 5.5, the number of operations required
for this procedure is bounded by O(depth(T L)).

Observation 5.16. If T is a tree built at the kth recursion of the algorithm, then clearly
depth(T ) ≤ k. We claim that since after this process either T L or T R gets completely oriented,
it holds that |B(T )| ≤ k + 1. We prove this by induction on k. Notice that if T is composed
by a single Q-node in the root, then |B(T )| ≤ 2. Now let T be a tree instantiated at the kth
recursion of the algorithm. Without loss of generality (w.l.o.g.) assume T L gets completelyD
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Q

Q1

Q2

Q3

a3 . . . b3

. . . . . . b2

. . . . . . b1

. . . . . . b0

(a) Step 1

Q

Q2

b2 . . . Q3

a3 . . . b3

. . . b1 . . . b0

(b) Step 2

Q

b2 . . . Q3

a3 . . . b3

. . . b1 . . . b0

(c) Step 3

Q

b2 . . . a3 . . . b3 . . . b1 . . . b0

(d) Step 4

Figure 5. External Orientation over tree T in which dmin(T , T ′) is attained at b2 ∈ BL(T ).

oriented. Then B(T ) = B(T R) ∪ {x}. Hence, |B(T )| = |B(T R)| + 1. The claim follows by
inducting on T R.

5.4. Analysis of the recursive seriation algorithm.

Theorem 5.17. Given D ∈ pre-C∗R, let T be the PQ-tree obtained from Algorithm 5.2 with
input D. Let S(T ) be the set of all orderings of X (permutations) represented by the tree.
Then, SC∗

R
(D) = Dihn ◦S(T ), i.e., it solves the strict circular seriation problem.

Proof sketch. For simplicity, suppose we omit the orientation steps in Algorithm 5.2 and
leave them to the end of the process. This does not affect the set of solutions but may
increase the time complexity. Denote by T pre and T the trees before and after orientation,
respectively. Also let Tk be the family of trees instantiated at the kth recursive step. Notice
that by Lemma 5.13, evaluating dmin over Tk yields a dissimilarity matrix Dk ∈ pre-C∗R. Due
to Proposition 5.3, we have that SC∗

R
(D) ⊂ Dihn ◦S(T pre) (at least all Robinson orderings are

considered at this point). To complete the proof, it remains to show that in T all orientable
Q-nodes originally in T pre had been correctly fixed. To see this notice that the orientation of
each Q-node in T pre is tested either by External Orientation (Algorithm 5.7) or Consecutive
Orientation (Algorithm 5.4). The correctness of External Orientation is due to Lemma 5.14.
The correctness of Consecutive Orientation is due to Corollary 5.10.

Theorem 5.18. Recursive Seriation runs in O(n2) time.

Proof. We count the number of operations required by the procedure Complete Internal

Orientation and Final Orientation separately from the rest. At the ith recursion let T(i)
be the input Q-trees, let k(i) ≜ |T(i)|, and let b(i) = maxT ∈T(i) |B(T )|. Then, by Observa-
tion 5.15, computing dmin takes O(k(i)2 ·b(i)2) operations. By Observation 5.16, the complex-
ity of the procedure External Orientation takes O(k(i)2) operations. Computing GNN takes
O(k(i)2) operations. The procedure Depth-First Search takes O(k(i)) operations.

On the other hand, notice that in each step of the recursion, every tree is merged to its
nearest neighbor. This implies that k(i) ≤ n

2i
and, therefore, the depth of the recursionD
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AN OPTIMAL ALGORITHM FOR STRICT CIRCULAR SERIATION 1243

is bounded by log2(n). Since by Observation 5.16 b(i) ≤ i + 1, there is some constant
C1 > 0 such that the the total number of operations of this procedure is bounded by

C1
∑log2(n)

i=0

(
n
2i

)2
(i+ 1)2 +

(
n
2i

)2
+
(
n
2i

)
= O(n2).

It remains to consider Complete Internal Orientation and Final Orientation . In this
procedures, all Q-nodes α are oriented through Consecutive Orientation (Algorithm 5.4) with
input (T1, T2, T3) where α is the root of T2. To count the operations of this procedure we
consider two cases. The first (and most common) case is when T1, T2, and T3 are trees
instantiated at the same recursive step. In this case, if they were instantiated at the ith
recursion, then by Observation 5.16 and Observation 5.11 the orientation would take O((i+
1) · n) operations.

By counting on the recursion where each node was instantiated, the total number of

operations involving first case Q-nodes can be bounded by C2 ·
∑log2(n)

i=0

(
n
2i

)
(i+1) ·n = O(n2).

A second case to consider is during the complete internal orientation of a connected com-
ponent. Let T be a tree generated from a connected component of the nearest-neighbors
graph at the ith recursion of the algorithm. Then, in Complete Internal Orientation (or
Final Orientation ) with input T , some of the internal Q-nodes will be oriented by having as
border candidates B(T L) and B(T R). Since depth(T ) ≤ i, this can occur for B(T L) (resp.,
B(T R)) for at most i internal Q-nodes of T . Let C(i) be the number of connected components
found in the ith recursion; then the number of second case Q-nodes is at most C(i) · i ·2. Since
by Observation 5.16, |B(T L)| ≤ i and |B(T R)| ≤ i, the number of operations required for ori-
enting all this nodes is bounded by O(C(i) · i2 · n). Again, by counting through the recursion
levels and considering that C(i) ≤ n/2i, the total cost of orienting second case Q-nodes is

bounded by C3 ·
∑log2(n)

i=0

(
n
2i

)
· i2 · n = O(n2), which proves the result.

5.5. PQ-tree of solutions in the strict Robinson case. It is clear that if a sequence is
strictly monotone the only permutation that preserves this property is the one that reverses
the sequence. Therefore if D ∈ L∗R, we have that SL∗

R
(D) = {e, r} ∼= Dih1. However, it is

not immediately clear which permutations are the ones that preserve strict unimodality. The
next lemma will let us conclude that there is at most one nontrivial ordering for D ∈ C∗R.

Lemma 5.19. Let D ∈ C∗R, and let I1, . . . Ik be disjoint arcs of [n]. Let σIi be the permu-
tation that reverses Ii. Then, at most one of the σIi’s produces a new Robinson ordering.

Proof. Suppose σI is a Robinson ordering for some arc I. For every i ∈ [n], let M(i) =
argmaxj D(i, j). We claim that for every i /∈ I it holds that M(i) ⊂ I. Otherwise, given
m∗ ∈ M(i), by the connectivity of I, we must have that I must be strictly contained in one
of the two paths connecting i and m∗. Also notice that D(i, ·) is strictly monotone in such
a path. Hence, reversing I would violate the monotonicity of such sequence (and thus the
unimodality of the whole sequence). This proves the claim. Since Ic is an arc, by the same
argument we have that i ∈ I implies M(i) ⊂ Ic. Hence, the only arcs that can be reversed
are I and Ic.

6. Behavior for large n. The literature on the seriation problem has mostly focused on
finite ordered sets, either linearly or cyclically ordered, on suitable classes of matrices encoding
properties of this order, such as Robinson matrices, and on efficient algorithms for its solution.
However, typically the use of seriation algorithms is motivated by the interpretation of dataD
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as embedded in a closed curve, and it is unclear how these combinatorial solutions relate to
the underlying order of a continuous object.

To bridge this gap, we provide a simple generative model of sampling from a continuous
and periodic structure. That sample, and more specifically the dissimilarities between pairs
of points from the sample, will be the input of our strict seriation algorithm. The question we
want to answer is, to what extent does the solution obtained by the seriation algorithm applied
to a random sample reflect the underlying ordering of the periodic structure? We will answer
this question by proving that as the sample size n grows, the expected Kendall-tau distance
from the strict circular seriation algorithm solution to the order inherited from the continuous
model decreases at a rate O(log(n)/n).

6.1. Reduction to S1. We will consider our periodic continuous structure as parameter-
ized by the unit circle. Equivalently, we will use the set [0, 1) as the set of points, where we
topologically identify 0 and 1, making it a circular-like structure. This set is endowed with
the natural cyclic order, which results from embedding [0, 1) into S1.

We assume the set [0, 1) is endowed with a dissimilarity d. We will make some assumptions
that relate the circular ordering to the circular Robinson property.

Assumption 6.1. d is continuous and strict circular Robinson, i.e.,

(6.1) ∀ cyclically ordered x, y, z, w ∈ [0, 1) : d(y, w) > min{d(y, x),d(y, z)}.

One natural question is how general this continuous model is. We claim that the assump-
tion that our sample space is the unit circle is w.l.o.g. For example, if the sample space is a
one dimensional compact manifold of Rd, we can parameterize the manifold by its arc-length
γ : [0, 1) 7→ Rd and let d(t, s) := ∥γ(t)− γ(s)∥, which is clearly continuous. Notice, however,
that the validity of the strict circular Robinson property is not guaranteed in this example:
such an assumption depends on the relative positions of points in space.

6.2. Solutions in the limit. To understand the set of solutions in the limit we first need
to characterize the natural symmetries of the strict Robinson dissimilarity d. To do so, we
consider the family of cyclic shifts {πs : s ∈ [0, 1)}, defined by πs(t) = t + s mod 1, and
the reversal πr(t) = 1 − t. We let Dih∞ := ⟨πs, πr : s ∈ [0, 1)⟩. In addition, given an arc
I := (t, s) ⊊ [0, 1), we let σI be the bijection that reverses I and fixes Ic. Since in the finite
case all solutions can be expressed as compositions of such permutations, in the continuous
case we look for solutions in Sym(∞) ≜ Dih∞ ◦⟨σI : I arc⟩.

Theorem 6.2. Suppose d satisfies Assumption 6.1, and let π ∈ Sym(∞). If d ◦ π is strict
circular Robinson, then π ∈ Dih∞ .

This result can be seen as a well-posedness statement of the seriation problem in the
continuous limit. Our next goal is to study its consequences for large (but finite) sample size.

6.3. Approximate well-posedness of seriation in the large n regime. We now propose
a sampling model from the continuous model. We uniformly at random extract a size n
sample from [0, 1). We denote this sample by Xn := {x0, . . . , xn−1}. If we let λ be the
Lebesgue measure on [0, 1), then our sampling is distributed as λn. Let DXn denote theD
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dissimilarity matrix associated to Xn. In particular, if x0, . . . , xn−1 are cyclically ordered,
then the dissimilarity matrix is strict circular Robinson (cf. Assumption 6.1).

Although in the continuous case there is a unique Robinson ordering, with finitely many
samples there might exist nontrivial orderings (cf. Lemma 5.19). In what follows we study
conditions under which for a large sample, any ordering in SC∗

R
(DXn) is close to the one induced

by the curve. Our closeness measure is given by the Kendall-tau metric τK , and the goal is
to bound the expected value of the diameter of the set of solutions:

Definition 6.3 (Kendall-tau metric [13, 18]). We define the Kendall-tau distance between
permutations π1 and π2 as τK (π1, π2) ≜ |G (π1, π2) |/

(
n
2

)
, where G (π1, π2) corresponds to the

set of discordant pairs defined as

G (π1, π2) ≜ {(i, j) : i < j, [π1(i) < π1(j) ∧ π2(i) > π2(j)] ∨ [π1(i) > π1(j) ∧ π2(i) < π2(j)]} .

The denominator
(
n
2

)
ensures that τK (π1, π2) ∈ [0, 1]. The next definition of diameter

takes into account that for seriation cyclic permutations provide the same ordering.

Definition 6.4. Given a set S ⊂ Sym(n), the diameter of S is defined as diam(S) ≜
maxπ1,π2∈S minπ̂1∈Dihn ◦π1 τK(π̂1, π2).

Let Arc : [0, 1)× [0, 1)→ [0, 12 ] be the length of the shortest arc connecting two points in
the unit circle, i.e., Arc(θ1, θ2) = min{|θ1 − θ2|, 1− |θ1 − θ2|}. To prove rates on the Kendall-
tau distance we make a final assumption. This condition allows us to avoid making overly
restrictive metric assumptions on the dissimilarity but still enjoy a weaker form of distance.

Assumption 6.5. The dissimilarity d satisfies the following bi-Lipschitz property:

(6.2) (∃L ≥ ℓ > 0)(∀s, t ∈ [0, 1)) ℓ ·Arc(s, t) ≤ d(s, t) ≤ L ·Arc(s, t).

We conclude this section by providing a rate on the expected Kendall-tau diameter of the
set of solutions of the circular Robinson algorithm. Hence, all these solutions must be close
to the underlying order of the continuous model. Its proof is deferred to Appendix A.4.

Theorem 6.6. Let Xn = {x0, x1, . . . xn−1}
iid∼ Unif[0, 1). Then given any d satisfying As-

sumption 6.1 and Assumption 6.5 we have that

(6.3) EXn

[
diam(SC∗

R
(DXn))

]
= O

(
(L+ℓ)

ℓ · log(n)n

)
.

Appendix A. Proofs.

A.1. Proof of Proposition 3.7. We need two auxiliary results first.

Proposition A.1. f is unimodal (resp., strictly unimodal) if and only if for i ≤ j ≤ k we
have fj ≥ min{fi, fk} (resp., fj > min{fi, fk}).

Proof. Suppose f is unimodal, let m be a mode, and suppose there are i, j, k, not all equal,
such that i ≤ j ≤ k and xj < min{xi, xk}. Then xi > xj and xj < xk. This implies m ≤ j
and m ≥ j. Hence m = j. This is a contradiction. Now, suppose f satisfies the inequality
but has no mode. Then j is not a mode, and there is i < j and k > j such that fi > fj and
fk > fj . This is a contradiction. The proof for the strictly unimodal case follows from the
same arguments.D
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Proposition A.2. If (i−1, i0, i1), (i0, i1, i2) ∈ Cn, then for each k ∈ {−1, 1, 2} there is qk ∈ [n]
such that ik = i0 + qk mod n. Furthermore, q1 ≤ q2 ≤ q−1.

Proof. Consider qk = ik − i0 mod n. Then q0 = 0. Since cyclic shifts do not change cyclic
orderings, this implies q1 ≤ q2 ≤ q−1. This proves the proposition.

Proof of Proposition 3.7. For simplicity we define dij ≜ D(i, i + j mod n). (2 ⇒ 1)
From Proposition A.2 we can write i = j + qi, k = j + qk, and ℓ = j + qℓ with qk ≤ qℓ ≤ qi.
Since dj is unimodal, from Proposition A.1 we deduce djqℓ ≥ min{djqk , d

j
qi}. (1⇒ 2) If dj is not

unimodal, by Proposition A.1 there are qk ≤ qℓ ≤ qi with djqℓ < djqk and djqℓ < djqi . If we define
i = j + qi mod n, k = j + qk mod n, and ℓ = j + qℓ mod n we see that (i, j, k), (j, k, ℓ) ∈ Cn.
This contradicts 1.

A.2. Proofs for section 5.

Proof of Lemma 5.9. Let z ∈ X , and denote fz(·) ≜ d(z, ·). First, notice that

(∃r > 0).{a, a′} ⊂ Br(z) ∧ {b, b′} ⊂ Br(z)
c

⇔ max{fz(a), fz(a′)} < min{fz(b), fz(b′)}.
(A.1)

(1 ⇒ 2) By (A.1), this implication is direct from the fact that a ∈ A, b ∈ B, a′ ∈ A′ and
b′ ∈ B′. (2 ⇒ 1) Let r ≜ max{fz(x), fz(x′)}; thus {x, x′} ⊂ Br(z) and {y, y′} ⊂ Br(z)

c. By
Proposition 3.4 this ball is an arc, and therefore is connected in any Robinson ordering. This
implies that all elements in between x and x′ (in all Robinson orderings), including a and a′,
must also be present in Br(z). Similarly, all elements in between y and y′, including b and
b′, must not be present in Br(z). The implication follows from (A.1). (3 ⇒ 2) This follows
directly. (2 ⇒ 3) Notice that given any z ∈ X and any t > 0 we have that if there is some
a ∈ A and a′ ∈ A′ such that max{fz(a), fz(a′)} < t. Then, fz(a) < t ∧ fz(a

′) < t, which
implies max{min fz(A),min fz(A′)} < t. Similarly, the existence of b ∈ B and b′ ∈ B′ such
that min{fz(b), fz(b′)} > t implies that min{max fz(B),max fz(B′)} > t. This proves the final
implication and hence the result.

Proof of Lemma 5.13. We only prove the strict case, as the nonstrict case follows an anal-
ogous argument. Let xd ∈ Bd and xb ∈ Bb be such that Dmin(Bb, Bd) = D(xb, xd), and let
xc ∈ Bc, xa ∈ Ba be arbitrary. We notice that xa, xb, xc, xd is cyclically ordered; hence

Dmin(Bb, Bd) = D(xb, xd) > min{D(xb, xa), D(xb, xc)}.

On the other hand,

min{D(xb, xa), D(xb, xc)} ≥ min{Dmin(Bb, Ba), D
min(Bb, Bc)}

by definition of Dmin, proving the result.

A.3. Proof of Theorem 6.2.

Proof. Suppose by contradiction that there exist an arc I = [a, b) such that d◦σI is strict
Robinson. For ϵ > 0 small, a− ϵ, a, b, b+ ϵ are cyclically ordered. By hypothesis,

(A.2) d(σ(a), σ(b+ ϵ)) > min{d(σ(a), σ(a− ϵ)),d(σ(a), σ(b))},D
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and since b + ϵ, a − ϵ /∈ I, we get that σ(a − ϵ) = a − ϵ and σ(b + ϵ) = b + ϵ. On the other
hand, σ(a) = b and σ(b) = a. Therefore, we can rewrite (A.2) as

(A.3) d(b, b+ ϵ) > min{d(b, a− ϵ),d(b, a)}.

Let δ := d(b, a) > 0. By continuity we get that d(σ(a)), σ(b+ ϵ))→ 0 and d(b, a− ϵ)→ δ as
ϵ→ 0. For sufficiently small ϵ, this is a contradiction with (A.3).

A.4. Proof of Theorem 6.6. Given x0, . . . , xn−1 ∈ [0, 1), the order statistics correspond
to the variables x(1), x(2), . . . , x(k) obtained by sorting the samples by increasing order. The

gaps of the sample correspond to the variables wi ≜ x(i+1) − x(i). Let ϵn ≜ maxi∈[n]wi. The
following result can be found in [21, Theorem 1.2].

Proposition A.3. Suppose x0, x1, . . . xn−1
iid∼ Unif[0, 1). Then,

P(ϵn ≥ z) ≤
∑n+1

j=1 (−1)j−1
(
n+1
j

)
(1− jz)n+.

Proposition A.4. Given any I = [xi, xj ], we write µ(I) to denote Arc(xi, xj). Suppose that
Assumption 6.1 and Assumption 6.5 hold. Then the inequality ϵn < ℓδ/(L + ℓ) implies that
any arc I ⊂ Xn such that µ(I) > δ has a unique orientation in any circular Robinson ordering
of DXn.

Proof. Let s ≜ x(i) and t ≜ x(j) for some i < j. Let δ ∈ (0, 12), and consider the
arc I = [s, t] in Xn. Suppose ϵn < ℓδ/(L + ℓ) and µ(I) > δ. Let s+ = x(i−1 mod n) and
t+ = x(j+1 mod n). We claim that Bs(d(s, s

+)) ≬∗ I. To prove the claim, it suffices to prove
that

(A.4) d(s, s+) < min{d(s, t),d(s, t+)}.

First, notice that d(s, s+) ≤ L · ϵn. Second, notice that since Arc(s, t) > δ, then

d(s, t+) ≥ ℓ ·Arc(s, t+) ≥ ℓ · (Arc(s, t)− ϵn) ≥ ℓ · (δ − ϵn),

and therefore min{d(s, t),d(s, t+)} ≥ ℓ · (δ − ϵn). Joining this two results with the fact that
ϵn < ℓδ/(L+ ℓ) a proves the claim.

Lemma A.5. Let n ≥ log(1/δ)/δ, and let x0, x1, . . . xn−1
iid∼ Unif[0, 1). Let En(δ) = {ϵn <

ℓδ/(L+ ℓ)}; then ∫
En(δ)

diamSC∗
R
(DXn(ω)) dλ

n(ω) = O
(
δ2 +

δ log(1/δ)

n

)
.

Proof. Recall from Lemma 5.19 that there is at most one nontrivial ordering σI of DXn

which corresponds to the permutation that reverses the arc I ∩ Xn. Therefore, it suffices to
bound the integral of the random variable τK(id, σ∗), where σ∗ ∈ argminσ̂∈{πr◦σI ,σI} τK(id, σ̂).

The number of discordant pairs between σ∗ and id is bounded by 1
2 min{|I ∩Xn|, n− |I ∩

Xn|}2. Hence, we will focus on bounding this expression. Let ω ∈ En(δ). By Proposition A.4,
µ(I(ω)) ≤ δ. This implies that either λ(I) ≤ δ or λ(I) ≥ 1− δ. Therefore,
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∫
En(δ)

min{|I ∩ Xn|, n− |I ∩ Xn|}2 dλn(ω)

≤
∫
En(δ)

maxJ interval, λ(J )≤δ |J ∩ Xn|2 dλn(ω) ≤
∫
ΩmaxJ interval, λ(J )≤δ |J ∩ Xn|2 dλn(ω).

We bound the random variable inside the integral using a balls and bins argument. W.l.o.g.
1/δ is an integer. Let (Ji)i∈[1/δ] be a partition of [0, 1) by disjoint intervals of length δ. For
any ω ∈ Ω, the maximizer in the integral above lies in at most two of the partition intervals.
Therefore, maxλ(J )≤δ |J ∩Xn| ≤ 2maxi∈[n] |Ji∩Xn|. Next, we can estimate maxi∈[n] |Ji∩Xn|
by looking into the problem of throwing n balls into 1/δ bins (see [24] for further details);
since we further assumed that n ≥ 1/δ log(1/δ), then with high probability, the maximum
occupancy is bounded by nδ + Θ(

√
nδ log(1/δ)). Plugging this bound above yields the

result.

Proof of Theorem 6.6. Let En(δ) denote the event {ϵn < ℓδ/(L+ ℓ)}. Denote the random
variable Z = diam(SC∗

R
(DXn)). Then,

(A.5) E [Z] =
∫
En(δ)

Z(ω)dλ(ω) +
∫
En(δ)c

Z(ω)dλ(ω) ≤ O
(
δ2 + δ log(1/δ)

n

)
+ P [En(δ)

c] ,

where in the inequality we used Lemma A.5 and τK ≤ 1. By Proposition A.3 we have

(A.6) P [En(δ)
c] ≤

∑n+1
j=1 (−1)j−1

(
n+1
j

)
(1− jx)n+ ≤

∑n+1
j=1

(
e(n+1)

j

)j
exp{−xjn},

where x = ℓδ/(L + ℓ). By taking δ(n) = (L + ℓ) · log(e(n + 1)2)/(n · ℓ) we obtain that
(A.6) can be bounded by

∑n+1
j=1

1
(n+1)j

∈ O(1/n). By (A.5) and (A.6) we conclude that

E[Z] = O(L+ℓ
ℓ

logn
n ).

Appendix B. Auxiliary subroutines.

Algorithm B.1 Arc Partition

1: Input: A dissimilarity d and a set T
2: NG(x) ≜ {y ∈ T : x ∈ NN(y) ∨ y ∈ NN(x)} {Compute the neighborhood function}
3: B ≜ {x ∈ T : |NG(x)| = 1}
{Find all degree 1 nodes (if there are no such nodes pick any)}

4: i = 0 {Run DFS starting at every nonvisited degree 1 node}
5: for x ∈ B \ ∪j<iαi do
6: αi = DFS(NG, ∅, x)
7: i = i+ 1
8: end for
9: Output: An arc partition stored into tuples P ≜ {αi}i∈[k]

Algorithm B.2 Depth-First Search

1: Input: The neighborhood function of a graph NG(·), a tuple α of visited nodes and a starting
node x

2: α(n) = x {Set x as nth visited node where n is the size of α}
3: for y ∈ NG(x) \ α do
4: α = DFS(NG, α, y) {Recurse over all adjacent nodes that have not been visited}
5: end for
6: return α
7: Output: A tuple of visited nodes αD
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