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ABSTRACT: To study improved oil recovery (IOR) via laboratory experiments at the pore scale, we performed waterflooding
experiments in a glass 2.5D micromodel (dual depth: 12 and 27 μm) with crude oil (CRO) and brines of variable compositions at
temperatures ranging from 22 °C (room temperature) to 90 °C. The time-dependent residual oil saturation (ROS) for various
flooding and aging protocols was extracted from optical microscopy images of the entire pore space in the micromodel. Additionally,
we used high-resolution images to examine the microscopic distributions of oil and brine at the subpore level. Variation of the fluid
aging history (before the first flooding with high-salinity water, HSW) revealed that sequential aging with formation water and CRO
led to significantly higher ROS values than aging with CRO only. Video analysis of the pore space showed that most of the oil was
trapped via a complete bypassing of the deep pores. On increasing the waterflooding temperature, both the ROS and the fraction of
bypassed pores became smaller. An increase in dewetting of tiny oil drops and films from the pore walls supports the notion of a
ROS decrease via a wettability alteration. Subsequent flooding with low-salinity water (LSW) did not lead to recovery of additional
oil, regardless of aging condition or temperature. Our results show the significance of fluid aging and temperature to design a
successful microfluidic IOR strategy.

1. INTRODUCTION

A persistent concern on improved oil recovery (IOR)
applications is that significant amounts of oil remain trapped
in the oil reservoir. In the past decade, low-salinity water-
flooding (LSWF)1 has emerged as a common method to
improve oil displacement in both sandstone2,3 and carbo-
nate4−8 reservoirs. However, a better comprehensive insight
into how LSWF works, as needed to optimize IOR processes,
is still lacking.9

The use of microfluidics has recently emerged as an
alternative, quick, and efficient method to mimic oil
recovery.10,11 In principle, microfluidics can offer quantification
of residual oil and microscopic observation of pore scale
physical phenomena at a relatively low cost. This is made
possible through the broad availability of materials for
fabrication (e.g., glass,12,13 silicon,14−16 or polymers17−20),
the low consumption of chemicals, the accurate fluid control
and detection, and the flexible design of the pore space.
However, even with these capabilities, the question remains

on how to adequately mimic oil recovery processes using the

microfluidic platform. IOR processes can present complexity in
various ways: (i) the geometry of the pore space,21,22 (ii) the
aging of the rock, brine, and oil (and their interfaces),23 (iii)
the elevated temperature and pressure conditions,10,24,25 (iv)
the complex composition and physicochemical behavior of the
crude oil,26,27 and (v) the fluid/fluid and fluid/rock
interactions.28 Different approaches to this problem have
been followed. In reductionistic approaches, simplifications are
made using regular pore geometries,15,29 and/or simple
alkanes,30,31 and/or temperatures around 22 °C.32,33 Some-
times comparisons to a more complex “reference” experiment
are made to validate the simplification.34,35
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In more holistic approaches, certain types of complexities are
integrated into the design of the experiment. To better
represent the complex structure of the porous rock medium,
dual porosity/depth,36,37 so-called 2.5D38,39 and 3D micro-
models,40,41 have been used. Also, microfluidic studies at high
temperature and pressure have recently seen the light.42−46

Although the use of crude oil (CRO) in microfluidic devices
has been relatively scarce, a growing trend can be observed
here.28,47−49 This has been made possible through the use of
chemically resistant chip materials such as glass or silicon. Also,
studies on the influence of chemical aging32 have thereby come
within easy reach.
In this paper, we connect to these developments in

microfluidic technology to enable mimicking IOR phenomena
at higher levels of complexity. Novel explorations are made by
addressing two aspects in conjunction: (i) more realistic
physicochemical conditions and (ii) a more realistic pore
network.
The rich and complex physicochemical behavior of crude

oils could play an important role in different stages of the IOR
process. Surface-active components (asphaltenes and resins)
are known for their ability to adsorb onto rock surfaces as well
as brine/CRO interfaces.50−54 These adsorption (and
desorption) behaviors depend on brine composition and
temperature and can play distinct roles in wettability alteration
during both the initial aging and subsequent waterflooding
stages. To examine this aspect, we study the behavior of
(nondiluted) crude oil in a glass microfluidic chip at various
temperatures. High-temperature aging with CRO is performed
with or without a preceding exposure to formation water,
which makes a significant difference, as we will show.
Subsequent displacement of the CRO by high-salinity water
(HSW) is tested as a function of flooding temperature.
Regarding the pore network geometry, a significant influence

on the outcome of the waterflooding experiment (e.g., the
ROS) could be expected too. Even though comparative studies
(e.g., ref 32) using the same physicochemical conditions but
different pore network geometries are relatively scarce, it is
clear that the pore size (distribution) as well as the pore
connectivity must have an effect via the capillary pressures and
hydraulic resistances. While microfluidic devices that replicate
the 3D nature of the pore network can be made with modern
printing technology,55 the possibility to observe the 3D oil
displacement processes with time-resolved (confocal) optical
microscopy is precluded by the opaqueness of the crude oil
and multilayer structure. Observations are then restricted to
the flow channels that are very close to the outer chip surfaces.
Possibly in relation to this, many microfluidic studies with
CRO are still done in single-depth (i.e., 2D) chips.
Pore spaces characterized by two distinct depths (denoted in

the literature as dual depth or 2.5D) do not offer the same pore
connectivity as 3D but improve on the 2D systems by better
representing the strong variations in pore depth, as well as the
stagnant flow regions where oil slugs get trapped more easily.
With 2.5D networks, the connectivity between deep and
shallow pores can also be better examined for its role in the
outcome of IOR processes. Indeed, significant differences in
both the ROS and the oil release mechanism have been found
for 2D and 2.5D pore networks.38,39

To mimic the IOR processes via microfluidic experiments
under more realistic conditions, we use a chip with a pore
network that closely resembles that of sandstone reservoir
rock.39 The use of glass as the chip material also provides a

certain chemical similarity to the sandstone. By etching the
pore throats with a shallower depth than the pore bodies, we
obtain a 2.5D pore network that offers (i) an approximate
representation of the real rock structure (where the pore
throats are both narrower and shallower) and (ii) the
possibility to optically distinguish between the different types
of pores, via the differences in optical path length. In our
experiments, optical microscopy is used as the main analysis
tool. We first explore the influence of chemical aging, where we
will find that exposing the glass pore space to formation water
before the standard prolonged exposure to CRO has a
significant effect on the ROS values obtained after subsequent
waterflooding with HSW. In the second set of experiments, we
vary the temperature of the waterflooding from RT to 90 °C
and find a clear temperature dependence of the ROS. To
obtain more mechanistic insights, we use an image analysis
method that first classifies each pore as either deep or shallow
and next measures the time-dependent (brine or CRO)
content per individual pore. This allows us to elucidate the role
of the shallow pores in the fluid displacement pattern. Finally,
we use optical microscopy at high magnification to examine for
the presence of tiny droplets or thin films in the pores after the
waterflooding.

2. MATERIALS AND INSTRUMENTATION
2.1. Fluids. Deionized (DI) water (18.2 MΩ/cm) was obtained

from a Millipore Synergy instrument. All chemicals were purchased
from Sigma Aldrich. All salts and cleaning agents (ethanol,
isopropanol (IPA), toluene, xylene) were used as received. Artificial
formation water (FW), high-salinity water (HSW), and low-salinity
water (LSW) with ion compositions given in Table S1 (Supporting
Information) were prepared by dissolving the salts overnight under
stirring at room temperature, followed by filtering through a 0.45 μm
polyethersulfone (PES) membrane. LSW is obtained by diluting HSW
10 times. A batch of “dead” crude oil (CRO) was obtained by
extracting oil from a reservoir and subsequently removing the
dissolved gases and volatile components. The results of a chemical
characterization by Saybolt Nederland B.V. are given in Table S2. The
viscosities of the CRO at different temperatures as measured with a
Haake RS600 rheometer are shown in Table 1. Temperature-

dependent interfacial tensions (IFTs) between CRO and brines,
measured using a DataPhysics OCA 20L apparatus and inverted
pendant drops, are shown in Table 1. The temperatures were chosen
as close as possible to those of the flooding experiments (22, 60, and
90 °C) in the microfluidic chip; 85 °C was the highest accessible
temperature for the IFT measurement. IFTs between CRO and brine
are generally time-dependent; they decrease over the first few minutes
and then saturate.56−58 We present the saturated values measured
after 20−25 min.

2.2. Microfluidic Chips. The design of the entire 2.5D
microchannel is shown in Figure 1. Our pore network was inspired
by a real sandstone core, as presented in ref 39. In this paper, a cross-
sectional scan obtained with micro-computed tomography was
subjected to image analysis to separate the pore bodies from the
pore throats. After we scaled the pore maps obtained from this paper

Table 1. IFT (mN/m) of HSW and LSW with CRO at
Different Temperaturesa

temperature 22 °C 60 °C 85 °C

IFT: HSW and CRO 3.2 ± 0.7 6.7 ± 0.2 7.6 ± 0.4
IFT: LSW and CRO 8.8 ± 0.6 9.5 ± 0.6 10.2 ± 0.5
viscosity: CRO 24 7.4 3.4
viscosity: water ∼1.0 ∼0.47 ∼0.34

aViscosity (mPa.s) of CRO and water at different temperatures.
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to a ∼6.3 mm × 6.3 mm horizontal area, we used them as etch masks.
The pore throats were isotropically etched to a depth of 12 μm, while
it was 27 μm for the pore bodies. Figure 1b,c shows the deep and
shallow pore spaces (projected onto a horizontal plane). The typical
lateral dimensions are ∼55 μm for the shallow pores and ∼200 μm for
the deep ones (see Figure S1 for the lateral size distributions). Hence,
for both pore types, the depth is typically much smaller than the
width, implying that the depths will dominate the curvatures of the
liquid−liquid interfaces in the chip. Assuming a uniform depth of 27
(12) μm, we calculate a total volume of ∼0.5 (0.09) μL for deep
(shallow) pores by multiplying the projected area with the depth.
Defining the total volume of the porous medium as 6.3 mm × 6.3 mm
× 0.027 mm, we then obtain a porosity of ∼ 55%. Notably, the
separate sets of deep and shallow pores do not offer complete flow
paths, and hence a sustained transport of fluid can only be realized via
alternating flow through deep and shallow pores.
The lithography process used for etching the dual-depth pore space

in a glass wafer is discussed in the Supporting Information. The
obtained etched glass substrate was bonded to a 100 mm diameter
200 μm thick glass MEMpax substrate in which circular holes (∼2
mm diameter) had been powder blasted (abrasive jet machined).59

These holes served as the inlet and the outlet for the liquids. After
thermally bonding the wafers, the wafer pair was diced into five
individual chips. Finally, a ∼20 nm chromium layer was sputtered on
the backside of the glass chip to enhance the reflectivity for the
impinging light of the upright optical microscope onto which the chip
was mounted (see Figure S3).
Experiments at elevated temperatures were made possible via a

homemade chip holder (Figure S4) that was made from PEEK
because of its chemical inertness and good thermal insulation.
Temperature control over the chip was achieved by attaching it to a
(high thermal conductivity) copper block, which in turn was attached
to a ceramic heater (HT24S 24W, Thorlabs). A TCS651 thermistor
was placed inside the copper block (see Figure S5), and both the
heater and the thermistor were connected to a 5300 TEC Source
temperature controller. The typical temperature difference across the
pore space of the chip was measured to be as small as ∼0.5 °C.
Teflon tubings (1.6 mm OD × 0.5 mm ID) were connected to the

inlets of the glass chip via Viton O-rings, PFA (Teflon)/ETFE 1/4″-
28 UNF thread fitting, and ETFE Ferrules 1/4″-28. The inlet tubing

and syringe were connected via male 1/4″-28 threaded fittings and a
male Luer lock adapter. Liquids were injected using a syringe pump
(KD Scientific) and a 1 mL gastight glass syringe (Hamilton).

2.3. On-Chip Measurements. All aging and waterflooding
experiments were carried out with the micromodels embedded in
the holder (held at a constant temperature) that was placed on the
stage of a Zeiss Axioskop upright microscope equipped with a Basler
(type a2A5328-15ucBAS) 5328 × 4608 pixels color CCD camera (see
Figure S3). Using a 2× objective allowed us to capture the entire pore
space in a single projection image (∼1.6 μm/pixel). Using this
magnification, movies at a frame rate of 30/s were collected by
capturing from a virtual monitor screen of 644 × 562 pixels using
Active Presenter recording software (∼11.4 μm/pixel). An
independent 10× objective was used to acquire high-resolution still
images (∼0.32 μm/pixel) of selected pores.

The absolute permeability of the 2.5D microchannel was measured
by injecting DI water and increasing the pressure stepwise from 400
to 1800 mbar using an OB1 Mk3+ controller (Elveflow). The
corresponding flow rates were measured using a mini-Cori M12
flowmeter (Bronkhorst). The permeability K was calculated by linear
fitting to Darcy’s Law60

μ=
Δ

K
Q L
A P (1)

where Q is the injection flow rate, μ is the viscosity of water, ΔP is the
pressure drop, and A the cross-sectional area of the channel. The data
shown in Figure S6 confirm the laminar nature of the flow (maximum
Reynolds number ∼ 1) and give a value of ∼1.6 Darcy. The
permeability of our micromodel is within the range of sandstone
cores.61

2.4. Aging and Waterflooding Protocols.With aging, we mean
the set of chemical exposures of the pore space prior to the
waterflooding. The aging starts with clean glass and ends with an
(almost) completely CRO-filled chip at room temperature (RT).
Examined aging conditions were as follows: (i) no aging, (ii) CRO
aging, and (iii) subsequent FW and CRO aging. In aging conditions
(ii) and (iii), the chip was filled with the aging liquid(s) at RT, heated
up to 95 °C (at a rate of 5 °C/min), held at that temperature for a
certain time, and then cooled down to RT. The dwell time was 1.5 h

Figure 1. (a) Schematic of the 2.5D micromodel including both the pore network and the distribution fractures. The black regions correspond to
deep channels and pores, while the red regions are the shallow pores. Lower panels show the deep (b) and shallow (c) channels separately. Scale
bar is 1 mm. Reproduced with permission from ref 39. Copyright [2019] Publisher Elsevier.
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for FW and 22 h for CRO, to take into account the fact that CRO
molecules need more time to adsorb than ions from the FW. The
deposition of CRO molecules on glass slides under these conditions
was confirmed by confocal Raman microscopy (not shown). Fillings
and displacements were performed at a rate of 0.2 μL/min. The filling
with FW was preceded by flushing with ethanol to avoid trapping of
air bubbles; after that, 10 pore volumes (PVs) of FW were pumped
through the chip to ensure complete removal of the ethanol. The
injection with CRO at 0.2 μL/min was sustained during the 22 h
dwell time. Next, subsequent injections of HSW and LSW were
carried out at 0.2 μL/min for 30 min (corresponding to 10 PV) and
60 min (20 PV), respectively. This similar flooding timescale was also
used in other studies32,48 and was sufficient to remove a significant
fraction of the trapped oil. Based on our measurements of the
interfacial tensions and viscosities of our system (Table 1), we find
that the capillary number ranges between ∼6 × 10−6 and ∼8 × 10−7,
indicating that capillary forces must play an important role at all
temperatures and brine compositions.62,63 In practical IOR, the
typical superficial injection velocity is up to 4 ft/day in traditional core
floods.64 Ours is comparable to ∼ 5.2 ft/day.
All waterflooding experiments were preceded by a 30 min waiting

time to ensure thermal equilibration of the chip. Flooding
temperatures were maintained constant at either 22 °C, 60 °C, or
90 °C. After the waterflooding experiments, the micromodels were
cleaned to enable reuse. After flushing with 1 mL of toluene and 1 mL
of xylene + IPA (50/50% vol) to remove organics, they were injected
with abundant amounts of DI water and dried under air flow. A final
heating step in an oven at 500 °C was done to remove any organic
traces.32

3. IMAGE ANALYSIS
3.1. Separation between Glass, Shallow Pores, and

Deep Pores. A flowchart of the principal image analysis steps
is shown in Figure S7. Most image analyses were performed on
video data of the entire pore space captured at a 644 × 562
pixel resolution. To enhance visualization and to facilitate
quantitative analysis, the porous medium was divided into
glass, deep pores, and shallow pores. This separation was

achieved by analyzing the colors (i.e., RGB pixel values) in a
high-resolution (5328 × 4608 pixels) “reference image” of a
chip that had been completely filled with CRO. In the first
RGB thresholding step, the glass parts were identified, and the
corresponding pixels turned black (R = 0, G = 0, B = 0). This
step is illustrated in Figure S8. Setting the same pixels to (000)
in each subsequent video image during the waterflooding
resulted in better visualization of the brine invasion pattern.
The remaining non-black pixels were also further subjected

to color thresholding, making use of the stronger light
absorption of the CRO in the deep pores, compared to the
shallow ones (see Figure S8). While this second thresholding
yielded “deep pore” and “shallow pore” maps that closely
resembled the mask images shown in Figure 1b and c, it also
resulted in some artifacts, like individual pixels that were
incorrectly assigned to deep or shallow pores and pores that
appeared connected, whereas they should be separated based
on the etch mask design (and the etching conditions). These
issues were resolved via Matlab-based erosion/dilation and
object-filling operations. The so-improved pore space images
were then transformed into (high-resolution) binary masks. A
subtle difference between these masks and the etch masks is
that the transition zones between the two pore depths are
more easily “cloven” into deep/shallow via the RGB colors.
Since the pore space was identical for all used chips, the

same high-resolution masks were used in all experiments.
However, before these masks could be applied, it had to be
taken into account that (i) the video images had a lower pixel
resolution and (ii) mounting the chip into the holder never
resulted in exactly the same position. Therefore, for each new
experiment, a video image of the CRO-filled chip before
waterflooding was compared to the high-resolution “reference
image” using Matlab’s MSER image registration method. The
obtained transformation matrix was then used to properly scale
down and align the two reference masks onto the video images.

Figure 2. (a) Example of an original micromodel image after waterflooding; (b) glass parts are filtered out to reveal only fluid pores and (c) deep
and (d) shallow pores are further separated.
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As illustrated in Figure 2, these filtering operations allow the
generation of separate color maps for deep (Figure 2c) and
shallow (Figure 2d) pore spaces. Brine invasion of both pore
types is visible via local color changes. To calculate the residual
oil saturation (ROS) for each pore subspace (deep or shallow),
each pixel belonging to that subspace was assigned a status of
either being brine-filled or CRO-filled based on the grayscale
value (after conversion from RGB values). Threshold gray
levels were based on the histograms at the beginning (fully oil-
saturated) and at the end (partially brine-saturated) of the
experiment. ROS values of the deep and shallow pore spaces
were then calculated by simply counting the numbers of brine-
and CRO-assigned pixels of the involved pore subspace.
The ROS of the entire pore space was calculated from the

ROS values of the subspaces as a weighted average, where the
weight factor of each subspace was given by the product of the
number of pixels and the (12 or 27 μm) pore depth. Here, it is
worth noting that the shallow pores correspond only to about
10% of the total pore volume.
3.2. Tracking Changes in Individual Pores. Using the

masks for the “deep” and “shallow” pore spaces, a more
detailed analysis was also carried out. Utilizing the lack of
connectivity between pores within the same subset, each
individual pore was given a unique identifier that was stored
along with the (x,y) pixel locations occupied by the pore. This
separation allowed us to analyze the time dependence of the
liquid content of each individual pore.
Two types of signals were calculated. First, the evolution of

the average grayscale value of each pore (corresponding to
ROS) was smoothened with a Savitzky−Golay filter and
subsequently differentiated with respect to time.
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where SGF indicates the noise filtering, i is the pixel index, N is
the number of pixels of the considered pore, t is the video
frame number, and GR indicates the grayscale value. The S1(t)
signal allows detection of brine invasion through a peak (see
Figures S9 and S10).
Second, RGB color difference images between two

subsequent video frames were transformed into a mean square
difference per pixel
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where i, N, and t have the same meaning as before, and R, G,
and B indicate the corresponding color channels. Signal S2(t)
not only detects events like progressive brine invasion but also
changes that leave the average grayscale unaltered, such as the
motion of a trapped brine droplet within a pore, which
produces a nonzero S2(t), unlike S1(t), which would remain
(near) zero. The normalization of S1(t) and S2(t) by the
number of pixels produces numbers that can be compared
between differently sized pores. This is useful for distinguishing
peaks from random noise.

4. RESULTS
4.1. Influence of Aging Conditions on Residual Oil

Saturation. The residual oil saturation (ROS) values obtained
after executing the different (high temperature) aging
protocols and subsequently flooding with 10 pore volumes of
HSW (at room temperature) are shown in Figure 2. Clearly,
the aging procedure has a significant effect on the outcome of
the subsequent waterflooding. Leaving out the aging, i.e.,
starting the waterflooding after filling the pristine chip with
CRO (and waiting 30 min, see Section 2.4), results in an oil

Figure 3. Influence of aging protocol on the outcome of subsequent waterflooding with HSW at room temperature. (a) Residual oil saturation
values are displayed with error bars (standard deviation) from three experiments per aging condition. See text for further details. Illustrative images
of the corresponding brine/CRO distributions: (b) no aging, (c) aging with CRO, and (d) subsequent aging with FW and CRO.
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retention of 13%. Aging the pore space with CRO at 95 °C for
22 h before the RT waterflooding leads to a ROS of 17%. The
strongest effect is, however, observed when the CRO aging is
preceded by exposure to FW; this leads to a ROS of 46%.
Illustrative images of the brine/CRO-filled pore spaces after
the HSW flooding are shown in Figure 3 for different aging
protocols. Remarkably, following up the HSW flooding by ∼20
PVs of low-salinity water (LSW) does not lead to any
noticeable change in the ROS in our experiments. An
interpretation of these trends is given in Section 5. Considering
that the combined FW/CRO aging protocol is the most
representative of mimicking in situ reservoir conditions, we will
focus the remainder of this paper on experiments with this
aging condition.
4.2. Locations of Oil Retention. Focusing on the HSW

flooding experiment after FW/CRO aging, we can obtain
additional insights from an analysis of the dynamic distribution
of the brine and oil. Time-resolved analysis of the video images
allows us to monitor the evolution of the residual oil
saturation. As shown in Figure 3, saturation of the ROS is
already reached after about 1 pore volume, suggesting that no
further changes occur after the first sweep. A similar finding
(saturation after 1−2 PVs) was reported in a recent study with
2D glass micromodel.32

Distinguishing between deep and shallow pores (see Section
3.2) allows us to calculate separate ROS values (shown in
Figure 4). As might be expected from the observed

homogeneous spread of both pore subspaces over the 6.3
mm × 6.3 mm area (see Figure 1), both ROS values for deep
and shallow pores reach their steady values roughly
simultaneously. Notably, the ROS of the shallow pores is
significantly higher than the ROS of the deep pores. While the
direct effect hereof on the total oil retention is modest because
shallow pores only occupy ∼0.1 PV, there is also an indirect
and more important effect as we will see.
To obtain more insight into the relation between CRO

release and the 2.5D pore network structure, we now consider
the pattern of the brine invasion. To achieve this, we analyzed
the time-dependent brine/oil distribution for each individual
pore. After calculating the signals S1(t) and S2(t) from eqs 2
and 3, they were compared with corresponding noise levels T1

and T2 (measured during the waterflooding, during the stage
that the pores had not been invaded with brine). Owing to the
occurrence of pronounced peaks in S1(t) and S2(t) for a large
number of pores, T1 and T2 could be defined from the average
magnitudes of the same S(t) signals prior to the appearance of
the first peak (we remind the reader that both S1(t) and S2(t)
should be zero in the absence of brine/CRO redistribution).
Subsequent use of these T1 and T2 values to define thresholds
enabled us to detect which pores got invaded with brine and at
what time. More details on this can be found in the Supporting
Information (Figures S9 and S10).
The occurrence of the first peak in S1(t) and S2(t) thus

indicates when the first brine invasion takes place for the
considered pore. Thus, knowing the “opening times” for each
of the pores, we made a reconstructed video in which each
pore was given a uniform color to indicate whether or not it
had been previously invaded by brine. Using green for invaded
and red for noninvaded pores (lighter shades were used for the
shallow pores) produces Video S1 in the Supporting
Information.
Figure 5a shows a single frame from that video taken at the

end of the HSW flooding stage (at 10 PV). Dark and light
brown-colored pores were never invaded by brine. Considering
how the noninvaded (i.e., CRO-filled) deep pores are
connected to the shallow pores, it becomes evident from
Figure 5a that shallow pores can act as “gatekeepers” for the
deep ones. A significant fraction of the deep pores (the ones
shown as dark brown) turns out to be completely bypassed by
the flowing brine due to blocking shallow “gateways”
(indicated with light brown). For the shown experiment, this
mechanism is responsible for 71% of the residual oil. An
interpretation will be given in Section 5.
This also means that 29% of the residual CRO is retained via

another mechanism, i.e., trapping in pores that got invaded by
the brine but did not completely get “cleared” by it. This is
illustrated (for the deep pores only) in Figure 5b; the pores
that were completely filled with dark green in Figure 5a
(because they were invaded) now show the internal
distributions of both brine (light green) and oil (yellow).
Analysis of the S2(t) signals indicates that these distributions
are generally stable. This could mean (i) that the entire pore
gets bypassed by the brine flow from a certain point in time or
(ii) that the pore still participates in the flow network, but the
flowing brine is unable to change the spatial distribution of the
brine and the CRO in the pores. While, in principle, we cannot
distinguish between the two scenarios (particle image
velocimetry experiments would be required for that),
indications can be found for both. Some pores show a large
brine/CRO interface in the central region, which could be in
agreement with scenario (i). Other pores show accumulation
of CRO near the side walls in possible agreement with scenario
(ii). Although it cannot be concluded from Figure 5b, it is also
conceivable that the dual-depth nature of the pore network
could contribute to scenario (ii) by providing “dead ends” in
the vertical direction.
Finally, we use still images made at increased microscope

magnification (10×) and maximum image resolution (5328 ×
4608 pixels) to reveal additional details of the state obtained
after the HSW flooding. As illustrated in Figure 6, it turns out
that the brine-invaded pores do not only contain large oil slugs
as shown in Figure 5b but also much smaller droplets and films
of CRO. On comparing the color intensity of the small
droplets with that of CRO-filled pores (all deep pores have the

Figure 4. Evolution of residual oil saturation as a function of the
number of injected HSW pore volumes (1 PV ∼ 0.6 μL). The ROS is
dominated by the contribution of the deep pores. Both the deep and
shallow pore subsets reach saturation after about 1 PV (corresponding
to about 3 min). The ROS values for the deep and shallow pores are
relative to the total volume of the respective pore type.
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same height and hence the same optical path length), we infer
that the small droplets are not spanning the 27 μm local pore
height but instead are attached to either the floor (or ceiling)
and have brine above (or below) them. The adherence of the
CRO films or slugs to the side walls is likely a manifestation of
the same interaction between FW/CRO-aged and subse-
quently HSW-exposed glass and crude oil.
These finer details also shed some light on the classification

of individual pixels as either brine- or CRO-filled; this
classification seems to depend on the optical resolution, and
ROS values might get underestimated by classifying pores, as
shown in Figure 5b, as 100% brine-filled. However, these slight
inaccuracies should not affect any of our main conclusions.
4.3. Influence of the Waterflooding Temperature.

Adhering to the FW/CRO aging protocol, we next explore the

influence of the flooding temperature. Figure 7 summarizes the
results for the residual oil saturation. A clear trend is observed;
ROS decreases with temperature upon flushing with high-
salinity (i.e., HSW) brine. For example, the waterflooding at
RT presents a ROS of 46%, whereas it is 36% for flooding at 90
°C. Representative pore spaces after HSW flooding at different
temperatures are shown in Figure S11. Similar to our
observations at RT, no significant changes in ROS were
found at elevated temperatures after changing to LSW as the
flooding fluid.
Next, we turn to the more detailed quantitative analysis of

the locations of CRO retention, as discussed and illustrated for
the RT waterflooding in Section 4.2. Table 2 provides an
overview of the different oil retentions for three typical
experiments at 22, 60, and 90 °C. The first column shows the

Figure 5. Reconstructions of pore space on the FW/CRO-aged chip after HSW flooding at room temperature. Both images correspond to the
steady state after≫1 PV. (a) History plot in which colors indicate whether the pore has previously been invaded by the brine (bright green or dark
green) or not (red or orange). (b) Invaded deep pore space. Colors indicate for each individual pixel whether it is filled with brine (green) or oil
(yellow).

Figure 6. Representative high-resolution images of pores invaded by HSW after aging in FW/CRO at 95 °C and subsequent flooding with HSW at
room temperature. (a) and (c) correspond to different samples of the pore space. (b) and (d) are magnified regions of the pictures on the left. Blue
arrows indicate CRO droplets, while red arrows indicate CRO films.
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ROS values per subset: all shallow pores or all deep pores. At
all temperatures, the shallow pores have a higher proportion of
residual CRO after the flooding. Meanwhile, the ROS in the
shallow pores follows the same decreasing trend with
temperature as in the deep pores. The second and third
columns show how the residual CRO is divided between the
pores that are completely bypassed and the pores that get
brine-invaded but still retain CRO (refer to Figure 5b). If a

higher waterflooding temperature is chosen, the amount of oil
that remains behind due to complete bypassing of deep pores
clearly becomes smaller (second column). In other words, at
higher temperatures, it is easier to “open up” the deep pores.
However, the deep pores that do get invaded retain the oil
more effectively at higher temperatures (third column). The
dominant mechanism of CRO retention thus changes with
temperature.
Lastly, we also extend our visual inspection of the pore space

(as done in Figure 6) to higher waterflooding temperatures.
From a comparison of the brine-invaded pores in Figure 8, it
can be seen that the tiny CRO drops embedded in the brine as
observed at RT are also found at 60 and 90 °C, albeit these
droplets appear to have become smaller and less abundant
(especially at 90 °C). Focusing on the pores that are mostly
filled with crude oil, another trend can be observed; for higher
temperatures, the CRO slugs get increasingly separated from
the pore walls by rather thick brine layers (this is most clearly
visible from Figure 8c, corresponding to 90 °C).
To extract more quantitative information about this

“dewetting” phenomenon, we examined the whole pore spaces
and calculated the fraction of edges that showed this
“dewetting.” Here, we define an edge as an interface between
the remaining CRO in a pore and one of the glass grains that
defines the pore. Figure 8d displays the “dewetting fraction”
defined above as a function of flooding temperature. However,
at room temperature, this dewetting is insignificant; only a
slight dewetting is measured at 60 °C, and at 90 °C, the
dewetting fraction reaches as high as 36%.
We like to point out here that the brine layers indicative of

the dewetting were not observed during the high-temperature
(95 °C) aging. Since this aging with CRO was preceded by
exposure to FW (see Section 2.4), brine layers wetting the

Figure 7. ROS of HSW injection at different temperatures in glass
channels that were aged in FW and CRO at (95 °C). The ROS
decreases with waterflooding temperature. Error bars indicate the
standard deviation from three experiments per condition.

Table 2. Dependence of Residual Oil Saturation on the Pore
Type and Waterflooding Temperature

pore type and temperature ROS bypassed pores invaded pores

shallow at 22 °C 0.83 0.62 0.20
shallow at 60 °C 0.76 0.51 0.24
shallow at 90 °C 0.54 0.35 0.19
deep at 22 °C 0.45 0.32 0.13
deep at 60 °C 0.41 0.21 0.20
deep at 90 °C 0.37 0.14 0.22

Figure 8. Representative pore scale images after HSW flooding at different temperatures: (a) RT, (b) 60 °C, and (c) 90 °C. (d) Dewetting fraction
at three different temperatures for HSW flooding. Error bars indicate the standard deviation measured from three experiments. See text for details
on the calculation. The glass areas were not marked black in this figure to better visualize the glass walls.
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glass walls may have been present during the aging step.
However, in spite of the high temperature, they were not thick
enough to be visible. This indicates that the appearance of
thick brine layers during the waterflooding at 90 °C is not
simply the consequence of a thermal expansion of water films
that were present already during the aging. The implication
hereof is that additional brine must have been flowing into the
pores during the waterflooding. Most likely, “gutter flows” were
responsible for this.

5. UNDERLYING PHYSICOCHEMICAL ASPECTS

5.1. Liquid Invasion Pattern. The outcome of water-
flooding experiments at the level of the retention fraction (i.e.,
residual saturation) of the defending liquid is the resultant of
an interplay between (at least) hydraulic and capillary
pressures. In porous networks, this interplay becomes complex
because of (i) the fluid-mechanical coupling between the pores
and (ii) the changes in the global pressure drop (between the
inlet and the outlet of the pore network) as the invading fluid
advances. The ensuing pattern by which the pore space is filled
by the invading fluid also determines the amount of defending
fluid that is retained.
Because of the complex collective behavior of the pores,

quantitative predictions of how the retention fraction depends
on flow rate, interfacial tensions, viscosities, and pore
dimensions can only be made via numerical calculations.65 In
the so-called “moving capacitor” model,66 the pore space is
represented by an equivalent electrical network in which
capillary menisci act as capacitors and differences in wettability
(i.e., contact angle) function as batteries. These concepts were
also used in a recent modeling study,67 which extends the well-
known work of Lenormand et al.68 via a systematic variation of
the contact angle. Using circular posts to define a network of
relatively shallow pores (Hele-Shaw) at a constant height (2D
geometry), Primkulov et al. calculated a “phase diagram” for
the filling pattern as a function of three parameters: capillary
number, viscosity ratio, and contact angle. Hysteresis in the
contact angle was not taken into account.
Disregarding the differences between their used pore

geometry and our 2.5D network, a crude comparison between
Primkulov’s predictions and our experiments can still be made.
The phase diagram (see Figure 12 in ref 67) has three axes:
capillary number (Ca), viscosity ratio (M), and the contact
angle of the invading phase (Θ). Based on measurements of
the temperature-dependent interfacial tensions and viscosities
of our system, we find that our viscosity ratio varies from
∼0.05 to ∼0.1, while our (standard) capillary number ranges
between ∼6 × 10−6 and ∼8 × 10−7 (see Table 3) for the
temperature range of 22−85 °C. For these typical numbers, the
theoretical phase diagram (shown in Figure S13) shows a
transition in the filling pattern from “invasion percolation”

toward “cooperative filling” as Θ decreases. The more compact
displacement pattern observed at elevated temperatures
(Figure S11) could therefore be in agreement with a
wettability alteration of the glass surfaces toward a water-wet
state, as was already suggested by the observations in Figure 8.

5.2. Pore Yielding. In another interpretative approach, we
can make some simplifying assumptions for the (time-
dependent) pressure distribution in the pore network while
taking into account the distinction between deep and shallow
pores. Taking a closer look at the geometries of both types of
pores, it is clear that generally (i) all pores have a width that is
much bigger than their height (shown in Figure S1) and (ii)
the shallow pores also have a smaller width than the deep pores
(see Figures 1 and S1). This means that for the shallow pores,
both the capillary pressure threshold (in the case the flow is
blocked) and the hydraulic resistance (in the case the flow is
permitted) will be significantly larger.
In our experiments, changes take place during injection of

the first pore volume of brine (see Figure 4 and SI Video S2).
Until the point that the brine has reached the back end of the
pore space, a gradually increasing number of menisci have to
yield, causing the pressure drop over the entire chip (and
hence also over the pore space) to increase. However, upon
reaching “water breakthrough,” a low-resistance flow path is
created, leading to a steep decrease in the overall pressure drop
(for example, ref 32). Assuming a similarly shaped transient
pressure drop for our system, several of the observations can be
explained.
Considering the pores to be slit-like (width≫ height) with a

height h (being either 12 or 27 μm) and the contact angle of
the CRO to be ΘCRO

a, a simplistic yield criterion can be
formulated for each pore. The brine/CRO interface will get
displaced if

γΔ > ΘP
h

2
cos CRO (4)

where γ is the brine/CRO interfacial tension and ΔP is the
pressure drop across the pore (with brine at the front end and
CRO at the back end). Before the “breakthrough,” i.e., the
point where the flow of the brine has reached the back end of
the pore network, the liquid displacement imposed by the
pump will ensure that some local pressures will get high
enough to enforce progressive brine invasion of the pore space.
After the breakthrough, the local pressures in the pore network
will be determined by the local flow rates, hydraulic resistances,
and capillary yield pressures, similar to the currents, resistors,
and capacitors in an electric network.66,67 If the hydraulic
resistances in the “breakthrough flow path” of the brine are
large enough, then the local pressure drops over some till-then
noninvaded pores can still exceed the yielding pressure, leading
to new brine invasions. Additional flow paths created in this
way will further lower the hydraulic resistance until the point is
reached where all local pressure drops are too low to satisfy eq
4. The brine flow pattern then stabilizes, leaving the pores that
are still filled with CRO intact. This explains why the ROS
reaches saturation of about 1 PV (similar to other studies32,39).
It is also clear from eq 4 that (for all ΘCRO < 90°) the

shallow pores will offer stronger resistance to capillary yielding.
This could explain our finding that the ROS is always higher in
the shallow pores (Figure 4). An indirect consequence of the
pore connectivity in our 2.5D micromodel is that the deep
pores can only be reached via shallow pores. This means that
effectively the brine invasions are governed by capillary

Table 3. Capillary Number (Ca) of HSW and LSW Injection
and Viscosity Ratio in Our Waterflooding Experiments at
Different Temperaturesa

22 °C 60 °C 85 °C

Ca (HSW) 6.1 × 10−6 1.4 × 10−6 8.7 × 10−7

Ca (LSW) 2.2 × 10−6 9.6 × 10−7 6.5 × 10−7

viscosity ratio ∼0.04 ∼0.06 ∼0.1

aCa = μv/γ with v = 1.8 × 10−5 m/s. M = μinv/μdef with the brine as
the invading phase.

Energy & Fuels pubs.acs.org/EF Article

https://doi.org/10.1021/acs.energyfuels.1c03670
Energy Fuels XXXX, XXX, XXX−XXX

I

https://pubs.acs.org/doi/suppl/10.1021/acs.energyfuels.1c03670/suppl_file/ef1c03670_si_001.pdf
https://pubs.acs.org/doi/suppl/10.1021/acs.energyfuels.1c03670/suppl_file/ef1c03670_si_001.pdf
https://pubs.acs.org/doi/suppl/10.1021/acs.energyfuels.1c03670/suppl_file/ef1c03670_si_001.pdf
https://pubs.acs.org/doi/suppl/10.1021/acs.energyfuels.1c03670/suppl_file/ef1c03670_si_001.pdf
https://pubs.acs.org/doi/suppl/10.1021/acs.energyfuels.1c03670/suppl_file/ef1c03670_si_003.avi
pubs.acs.org/EF?ref=pdf
https://doi.org/10.1021/acs.energyfuels.1c03670?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


yielding of the shallow pores. This is also what we observe in
Figure 5a.
The same simplistic picture can also explain why the

secondary flooding with LSW does not produce any changes in
the brine/CRO distribution. As shown in Table 1, the
interfacial tensions of the LSW with the CRO are always
higher than those of the HSW, meaning that the capillary
yielding pressures of the remaining brine/CRO menisci only
get higher, while the hydraulic pressures due to the brine flow
remain essentially the same (considering that the flow rates are
the same and the viscosity should be slightly lower for the
LSW).
Lastly, we consider how raising the waterflooding temper-

ature affects the balance between hydraulic and capillary
pressures. As shown by Table 1, all fluids show a clear decrease
in viscosity, meaning that for the same flow rate, the hydraulic
pressures will be much smaller. In contrast, the brine/CRO
interfacial tensions show an increase. Looking at eq 4, the
changes in ΔP and γ would work together in making it more
difficult for the flow to invade the pores. However, our
experiments show the opposite trend since the ROS decreases
with temperature (Figure 7). This suggests that the more
abundant yielding of the pores at elevated temperatures would
be due to a significant increase in ΘCRO, or, in other words, a
wettability alteration toward a water-wet state.
5.3. Molecular Origin of Wettability Alteration. This

important role of wettability directs toward the discussion of
the two key trends found in this work (Figures 3a and 7) from
the microscopic point of view, i.e., the adsorption and
desorption of CRO molecules on the glass surfaces.
The trend in Figure 3a implies that FW/CRO aging renders

the glass surface in a more oil-wet state than aging with CRO
only. This perhaps counterintuitive finding is, however,
plausible; a clear wettability alteration of clean glass can only
originate from the adsorption of CRO molecules. Crude oil
contains many surface-active components (e.g., asphaltenes,
resins) having both hydrophilic and hydrophobic sides.
Adsorption of their hydrophilic sides onto the glass, stimulated
by divalent cations from the FW, could thus expose the
hydrophobic sides to the pore space. This behavior is also well
known for fatty acids in mica69−71 and oxidized silicon72

substrates and crude oil on quartz substrates73,74 and calcite
substrates75,76 at room temperature and elevated temperatures.
Asphaltene adsorption on glass surfaces has also been reported
in the literature.77−79

The clear decrease in ROS we observed at elevated
waterflooding temperatures (Figure 7) would be consistent
with a wettability alteration toward a water-wet state, via an
increased desorption of amphiphilic CRO molecules at higher
temperatures. It is well known that both the aggregation and
the adsorption of asphaltenes are highly temperature-depend-
ent (e.g., ref 80 and references therein), making it unsurprising
that temperature would have an effect on the desorption as
well. Strong wettability alteration via the effect of temperature
on interfacial assembly has also been found for model systems
like mica surfaces and fatty acids.81

6. COMPARISON TO OTHER STUDIES

Considering the various other microfluidic and core flooding
studies done in recent years with the aim to better understand
improved oil recovery and given the multitude of variables that
can influence the residual oil saturation, it is interesting and

relevant to compare the outcomes of other studies with a
similar scope.
Several other studies aimed at mimicking recovery processes

with micromodels have also used glass to define the pore
space.32,46,48 While it is clear that the surface composition of
glass is significantly simpler than that of reservoir rock, glass is
considered in many microfluidic and millifluidic studies to be
“chemically similar” to sandstone rock. Both glass and
sandstone present silicon dioxide groups at the surface, and
in sandstone reservoirs that contain little clay,82 SiO2 is by far
the most abundant mineral species.
Remarkably, only a few microfluidic studies using glass

devices have examined the influence of the chemical aging
history. Exposure of the micromodel to CRO for a certain
waiting time prior to the waterflooding is common to all aging
protocols, but it has been done with32 and without a preceding
exposure to FW. Different aging temperatures have also been
used. Comparisons between these different aging protocols are
scarce. In a recent study by Saadat et al., different aging
protocols were compared using 2D glass chips with a regular
pore structure. They also found a significant increase in ROS if
the aging in CRO was preceded by an aging step in brine.32

The same work also found a very modest increase in oil
recovery after a second flooding with lower salinity brine; in
our case, the effect was too small to measure within the
accuracy of our method. These similar trends seem to confirm
the important role of wettability alteration, which should
indeed depend on the materials’ chemistry rather than the pore
network geometry.
Also, the influence of the waterflooding temperature on

CRO recovery has not been addressed much in other
experimental studies using glass micromodels. Again, the
qualitative trends in the ROS can be expected to depend on
the materials rather than the geometry. The finding in a recent
study46 that different CROs with distinct SARA/TAN profiles
produced qualitatively different temperature dependences of
ROS underlines this point. Numerical simulations, even if
performed in simple 2D pore networks83 could play an
important role in mapping these varying experimental
outcomes onto model parameters.
Dewetting phenomena, whether induced by chemical aging,

brine salinity, or temperature, also fit well into the scope of
microfluidic studies. Since its manifestation depends on the
underlying physicochemical processes, both the required
(temperature, pressure, composition) conditions and the
timescale at which it manifests can vary widely. For example,
Mahzari et al.84 found dewetting after low-salinity flooding at
∼206 bar and 60 °C. Bartels et al.29 observed incipient oil
dewetting during high-salinity flooding at RT but only after a
long time (several days). The stark contrast with our study,
where a timescale of minutes was sufficient to generate the
dewetting films, underlines the need to obtain a better insight
into the underlying physicochemical processes.
Another important aspect in the development of micro-

fluidic devices to study oil recovery processes is the geometry
of the pore network. Recent work shows an increased interest
in the connectivity or dimensionality (2D, 2.5D) of the pore
space.38,39 While such geometrical aspects at the micron scale
do not influence the molecular processes that change the
interfacial tensions and wettability, the consequences of the
pore space geometry for the quantitative oil mobilization
efficiency can be significant.39 The present work, in which the
shallow pores are identified as the gatekeeper for the brine
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invasion of the deep pores, also confirms the important role of
the pore space geometry.
These ongoing developments of the microfluidic platform as

a tool to better understand and optimize conditions for IOR
are promising in the sense that already some trends, as found
in core flooding experiments, can be reproduced.85−88

However, it is also clear that some phenomena occurring in
the real rock reservoirs could only be replicated via more
sophisticated micromodels. One example could be the
introduction of clay particles adsorbed onto the pore walls;
these particles could change the outcome of the IOR process
via desorption or swelling.89,90 Also, the sandstone rock itself
may need to be better mimicked. Glass materials as used in the
current fabrication of micromodels cannot represent aspects
like heterogeneity, swelling, or dissolution.32,46,48

7. CONCLUSIONS
Microfluidics is a powerful tool for the study of improved oil
recovery (IOR) from rock reservoirs via laboratory experi-
ments at the pore scale. We used microfluidic technology to
fabricate a pore network that was made from glass and with a
structure that was inspired by sandstone rock. This structure,
showing a network of shallow and deep pores where no path
across the chip exists without both depths, was translated into
a so-called 2.5D microfluidic device using two different etch
depths. By performing waterflooding experiments, we extracted
time-dependent residual oil saturation (ROS) data for variable
brine composition, aging protocol, and temperature. Both
aging protocol and temperature showed a pronounced effect
on ROS in microfluidic IOR. The video images revealed
complex behavior where shallow pores acted as “gatekeepers”
to deeper pores, and entire regions of the chip remained oil-
filled at long times due to an inability for the shallow “gates” to
be forced open. This behavior can be explained through
comparison to 2D models of Laplace pressure and hydraulic
resistance in pores of variable size. Additionally, high-
resolution images of the waterflooding process revealed visible
changes in wettability in which CRO gets dewetted from pore
walls and a change in CRO retention mechanism at elevated
temperatures. This understanding should lead to a more
complete picture of oil mobilization mechanisms in 3D pore
networks at representative reservoir conditions.
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