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## Abstract

The introduction of the internet of things (IoT) resulted in a significant increase in the demand of low-cost wireless transceivers. To decrease the cost of wireless transceivers, a full implementation on a single die or package, in a modern CMOS technology is preferred. However, with newer CMOS technologies both the maximum supply voltage and the breakdown voltage decrease, reducing the maximum achievable output power that the RF-PA can achieve from the nominal power-supply for a fixed load impedance. Additionally there is an increasing demand for higher data-rates and fully wireless devices, resulting in high requirements on linearity and efficiency of the RF-PA.

To enable higher data-rates within a bandwidth limited frequency spectrum, complex modulation schemes are required. However, complex modulation increases the demands on linearity (e.g. AM-AM and AM-PM conversions), phase accuracy and amplitude accuracy to limit the effects of spectral regrowth, intermodulation and error vector magnitude (EVM) degradation. These forenamed three inaccuracies increase the occupied bandwidth and reduce the SNR of the transmitted signal, resulting in a reduction of spectral efficiency and channel capacity.

Most wireless devices are battery powered, hence power efficiency is an important metric. Complex modulation schemes enable an increase in spectral efficiency, but this comes at the cost of a high peak-to-average power ratio (PAPR). Conventionally an RF-PA has to operate in power-backoff to be able to amplify signals with a high PAPR at a sufficient accuracy, which reduces the overall power efficiency of the RF-PA. Switched mode class-E PAs are promising candidates for battery powered wireless devices, since they can ideally achieve $100 \%$ power efficiency and can be integrated in modern CMOS technologies. Additionally process-voltage-temperature variations, such as supply
voltage and antenna impedance variations, impact the performance and reliability of the RF-PA significantly. The performance and reliability of class-E PAs strongly depends on the load impedance, where load variations can reduce the performance and even permanently damage the RF-PA.

The focus of this work is on integrated measurement techniques, reliability improvements and linearisation for RF-PAs to enable efficient, robust and high performance RF-PAs for use in modern wireless transceivers. To enable tuning and improving the performance and reliability of RF-PAs accurate information about its current operating conditions are required, which can be acquired from the internal nodes of the RF-PA. However, the internal RFPA nodes can contain high frequency components. Directly sampling these nodes with an analog-to-digital converter (ADC) results in a significant power consumption, thus lowering the overall system efficiency.

A 65 nm CMOS RF-waveform characterizer based on an N-path circuit is presented that measures the DC component and the first 3 harmonics of the RF signal by applying a DFT to 8 (ideally) equally spaced in phase quasiDC output voltages. The accuracy of the waveform estimation is limited by the accuracy of the sampling moments, which in our case is limited by delay cell mismatch. A technique to cancel delay cell mismatch is introduced, that can increase the measurement accuracy by up to 20 dB resulting in a 6.8 -bit measurement linearity at the cost of only a small power and area increase.

However, the internal nodes in a switched mode RF-PAs contain RF signals with frequency components above the third harmonic and sampling these signals with 8 samples per period results in aliasing. When using the RFwaveform characterizer aliasing limits the accuracy at which the RF-PA can be characterized, thereby reducing the performance and reliability improvements that can be achieved. Higher sampling rates will reduce the effect of aliasing, but this significantly increases the power consumption assuming that a higher sampling rate can be achieved at all.

To reduce the effect of aliasing without increasing the sample rate an algorithm is introduced that uses two samplers that sample at distinct (non-integer multiple) sampling rates. The algorithm can resolve aliasing and reconstruct the sampled signal as long as it has an orthogonal frequency basis (which is the case for a signal consisting of only harmonics) and the aggregated informationbearing bandwidth of the sampled signal is less than half the cumulative sam-
ple rate of the two samplers.
Load variations result in reflections at the output of the RF-PA, causing a standing wave at the output of the RF-PA. This standing wave increases the voltage at the output of the RF-PA, which can possibly damage or even destroy the RF-PA. The effect of load mismatch is even more apparent in classE PAs, where due to load mismatch the maximum voltage over the switch can increase up to 13 times the power supply voltage compared to 3.65 times when the load is matched. As a result load mismatch can significantly reduce the reliability of RF-PAs, especially for class-E PAs.

To improve the reliability of class-E PAs, a technique to self-protect the class-E PA by decreasing the PAs sensitivity to load variations is introduced. An on-chip switched-capacitor bank is used to tune the relative-resonance frequency of the switch-LC tank, minimizing the stress on the switch transistor over load variations. To validate the self-protection technique, load-pull measurements are performed on a 65 nm CMOS class-E PA. The proposed selfprotection technique increases the safe-operating area from a voltage standing wave ratio (VSWR) of $2: 1$ up to a VSWR of $19: 1$, with a worst case impact on output power and efficiency of -1.6 dB and $6 \%$ respectively.

RF-PA linearisation techniques such as digital pre-distortion (DPD) are used to reduce the effect of non-linearity. These non-linearities can result in spectral regrowth and intermodulation distortion. which lower the spectral efficiency and possibly cause interference for neighboring channels. Conventionally the DPD coefficients are derived for a $50 \Omega$ load, but the load impedance can vary due to external influences and reduces the ability of static DPD to linearise the RF-PA.

This thesis presents a polar class-E PA with adaptive DPD (ADPD), reducing the effect of load variations on the polar modulated class-E PA. The on-chip waveform characterizer is used to measure the internal drain voltage of the class-E amplifier, after which the measured waveform is used to adaptively tune the DPD coefficients. To demonstrate the proposed system, measurements are performed on a 2 GHz 1024 QAM signal with a $1 \mathrm{MSym} / \mathrm{s}$ symbol rate. The ADPD system can correct both AM-AM and AM-PM conversion, while maintaining both the target EVM and adjacent channel power ratio over a significantly larger area on the Smith chart compared to a 50 $\Omega$ optimized static DPD. Furthermore, the ADPD system can simultaneously
correct for slow memory effects (e.g. temperature and antenna load variations) without the need for complex memory DPD algorithms.
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## Chapter 1

## Introduction

Wireless communication systems are widespread in our daily lives and can be found in our phones, laptops, tablets, radios and in many more devices. Most of these devices use electromagnetic waves with frequencies within the radio spectrum to communicate with one another and all these devices have to share this available spectrum. The spectrum that can be used for wireless communication is confined by both physics (e.g. absorption of electromagnetic waves by water [1] and oxygen [2]) and technology limits. To enable the increase in wireless devices and higher data-rates more of the usable spectrum is utilized. For example, in current LTE systems frequencies below 6 GHz are used [3] and with the introduction of 5G-NR the frequency bands between 26 GHz and 40 GHz are added to further increase the available spectrum [4]. Figure 1.1 shows an overview of the US spectrum allocation in 2016 for frequencies between 960 MHz and 3 GHz , illustrating how cramped the radio spectrum is.

The introduction of the internet-of-things (IoT) resulted in an enormous increase in the number of devices connected to the internet [5]. IoT finds appli-


Figure 1.1: US spectrum allocation in 2016 from 960 MHz to 3 GHz (Source:NTIA).


Figure 1.2: Number of (expected) cellular IoT devices from the year 2015 to 2025 [5].
cations in diverse areas such as urban infrastructure, industry, agriculture and healthcare [6]. In an IoT system many devices, e.g. sensors and actuators, are connected to a global network allowing them to communicate with each other and form complex systems. Over the last few years the number of cellular IoT devices exponentially increased as shown in Fig. 1.2. To enable the increase in wireless data transmission within the limited radio spectrum requires modulation schemes with a high spectral efficiency, such as quadrature amplitude modulation (QAM) and/or orthogonal frequency division multiplexing (OFDM) [7]. Both these techniques improve spectral efficiency, however they require highly linear amplifiers and simultaneously reduce the overall system efficiency.

Wireless IoT networks require low-cost, low-power and highly integrated wireless devices. In order to meet these demands, standard CMOS is pursued as a cost-effective solution for integration of wireless systems on chip [8]. Transceivers handle transmission and reception of wireless signals and were already successfully implemented in CMOS technologies decades ago [9, 10]. In CMOS transceivers, the radio frequency power amplifier (RF-PA) remains one of the most power-hungry blocks in modern communication standards that utilize complex modulation. As a consequence the RF-PA significantly limits the duration that transceivers can operate on a single battery charge, hence limiting the autonomous operation of a wireless IoT device.

This chapter provides a high level overview of CMOS RF-power amplifiers and reviews the spectral efficiency and signal properties of the two most com-
mon complex modulation schemes (QAM and OFDM). Chapter 2 discusses the impact of these complex modulations on power efficiency, spectral efficiency and design overhead in practical RF-PAs. Also current solutions to improve RF-PA efficiency when using complex modulation and techniques to improve RF-PA reliability are reviewed. Chapter 2 concludes with an outline of this thesis, introducing the other chapters briefly.

### 1.1 CMOS RF-Power Amplifiers

Complementary metal-oxide-semiconductor (CMOS) is the most used technology for integrated circuits, since it allows for low-power high performance digital circuits. In 1965, Gordon Moore observed that the transistor density doubled every two years and this observation is now commonly known as Moore's law. The smaller transistor sizes resulted in higher transistor density, allowing for small, efficient and complex digital circuits. Another advantage of scaling CMOS is the reduction in cost per function, allowing for cheaper electronics [11]. Not only digital circuits benefited from Moore's law, but the advances in CMOS technology also made it an attractive candidate for RF circuits [8].

### 1.1.1 RF-Power

Although most of the transceiver blocks benefit from CMOS scaling, the design of RF-Power Amplifier (RF-PA) becomes more complicated in newer technology nodes, where especially the output power is affected. The power that can be delivered to a load impedance $Z_{\text {Load }}$ is equal to

$$
\begin{equation*}
P=\frac{V_{r m s}^{2}}{\left|Z_{\text {Load }}\right|^{2}} \operatorname{Re}\left(Z_{\text {Load }}\right), \tag{1.1}
\end{equation*}
$$

where $V_{r m s}$ is the rms voltage over the load impedance $Z_{\text {Load }}$. From (1.1) we can conclude that increasing the output power can be achieved by increasing the voltage for a constant load impedance, or by lowering the load impedance for a constant voltage or by both. However, the maximum tolerable voltage in CMOS decreases for smaller technology nodes whereas the nominal antenna load impedance $Z_{A n t}$ remains constant thereby reducing the maximum output power, assuming that $Z_{\text {Load }}=Z_{\text {Ant }}$.


Figure 1.3: Antenna connected to the RF-PA via a transmission line.

## Impact of $Z_{\text {Load }}$ on the output power

Figure 1.3 shows an RF-PA that is connected to an antenna via a transmission line with a characteristic impedance $Z_{0}$ and length $\ell$. In case that $Z_{A n t} \neq Z_{0}$ the impedance $Z_{\text {Load }}$ seen by the RF-PA looking into the transmission line depends on $Z_{A n t}, Z_{0}$ and the length of the transmission line $\ell[12]$ :

$$
\begin{equation*}
Z_{L o a d}=Z_{0} \frac{1+\Gamma e^{-j 2 \beta \ell}}{1-\Gamma e^{-j 2 \beta \ell}}=Z_{0} \frac{Z_{A n t}+j Z_{0} \tan (\beta \ell)}{Z_{0}+j Z_{A n t} \tan (\beta \ell)} \tag{1.2}
\end{equation*}
$$

where $\beta=2 \pi / \lambda$ and the reflection coefficient $\Gamma$ is the ratio between the reflected power $P_{r}$ and the incident power $P_{i}$. In equation, $\Gamma$ can be written as

$$
\begin{equation*}
\Gamma=\frac{P_{r}}{P_{i}}=\frac{Z_{A n t}-Z_{0}}{Z_{A n t}+Z_{0}} \tag{1.3}
\end{equation*}
$$

where $0 \leq|\Gamma| \leq 1$ for passive loads $Z_{A n t}$. As a consequence any variation of the antenna impedance $Z_{\text {Ant }}$ changes the impedance $Z_{\text {Load }}$ presented to the output of the RF-PA.

The antenna is commonly modelled for simplicity as a $50 \Omega$ resistor. However the antenna impedance is not only determined by the antennas shape and size [13], but is also influenced by its near field environment [14]. This results in changes of the antenna impedance, hence impacting $Z_{\text {Load }}$ and thus the RFPA output power. Figure 1.4 shows a smith-chart which contains equi-power contours for different $Z_{\text {Load }}$, assuming that

$$
\begin{equation*}
\frac{V_{\max }}{I_{\max }}=50 \Omega=R_{o p t} \tag{1.4}
\end{equation*}
$$

where $V_{\max }$ and $I_{\max }$ are respectively the maximum output voltage and output current of the RF-PA. A smith chart is a tool to represent impedances (all


Figure 1.4: Equal power contours (dB) for variations in $Z_{\text {Load }}$, assuming (1.1), $\left|V_{\text {out }}\right| \leq$ $V_{\max },\left|I_{\text {out }}\right| \leq_{\max }$ and $R_{\text {opt }}=50 \Omega$. Note that the outer circle of the smith chart corresponds to $|\Gamma|=1$.
passive impedances fit within the unit circle), allowing the representation of various properties, such as constant power contours, constant efficiency contours and safe operating area for different impedances.

The smith-chart can be viewed as a polar plot of the reflection coefficient $\Gamma$, where the magnitude $|\Gamma|$ is plotted as the radius from the center of the smithchart and the angle $\theta\left(-180^{\circ} \leq \theta \leq 180^{\circ}\right)$ is defined counter clockwise from the right hand side of the horizontal line [12]. The center of the smith chart is conventionally chosen to be the characteristic impedance, but the smith chart can be normalized to any (passive) impedance.

Figure 1.4 shows that the output power reduces for any impedance mismatch between the antenna and the transmission line $(|\Gamma|>0)$; the reduction is visualized by the equi-power contours which are normalized with respect to the output power when the RF-PA is loaded with $R_{o p t}$. In Fig. 1.4 it assumed that $\left|V_{\text {out }}\right| \leq V_{\max },\left|I_{\text {out }}\right| \leq I_{\max }$ and $V_{\max } / I_{\max }=50 \Omega=R_{\text {opt }}$. In case that $\operatorname{Re}\left(Z_{\text {Load }}\right)>R_{\text {opt }}$ the RF-PA output power is voltage limited and if $\operatorname{Re}\left(Z_{\text {Load }}\right)<R_{\text {opt }}$ the RF-PA output power is current limited.

If $Z_{\text {ant }} \neq Z_{0}(\Gamma \neq 0)$ then reflections occur at the interface of these two


Figure 1.5: Voltage amplitude along a transmission line illustrating VSWR. The VSWR is a function of the distance $z$ to the antenna.
impedances. The incident and reflected wave add to form a standing wave along the transmission line [12], which is shown in Fig. 1.5. If the incident and reflected wave are exactly in phase the maximum voltage amplitude can increase by up to a factor two. The voltage standing wave ratio (VSWR) is defined as the ratio between the maximum voltage $V_{\max }$ and minimum voltage $V_{\min }$ along the transmission line. Mathematically it is described by

$$
\begin{equation*}
\mathrm{VSWR}=\frac{\left|V_{\max }\right|}{\left|V_{\min }\right|}=\frac{1+|\Gamma|}{1-|\Gamma|} \tag{1.5}
\end{equation*}
$$

The maximum supply voltage reduces with newer CMOS technology nodes, hence the maximum tolerable voltage $V_{\max }$ of the RF-PA also decreases for lifetime reasons. To maintain a specific output power $P_{\text {out }}$, the $I_{\max }$ has to increase, which cannot be done for a static $50 \Omega$ load impedance when $V_{\max }$ decreases. There are some possible solutions to increase $P_{\text {out }}$ in modern CMOS processes:

- Present the RF-PA with a $\left|Z_{\text {load }}\right|<\left|Z_{A n t}\right|$ by means of an (impedance) matching network.
- Combine the output power of N RF-PAs that can operate at the lower supply voltage to achieve the wanted $P_{\text {out }}$.
- Allow the RF-PA to operate at higher than nominal voltages, allowing to retain $Z_{\text {Load,opt }}=V_{\max } / I_{\max }=50 \Omega$.
- Combinations of the previously mentioned techniques.

The next sections will describe these solutions to increase $P_{\text {out }}$.

## Using impedance matching networks

Conventionally an RF-PA is loaded with an antenna that has an impedance $Z_{\text {Load }}$, which is designed to have a nominal impedance of $50 \Omega$. Matching networks can be used to lower the apparent load the RF-PA sees, allowing a higher output power for the same supply voltage and antenna. A schematic overview of a RF-PA with a matching network is shown in Fig. 1.6.

The impedance transformation ratio $r$ is defined as [15]

$$
\begin{equation*}
r=\frac{\Re\left(Z_{\text {Ant }}\right)}{\Re\left(Z_{\text {Load }}\right)}, \tag{1.6}
\end{equation*}
$$

where $Z_{\text {Ant }}=R_{\text {Ant }}+j X_{\text {Ant }}$ and $Z_{\text {Load }}=R_{\text {Load }}+j X_{\text {Load }}$ when looking into the matching network. Commonly the matching network used in RF-PAs are low-loss; in the discussions below lossless matching networks are assumed for simplicity reasons.

Lossless matching networks exhibit trade-offs between matching and bandwidth, which is described by the Bode-Fano criterion [16, 17]. Fig. 1.7 shows a system consisting of a lossless matching network that is used to match the parallel RC load. The Bode-Fano criterion for this network states that

$$
\begin{equation*}
\int_{0}^{\infty} \ln \frac{1}{|\Gamma(\omega)|} d \omega \leq \frac{\pi}{R C} \tag{1.7}
\end{equation*}
$$

where $\Gamma(\omega)$ is the frequency dependent reflection coefficient seen at the input of the matching network.

When using an infinite number of elements in the matching network the


Figure 1.6: (a) PA connected to an antenna via a transmission line. $Z_{T L}$ and $Z_{\text {Ant }}$ are respectively the impedance seen looking into the transmission line and antenna, $Z_{0}$ is the characteristic impedance of the transmission line and $\ell$ is the length of the transmission line. $P_{i}$ and $P_{r}$ are the incident and reflected power waves.


Figure 1.7: Impedance matching for a parallel RC-circuit. $\Gamma(\omega)$ is the frequency dependent reflection coefficient seen at the input of the matching network.

Bode-Fano criterion can also be described as

$$
\begin{equation*}
\frac{1}{\ln (|\Gamma|)}=\frac{\pi}{Q B} \tag{1.8}
\end{equation*}
$$

assuming a flat $|\Gamma|$ over a fractional bandwidth $B$ and where $Q$ is the quality factor of the load. The Bode-Fano criterion shows that perfect matching ( $\Gamma=$ 0 ) can only be achieved at a single frequency, hence a broader bandwidth comes at the cost of a higher passband reflection coefficient and thus decreases the efficiency of the RF-PA. A high impedance transformation ratio $|r|$ commonly requires a high Q to retain efficiency, thus lowering the fractional bandwidth $B$ over which matching can be achieved.

One of the most common matching networks is the LC-resonance transformer [12], which is shown in Fig. 1.8(a). The topologies shown on the left in Fig. 1.8(a) can be used for $|r| \geq 1$, while the topologies on the right can be used for $0 \leq|r| \leq 1$. These topologies allow for simple integration in CMOS technologies, however they suffer from high losses for high values of $|r|$ [15] due to the Q-factor of the inductors. In case that a high-Q matching is achieved the bandwidth is significantly reduced [18]. Note that matching a purely resistive antenna with a LC-resonance transformer still has a limited bandwidth B, since a reactive element is added to the load impedance when using an LC-resonance transformer that increases the effective $Q$ of the load impedance.

Another solution for impedance transformers is to use magnetically coupled inductors as shown in Fig. 1.8(b). Magnetically coupled inductors can achieve a higher efficiency than LC-resonance transformers for higher $r=N^{2}$, however a high impedance transformation ratio requires a relative low primary


Figure 1.8: Different impedance transformation techniques. (a) The LC resonant impedance transformer. (b) The magnetically coupled transfomer impedance transformer.
inductance (in the order of 80 pH at 2 GHz for $r=50$ in case of $100 \%$ efficiency [15]) making implementation on chip impractical. An ideal transformer based matching network is not limited by the bode-fano criterion. However in practical transformers the impedance of the inductors used can be modelled as an additional inductive load to $Z_{A n t}[17]$, which limits the bandwidth of the magnetically coupled transformer. The bandwidth can be increased by introducing losses in the coupled inductors since it lowers the overall Q of the system.

Figure 1.9 illustrates the effect of using an impedance matching network with $r=2.5$ on the equi-power contours [19], where $Z_{\text {opt }}=20 \Omega$ assuming


Figure 1.9: (a) Smith chart normalised to $50 \Omega$ with the equal power contours normalised to the output power of the RF-PA that has an $R_{o p t}=20 \Omega$ when $Z_{A n t}$ is matched to that optimum load impedance $R_{\text {opt }}$ by using a matching network. (b) Required compensation for $Z_{A}$ to compensate for the effect of a shunt capacitor and the equi-power contours when $Z_{A n t} \neq 50 \Omega$.


Figure 1.10: Matching network followed with a shunt impedance in front which can model a package parasitic.


Figure 1.11: Distributed active transformer.
that $Z_{A n t}=50 \Omega$. Note that the equi-power contours are shifted to the left compared to Fig. 1.4. Due to for example package parasitics, the matching network can be followed by e.g. a shunt impedance as shown in Fig. 1.10 which causes the load impedance $Z_{\text {Load }}$ to be different from $Z_{A}$. To de-embed the effect of the shunt capacitance the impedance looking into $Z_{A}$ requires the correct compensation as shown in the smith chart in Fig. 1.9(b) for $Z_{A n t}=$ $50 \Omega, r=2.5$ and $B=-32 \Omega$. In case that the impedance $Z_{A}$ is designed such that $Z_{A}=14.38+j 8.98 \Omega$, the impedance $Z_{\text {Load }}=R_{o p t}=20 \Omega$, thus allowing the RF-PA to be loaded with the optimum load.

## Power combining

Impedance transformation can also be achieved by means of a distributed active transformer (DAT) [15], see Fig. 1.11. It uses M 1:N magnetically coupled transformers where the secondary sides are connected in series effectively summing the individual voltage contributions, allowing high impedance transform ratios $\left(r=M N^{2}\right)$ while retaining a high efficiency. The work in [15] uses 1:1 transformers due to their low loss, equal winding sizes and that they can be implemented as high-Q coupled slab inductors. In case of $1: 1$ transformers the impedance transformation ratio of a DAT is equal to the number of $1: 1$ transformers. Note that this power-combining technique exhibits the same type of bandwidth limitations as the magnetically coupled transformers.


Figure 1.12: RF-PA with cascode transistor (M2). Conventionally $Z_{\text {Load }}$ is the impedance seen at the input of the impedance transformers in Fig. 1.8.

## Using high voltage devices

The maximum operating voltage decreases with smaller CMOS nodes, resulting in a decrease in the maximum power that can be delivered to a fixed load $Z_{\text {Load }}$, where $Z_{\text {Load }}$ is the impedance when looking into one of the impedance transformers from Fig. 1.8 (a) or (b). A solution to increase the RF-PA output power is to allow for higher operating voltages in the RF-PA [20], which can be achieved by means of stacking transistors [21, 22], using thick-gate oxide transistors or a combination of both.

Thick-gate oxide transistors are commonly available in CMOS technologies. They can withstand higher voltages, however their performance is comparable to thin oxide transistors from typically two generations ago [23]. Instead of increasing the gate oxide thickness it is also possible to use transistors with a different topology to increase the breakdown voltage, e.g a laterally-diffused metal-oxide semiconductor (LDMOS) transistors. LDMOS transistors are cost effective RF-power transistors that allow for higher breakdown voltages, while they can still be implemented in a standard CMOS process [24, 25].

### 1.2 Complex modulation techniques

There is a limit to the maximum number of bits per second that can be transmitted within a certain channel, this limit is called the channel capacity. In 1948 Shannon stated that [26] the upper limit for the maximum channel capacity C within a certain channel bandwidth B is given by

$$
\begin{equation*}
C=B \log _{2}(1+\mathrm{SNR}) \tag{1.9}
\end{equation*}
$$

where SNR is the signal to noise ratio of the received signal. To approach the upper limit in (1.9) requires complex modulation schemes, like quadrature amplitude modulation (QAM) and orthogonal frequency division multiplexing (OFDM).

### 1.2.1 Quadrature amplitude modulation (QAM)

In QAM, data is modulated onto two orthogonal carriers, conventionally chosen as $\sin \left(\omega_{c} t\right)$ and $\cos \left(\omega_{c} t\right)$. A schematic overview of a QAM modulator is shown in Fig. 1.13 (a). A serial to parallel (S/P) converter separates the serial input data into two parallel outputs, $x_{I}$ and $x_{Q}$, which are used to weigh the orthogonal carriers. The final output signal is given by

$$
\begin{equation*}
x(t)=x_{I}(t) \cos \left(\omega_{c} t\right)-x_{Q}(t) \sin \left(\omega_{c} t\right) \tag{1.10}
\end{equation*}
$$

Fig 1.13 (b) demonstrates the serial to parallel conversion. In this example two bits per symbol are used (4-QAM) to modulate the amplitudes of the orthogonal carrier, where $\left\{x_{I}, x_{Q}\right\} \in\{-1,1\}$. In this example a binary 0 is mapped to -1 and a binary 1 is mapped to 1 . Fig. 1.13 (c) demonstrates a 16 QAM constellation, where $\left\{x_{I}, x_{Q}\right\} \in\{ \pm 1, \pm 3\}$. In this case both $x_{I}(t)$ and $x_{Q}(t)$ can take four separate values, hence $2 \log _{2}(4)=4$ bits per symbol can be transmitted simultaneously when using 16-QAM. In general square QAM constellations with $M=2^{B}$ points $(B \in \mathbb{N})$ allow for $B$ bits to be transmitted per symbol. Figure 1.14 shows a stylistic representation of the spectrum of a M-QAM signal. For a symbol rate $T$ the spectral efficiency $\eta_{Q A M}$ for $M$-QAM is

$$
\begin{equation*}
\eta_{Q A M}=\frac{\log _{2}(M)}{T \cdot B W} \quad[\mathrm{bits} / \mathrm{s} / \mathrm{Hz}] \tag{1.11}
\end{equation*}
$$

To approach the limit in (1.9), $M=(1+\mathrm{SNR})$, where $S N R$ is the signal to noise ratio of the received signal and assuming that $T=1 / B W$ (Nyquist


Figure 1.13: (a) QAM modulator (b) Serial to parallel conversion. Only when the first symbol is being loaded the output is undefined. (c) 4-QAM (QPSK) constellation (d) 16-QAM constellation. $V_{\text {noise, max }}$ is the maximum allowable noise voltage before a bit error occurs.
limit). Hence, a higher $M$ requires a higher SNR, which is illustrated in Fig. $1.13(\mathrm{c})$ and (d) where the maximum allowable noise voltage $V_{\text {noise, max }}$ before a bit error occurs in Fig. 1.13(d) is reduced compared to that in Fig. 1.13(c).

### 1.2.2 Orthogonal frequency-division multiplexing

Orthogonal frequency-division multiplexing (OFDM) is widely used in wireless communication. In OFDM the information is modulated onto closely spaced orthogonal sub-carriers with spacing $\Delta f$ and each sub-band can be individually modulated.


Figure 1.14: Stylistic representation of a M-QAM spectrum. BW is the occupied bandwidth by the M-QAM signal.

A simplified schematic overview of a typical OFDM modulator where each sub-carrier is modulated with 16-QAM is shown in Fig. 1.15. First the serial data stream is split into $N$ multiple parallel data stream, after which each stream is mapped on a 16 -QAM constellation $(\mathrm{M}=16)$, resulting in a set of $N$ complex numbers C. The $N$ complex number streams are then modulated onto $N$ closely spaced sub-carriers (in LTE the sub-carrier spacing $\Delta f=$ $15 \mathrm{kHz}[27]$ ), which can be efficiently implemented using the inverse fast Fourier transform (IFFT) [28]. The IFFT produces a complex signal

$$
\begin{equation*}
s_{n}=\frac{1}{N} \sum_{k=0}^{N-1} C_{k} e^{j 2 \pi k n / N} . \tag{1.12}
\end{equation*}
$$

The complex signal $s_{n}$ is split into its real and imaginary components and both are converted to the analog domain by a digital-to-analog converter (DAC). The real and imaginary analog signals are then up-converted to the carrier frequency $f_{c}$ by multiplying them with $\cos \left(2 \pi f_{c} t\right)$ and $\sin \left(2 \pi f_{c} t\right)$ respectively. Finally the up-converted signals are added, resulting in the OFDM band pass signal with (ideally) a bandwidth $B W_{O F D M}=\Delta f N$. Ideally OFDM thus has a spectral efficiency

$$
\begin{equation*}
\eta_{O F D M}=N \frac{\log _{2}(M)}{T \cdot B W_{O F D M}} \quad[\mathrm{bits} / \mathrm{s} / \mathrm{Hz}] \tag{1.13}
\end{equation*}
$$

where $T$ is the OFDM symbol duration and conventionally $T=1 / \Delta f$.
Figure 1.16 shows the spectrum of an OFDM signal with $\mathrm{N}=5$ carriers. Here each carrier is spaced by a frequency $\Delta f=15 \mathrm{kHz}$. Note that the peaks


Figure 1.15: OFDM modulator, where each sub-carrier is modulated with 16-QAM.


Figure 1.16: Baseband OFDM spectrum where each sub-carrier has a different color. $\Delta f$ is the frequency spacing between sub-carriers.
of each sub-carrier correspond with the nulls from the other sub-carriers, hence the sub-carriers do not interfere with each other. However this only occurs when the OFDM signal is observed for a duration $N T(N \in \mathbb{N})$ and no symbol transitions occur within that time frame. In case of a delay-dispersive channel the transmitted data is smeared out over a longer duration, possibly causing interference of previously transmitted data with current transmitted data. This effect is called inter-symbol-interference (ISI). To reduce the impact of delay-dispersive channels on OFMD a copy of the last part of the transmitted signal is appended to the signal, which is called a cyclic prefix [7]. By discarding the first part of the received symbol the ISI due to delay-dispersion is removed. Note that the cyclic prefix extends the symbol duration and thus lowers the spectral efficiency of OFDM compared to the ideal case.

For an ideal channel the performance of OFDM is similar to single carrier QAM. However OFDM is more resilient to frequency selective fading compared to a single carrier system $[28,29]$, since each of the narrow-band sub-carriers can be equalized separately. This allows higher bit rates compared to a single carrier system when the channel exhibits frequency selective fading, allowing OFDM to approach the Shannon information limit [30]. Disadvantages of OFDM are an increased sensitivity to frequency offset and drift [31] and that it requires an RF-PA that can amplify signals with a high peak to average power ratio [32].

### 1.2.3 Pulse shaping

In digital communication systems, the data is grouped in symbols, where each symbol contains a value that represent a certain set of bits. In the digital domain there is an abrupt change between consecutive symbols, which can be described by a pulse as shown in Fig. 1.17(a). The transmitted pulse corresponds to sinc shaped frequency content as shown in Fig. 1.17(b), which is a relativly wide-band signal. However, the channel over which the data is transmitted is band-limited, resulting in filtering of the transmitted data. This filtering smears out the abrupt change between symbols over a longer duration, resulting in inter-symbol-interference (ISI). ISI degrades the performance of the wireless link by reducing the SNR.

In most communication standards the available bandwidth is limited. If the available bandwidth equals $2 / T$ the main lobe of the pulse fits in the
channel bandwidth. However the first side-lobe is only 13 dB weaker than the main lobe [7], which will result in significant inter-carrier-interference (ICI) and thus violates the specifications for most communication standards.

To reduce the occupied bandwidth of the digital data, the pulse is shaped by means of filtering. The filter that would allow for the highest utilization of the channel bandwidth BW is a sinc function [33], which is zero in the time domain at multiples of $T$ except for $T=0$. Hence when sampling at exact multiples of $T$ there will be no ISI, however small sampling timing errors can result in significant inter-symbol interference.

Conventionally (root) raised cosine filters are chosen as a pulse shape, since they reduce the signal bandwidth compared to a square pulse while also reducing the impact of sampling timing errors on ISI compared to when using a sinc filter. Figure 1.18 (a) and (b) show the impulse response and the spectrum for the raised cosine filter for various $\alpha$. The raised cosine impulse response is given by [33]

$$
\begin{equation*}
h_{R C}(t)=\frac{\sin (\pi t / T)}{\pi t / T} \frac{\cos (\pi \alpha t / T)}{1-4 \alpha^{2} t^{2} / T^{2}}, \tag{1.14}
\end{equation*}
$$

where $0 \leq \alpha \leq 1$ is called the roll-off factor and $T$ is the symbol period.
The excess bandwidth (bandwidth occupied by the signal beyond the Nyquist bandwidth BW) is proportional to $\alpha$, where $\alpha=0.25$ corresponds to an excess bandwidth of $25 \%$. To fully utilize the channel bandwidth BW the symbol duration $T=(\alpha+1) / B W$. However, to reduce ICI a small portion of frequency spectrum is kept empty. This empty spectrum is called a guard band and it allows simultaneous transmission neighbouring channels, but it comes at the cost of a decrease in spectral efficiency [7].

There also exists a trade-off between $\alpha$ and peak-to-average power ratio (PAPR) [34], where a lower $\alpha$ results in a lower PAPR. Hence choosing $\alpha$ is a trade-off between ISI, ICI, bandwidth and PAPR. PAPR is further described in section 1.2.4.

Conventionally in a communication system a root raised cosine is used before both the transmitter and the receiver. This results in a overall raised cosine response, while simultaneously allowing matched filtering that can improve the SNR of the received signal [7].


Figure 1.17: (a) Impulse response of a square pulse with duration T. The solid (blue) line is the ideal pulse and the dashed (red) line the filtered pulse due to bandwidth limitations. Note that the dashed line is non-zero during the next symbol duration ( $T$ to $2 T$ ), resulting in ISI (b) Frequency response of the square pulse (solid blue line) with duration T and the frequency response of the filtered pulse (dashed red line) from (a).


Figure 1.18: (a) Impulse response of a raised cosine filter for different $\alpha$. The distinct lines correspond to different $\alpha$ for the raised cosine filter. (b) Frequency response of a raised cosine filter for different $\alpha$.


Figure 1.19: Probability density function of a single carrier 1024-QAM signal with root raised cosine filter, with $\alpha=0.25$. In this case the $\mathrm{PAPR}=8.2 \mathrm{~dB}$.

### 1.2.4 Peak to Average power ratio

The peak to average power ratio (PAPR) for RF-PAs is a measure of the peak envelope power divided by the RMS signal power and is defined as [35]

$$
\begin{equation*}
\operatorname{PAPR}=\frac{\max |x(t)|^{2}}{E\left\{|x(t)|^{2}\right\}} \tag{1.15}
\end{equation*}
$$

where $x(t)$ is the complex baseband signal used to modulate the RF-PA. Very complex modulation schemes, such as 1024-QAM and OFDM with 1024 subcarriers, exhibit high PAPR. Fig. 1.19 shows the probability density function of a single-carrier 1024-QAM signal versus the signal power normalized to the maximum output power. In this example, when an RF-PA is designed to transmit on average 1 W of power, it has to deliver a peak power of 6.2 W . To enable this peak current the RF-PAs operates for almost the full duration of a modulated signal below its maximum output power (power back-off). This creates headroom for signals with a high PAPR, but comes at the cost of a significantly reduced efficiency [36] (see also chapter 2.2).

The PAPR depends on the used modulation and pulse shaping. The top row in Table 1.1 shows the PAPR for different QAM constellations for a square pulse (no pulse-shaping). In case of square pulses the PAPR differs from 0 dB for QPSK (4-QAM) to 4.5 dB for 1024-QAM, hence a higher spectral efficiency results in a higher PAPR and consequently a lower power efficiency for the RF-PA.

Table 1.1: Simulation results for single carrier PAPR of different QAM constellations without and with RRC filtering. The number of symbols used in the simulation is $10^{6}$.

| QAM | 4 (QPSK) | 16 | 64 | 256 | 1024 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| PAPR(dB), square pulse | 0 | 2.6 | 3.7 | 4.2 | 4.5 |
| PAPR(dB), RRC $\alpha=0.25$ | 4.9 | 7.1 | 7.8 | 7.9 | 8.2 |

To improve the spectral efficiency pulse shaping is used (see section 1.2.3), which increases the PAPR of the used modulation. The work in [34] derives relations for the PAPR of single carrier QAM signals which are filtered by a root raised cosine filter (RRC), showing that the PAPR increases compared to using square data pulses. The bottom row in Table 1.1 shows the simulated single carrier PAPR for different QAM constellations when using a root raised cosine (RRC) $(\alpha=0.25)$ pulse shaping filter [34]. These results show an increase of more than 3.7 dB in PAPR when using a RRC filter $(\alpha=0.25)$ compared to using a square pulse. Compared to single carrier operation, the PAPR in multi-carrier systems such as OFDM can be even higher, where in case of 1024 sub-carriers modulated with 16-QAM (rectangular pulse shape) the $\mathrm{PAPR}=13.8 \mathrm{~dB}[32]$.

Multiple approaches to reduce the PAPR have been proposed [37], e.g. amplitude clipping, clipping \& filtering and coding. While all these techniques reduce PAPR, these also impact other important metrics in a wireless link, such as bit error rate, loss in data rate, and an increase in computational complexity.

### 1.3 Summary and outlook

With the introduction of IoT the number of wireless devices significantly increased. Full implementation of the wireless IoT node in CMOS technologies is preferred to enable low-cost, low-power and highly integrated devices. The supply voltage decreases with modern CMOS nodes, which complicates the design of RF-PAs. This chapter reviewed some known techniques to enable RF-PAs in modern CMOS technologies, while retaining a relatively high output power. Achieving a high data-rate in the limited available spectrum re-
quires modulation schemes with a high spectral efficiency, such as QAM or OFDM. However, these complex modulations yield a high PAPR. In single carrier systems pulse shaping is used to reduce the occupied bandwidth, but this further increases the PAPR. In conventional OFDM no pulse shaping is used. However, in OFDM the PAPR increases with the number of sub-carriers, hence a similar trade-off between bandwidth and PAPR exists.

Chapter 2 first discusses the efficiency of several RF-PA topologies, after which the effect of complex modulation schemes on the RF-PA efficiency is discussed. Secondly, the effects of non-idealities in the RF-PA on the transmitted complex modulated signal is discussed. Thereafter known techniques to improve RF-PA linearity and efficiency are described. Lastly chapter 2 concludes with an outline of the thesis.

## Chapter 2

## RF-Power Amplifiers

Transceivers use RF-power amplifiers (RF-PAs) to amplify the power of the modulated RF-signal, allowing transmission of the RF-signal over large distances. RF-PAs handle relatively high currents and voltages and are typically the most power consuming blocks in a transceiver. Because of this they exhibit significant trade-offs between efficiency and reliability. This chapter first provides a definition for efficiency in RF-PAs, after which it discusses some of the most common types of RF-PAs and their performance metrics such as output power, efficiency and linearity. Secondly it describes the impact of nonlinearities in the RF-PA when using complex modulation, followed by techniques to improve the efficiency and linearity of RF-PAs. Lastly this chapter discusses some of the most common breakdown mechanisms in RF-PAs that arises from the high voltages and currents in the RF-PA and it concludes with an outline of this thesis.

### 2.1 Efficiency

In RF-PAs, "efficiency" describes the RF-PAs ability to convert power from the DC-power supply to RF power, hence efficiency is an important performance metric. Not only will a highly efficient RF-PA increase the operation time from a single battery charge, but it will also reduce the amount of heat generated and thus reduces the required cooling. Mathematically, the drain efficiency


Figure 2.1: Definitions for $P_{i n}, P_{o u t}$ and $P_{D C}$ in an RF-PA.
$\eta_{D E}$ of the RF-PA is described by

$$
\begin{equation*}
\eta_{D E}=\frac{P_{o u t}}{P_{D C}} \tag{2.1}
\end{equation*}
$$

where $P_{\text {out }}$ is the power delivered to the load at the fundamental frequency and $P_{D C}$ the power drawn from the DC-power supply as shown in Fig. 2.1.

Besides the power drawn from the supply, RF-PAs also require a certain input power to drive them. This input drive power is not taken into account in the drain efficiency, which may obscure the power gain by the RF-PA. For this reason the power added efficiency (PAE) metric is frequently used. This PAE includes the input power into the efficiency equation; in equation it is given by

$$
\begin{equation*}
\mathrm{PAE}=\frac{P_{o u t}-P_{i n}}{P_{D C}} \tag{2.2}
\end{equation*}
$$

where $P_{\text {in }}$ is the power delivered to the input of the RF-PA at the fundamental frequency.

### 2.2 Linear vs Switching RF-Power amplifiers

Many types of different RF-PAs exist, yet RF-PAs can be categorized by their operation mode in two categories; linear or switched mode. In a linear amplifier the transistor is used as a variable current source and its first order behaviour exhibits both amplitude and phase linearity [36]. In contrast, switched mode RF-PAs use a transistor as a switch and only have phase linearity. Within these two operation modes different classes of amplifiers exist, which all have


Figure 2.2: Schematic representation of a linear RF-PA together with the current waveforms when the RF-PA is biased in class $A, B$ or $C$.
different advantages and disadvantages. This section describes both linear and switched mode amplifiers and some of the most common classes of RF-PAs.

### 2.2.1 Linear RF-PAs

Linear RF-PAs are typically classified by their conduction angle $\alpha$, which is the proportion of the RF-cycle for which the transistor conducts current [19], see Fig. 2.2. A class-A amplifier conducts over the full RF-cycle and thus has a conduction angle of $2 \pi$. A class-B amplifier will only conduct $50 \%$ of the time, hence it has a conduction angle of $\pi$. Class-C amplifiers have conduction angles $<\pi$. The output waveforms are restored by the resonant load $Z_{L}$

The value of the conduction angle $\alpha$ affects both the RF-PAs output power and efficiency. In this section it is assumed that the input is chosen in such a way that the output current $I_{\text {out }}$ of the RF-PA is varied between 0 and $I_{\max }$. The power utilization factor (PUF)[19] is defined as the output power of the device operating in a certain class compared to the same device operating in class-A and can be described as

$$
\begin{equation*}
P U F=\frac{1}{\pi} \frac{\alpha-\sin (\alpha)}{1-\cos (\alpha / 2)} \tag{2.3}
\end{equation*}
$$

RF-PAs with a high PUF can thus produce higher output powers from the same active device. The drain efficiency of a linear amplifier for conduction


Figure 2.3: (a) RF-PA PUF and efficiency versus the conduction angle $\alpha$. (b) ClassA (solid blue line) and Class B (dash-dotted red line) RF-PA efficiency for different power back-off levels together with the output power PDF of an OFDM signal.
angles $\alpha \in[0,2 \pi]$ is given by

$$
\begin{equation*}
\eta_{D E}=\frac{1}{2} \frac{\alpha-\sin (\alpha)}{2 \sin (\alpha / 2)-\alpha \cos (\alpha / 2)} \tag{2.4}
\end{equation*}
$$

Fig. 2.3(a) shows both the PUF and the RF-PA efficiency for different conduction angles. Note that in the ideal case, a class-A PA can only achieve an efficiency of $50 \%$. Higher efficiency, up to $100 \%$, can be achieved for lower conduction angles. However, linear amplifiers achieve this high efficiency at a low PUF [19]; the ideally $100 \%$ efficient linear amplifier has zero output power. Additionally, higher efficiency comes at the cost of increased non-linearity [19], thus degrading the quality of the transmitted signal as discussed later in this chapter.

Fig. 2.3(a) shows the maximum achievable efficiency, which occurs at minimum output power. Fig. 2.3(b) shows the efficiency of a class-A (solid blue line) and a class-B (dash-dotted red line) amplifier for different levels of power back-off, which shows that the efficiency of both these amplifiers drops significantly for lower output powers. Fig. 2.3(b) also shows the probability density function of an OFDM signal (number of sub-channels 64 using 16QAM), describing the likelihood that the RF-PA operates at a certain backoff value. Note that when using modulated signals with a high PAPR (see chapter 1.2.4), such as QAM or OFDM, the RF-PA will almost never emit at
maximum output power. The expected value of the average efficiency of an RF-PA under modulation can be calculated if the probability density function (PDF) of the envelope of the modulated signal is known [36] and is given by

$$
\begin{equation*}
\eta_{\text {mod }}=E(\eta)=\int_{0}^{\infty} \operatorname{PDF}(P) \eta_{P A}(P) d P \tag{2.5}
\end{equation*}
$$

For a baseband OFDM signal without clipping and a large number ( $>64$ [38]) of complex modulated sub-carriers the PDF of the instantaneous value of both the in-phase and quadrature amplitude components of the OFDM signal can be described by identical and independent Gaussian distributions with zero mean. Therefore the PDF of the instantaneous value of the envelope of an OFDM signal can be described by a Rayleigh distribution, resulting in a relatively high PAPR as shown in Fig. 2.3(c) by the dashed yellow line. When modulating a class-A and a class-B PA with an OFDM signal with an envelope $V_{\text {env }}$ clipped at $V_{\text {clip }}$ such that $P\left(V_{\text {env }}<V_{\text {clip }}\right)=99.99 \%$ the expected average efficiency is $5.5 \%$ and $23 \%$ respectively. This example emphasizes one of the biggest disadvantages of linear RF-PA's, which is the significant decrease in efficiency when amplifying signals with a complex modulation scheme to transmitting a signal with a constant envelope at the maximum output power.

### 2.2.2 Switched mode amplifiers

In contrast to linear amplifiers where the transistor is used as a transconductance, switched mode amplifiers use the transistor as a switch. Conventionally the active device is hard switched, resulting in only an on- and off-state for the active device. This hard switching limits the operating frequency of a switched-mode PA (SM-PA). However, improvements in CMOS technology increased the maximum operating frequency of SM-PAs, making them a viable option for modern RF-PAs.

Fig. 2.4(a) shows the class-E amplifier, which is one of the most commonly used SM-PA. It consists of a switch operated at the same frequency as the output frequency, a drain inductor $L$, a shunt capacitor $C$ and a series tuned LC network. When the switch is turned on energy is stored in the inductor L and ideally the capacitor voltage $V_{C}=0$, resulting in no power dissipation in the switch. When the switch is turned off the energy in the inductor L gained during the switch on period is fed to the load impedance $\mathrm{Z}, \mathrm{C}$ and to

(a)

Figure 2.4: (a) Class-E RF-PA schematic. The transistor is hard switched between the on and off state. (b) Switch voltage and switch current during a single switch period.
the series LC network in case of finite Q. Depending on the values of L, C and $X_{S}$ the drain capacitor voltage $V_{C}$ meets the criteria in (2.6) and (2.7) [39]. These two conditions are called the zero-level switching (2.6) and zero-slope switching (2.7) conditions, which are both illustrated in Fig. 2.4(b).

$$
\begin{gather*}
V_{C}(2 \pi / \omega)=0  \tag{2.6}\\
\left.\frac{d V_{C}(t)}{d t}\right|_{t=\frac{2 \pi}{\omega_{c}}}=0 \tag{2.7}
\end{gather*}
$$

The design of class-E amplifiers can be performed by using analytic equations derived in e.g. [39]. However the work in [39] assumes a static load impedance. The work in [40] showed that due to load variations, the peak drain voltage may become $13 \times V_{D D}$ for $|\Gamma|=0.82$ (compared to $3.65 \times V_{D D}$ for $|\Gamma|=0$ ) [40], possibly causing breakdown of the active device.

The class-E amplifier is inherently non-linear due to its switching nature: hard switching causes the output power to be (almost) independent of the input drive power. Because of this, the class-E amplifier on its own can only be used for simple modulation schemes such as on-off keying and phase modulation. To enable the use of a SM-PA together with complex modulation schemes, e.g. outphasing [41] or envelope elimination and restoration techniques [42] should be used (see section 2.4).

### 2.3 RF-PA distortion and complex modulation

The need for RF-PAs with high linearity came with the introduction of complex modulation schemes where both the amplitude and phase of the signal are modulated, such as QAM and OFDM. Distortion decreases the signal integrity and increases the occupied bandwidth, resulting in a decrease in channel capacity, spectral efficiency (see chapter 1.2) and overall wireless link performance $[18,19]$. This section first discusses ways to describe the nonlinear relationship between input and output of an RF-PA, after which the metrics that quantify the linearity performance of an RF-PA are described.

### 2.3.1 AM-AM and AM-PM

In modern communication standards the carrier signal is modulated by both an envelope signal $A(t)$ and phase signal $\varphi(t)$. Most active devices used in RFPAs, such as transistors, exhibit a non-linear relation between input voltage and output current. Therefore, distortion at the output is dominated by the modulation of the envelope signal $A(t)$. The non-linear relationship between the input signal envelope and output signal envelope is a common source of distortion in RF-PAs and is also known as amplitude-to-amplitude (AM-AM) distortion. Additionally, most RF-PA's also exhibit an input signal amplitude dependent phase shift, which is known as amplitude-to-phase (AM-PM) distortion. The effects of both AM-AM and AM-PM distortion on the output signal can be described by [43]

$$
\begin{equation*}
V_{o u t}(t)=G(A(t)) \cos \left(2 \pi f_{c} t+\phi(t)+\psi(A(t))\right) \tag{2.8}
\end{equation*}
$$

where $G(A(t))$ describes the AM-AM relation and $\psi(A(t))$ the AM-PM relation.

Both AM-AM and AM-PM distortion describe the periodic steady state non-linear effects of a RF-PA and are thus valid in a narrow-band. However, another source of distortion occurs that depends on the bandwidth of the input signal: memory effects inside the RF-PA. Memory effects can be classified into long and short time-constant effects [44, 45]. Phenomena and circuitry with long time-constants that cause memory effects in the PA are e.g. thermal effects, biasing networks and offset correction loops. Memory effects with a
short time-constant can be caused by e.g. matching networks, filters and the transition time of transistors.

### 2.3.2 EVM

Due to non-linear amplification by the RF-PA the transmitted constellation points e.g. in QAM modulation can deviate from their ideal locations, where the deviation can be described by an error vector. Fig. 2.5 shows ideal, measured and error vectors. For EVM measurements it is assumed that the transmitted symbols are measured by an ideal receiver. The error vector can be decomposed in a magnitude error and a phase error, which can be related to $\mathrm{AM} / \mathrm{AM}, \mathrm{AM} / \mathrm{PM}$ distortion and noise in the RF-PA. In case of multi-carrier systems distortion will introduce a noise-like component in other sub-carriers (see section 2.3.3). The error vector magnitude (EVM) quantifies the RFPA performance and is normally based on a large number of measurement samples. The RMS EVM is defined as [35]

$$
\begin{equation*}
\mathrm{EVM}_{\mathrm{RMS}}[\%]=100 \times \frac{\sqrt{\frac{1}{N} \sum_{i=1}^{N}\left|S_{\mathrm{ideal}, i}-S_{\mathrm{meas}, i}\right|^{2}}}{\sqrt{\frac{1}{M} \sum_{i=1}^{M}\left|S_{\mathrm{ideal}, i}\right|^{2}}} \tag{2.9}
\end{equation*}
$$

where $N$ is the number of samples, $M$ the number of constellation points, and $S_{\text {ideal, } i}$ and $S_{\text {meas, } i}$ are the ideal and measured constellation points.

The deviation of the constellation points from their ideal locations may not be detectable if the error is not large enough the cross the decision boundary between adjacent constellation points. However, in case of a noisy environment these deviations might cause the transmitted constellation point to cross the decision boundary [46], which causes a bit error. This lowers the overall channel capacity (since we require a form of error correction to compensate for bit errors, or since the distance between constellation points must be increased which lowers the raw bit-rate/bandwidth) and thus lowers the overall spectral efficiency.


Figure 2.5: Illustration of the error vector concept. The error vector can be described by both a magnitude error and a phase error.

### 2.3.3 Intermodulation distortion

In case of multi-carrier systems such as OFDM or multi-band systems, non linear amplification causes intermodulation distortion. In contrast to harmonic distortion, intermodulation distortion causes frequency components at the sum and difference of the input frequencies. The effect of intermodulation distortion can be illustrated by a two tone input signal that is amplified by a non-linear amplifier.

The intermodulation frequency components in Fig. 2.6 around $\left(2 \omega_{1}-\omega_{2}\right)$ and $\left(2 \omega_{2}-\omega_{1}\right)$ are of special interest, since they end up relatively close to $\omega_{1}$ and $\omega_{2}$. For example in OFDM the sub-carriers are closely spaced at a fixed frequency grid, hence the intermodulation distortion of two consecutive sub-carriers will end up in their neighbouring sub-carriers. Because of intermodulation, OFDM requires PAs with a higher linearity compared to single carrier systems. In multi-carrier systems the number of intermodulation products that end up in a single sub-carrier is proportional with the total number of sub-carriers, which is especially problematic in modern communication stan-
dards that can utilise $>1000$ sub-carriers [3].

### 2.3.4 Spectral regrowth

In addition to in-band intermodulation distortion non-linear amplification distorts the transmitted constellation points and increases the spectral content of the transmitted signal (spectral regrowth). The distortion of the transmitted constellation points increase the EVM, whereas spectral regrowth can result in overlap of (sub-)channels, possibly reducing the SNR in the adjacent channels thus lowering the available channel capacity in these adjacent channels as stated by Shannon (see chapter 1.2). Note that there is a difference between the increase in spectral content between single-carrier and multi-carrier signals. For a single-carrier signal spectral regrowth is the main contributor to a increase in spectral content. For a multi-carrier signal the increased bandwidth is mainly caused by intermodulation distortion (see section 2.3.3), since the bandwidth of a single sub-carrier is relatively small compared to the full signal bandwidth. This section illustrates the cause and effect of non-linear amplification on a single-carrier QAM modulated signal.

Assuming that a QAM modulated signal

$$
\begin{equation*}
x(t)=x_{I}(t) \cos \left(\omega_{c} t\right)+x_{Q}(t) \sin \left(\omega_{c} t\right) \tag{2.10}
\end{equation*}
$$

is applied to a non-linear RF-PA with primarily third order distortion according to:

$$
\begin{equation*}
V_{o u t}=\alpha_{1} V_{i n}+\alpha_{3} V_{i n}^{3} \tag{2.11}
\end{equation*}
$$



Figure 2.6: Resulting intermodulation products when amplifying a two tone signal by a RF-PA with dominant third order distortion
and assuming that the frequencies around $3 \omega$ are filtered out results in

$$
\begin{align*}
V_{\text {out }}(t)= & \underbrace{\alpha_{1}\left(x_{I}(t) \cos \left(\omega_{c} t\right)+x_{Q}(t) \sin \left(\omega_{c} t\right)\right)}_{\text {Linear component }}+ \\
& \frac{\underbrace{\frac{3 \alpha_{3}}{4}\left(x_{I}(t)^{3} \cos \left(\omega_{c} t\right)+x_{Q}(t)^{3} \sin \left(\omega_{c} t\right)+\right.}_{\text {Spectral regrowth }}}{} \begin{aligned}
\left.x_{I}(t) x_{Q}(t)^{2} \cos \left(\omega_{c} t\right)+x_{I}(t)^{2} x_{Q}(t) \sin \left(\omega_{c} t\right)\right)
\end{aligned}+\underbrace{\cdots i}_{\text {Out-of-Band }} \tag{2.12}
\end{align*}
$$

where the output signal $V_{\text {out }}(t)$ now contains contributions from $x_{I}(t)^{3}$ and $x_{Q}(t)^{3}$ centered around $\omega_{c}$. Since the spectra of $x_{I}(t)^{3}$ and $x_{Q}(t)^{3}$ are broader than that of $x_{I}(t)$ and $x_{Q}(t)$, the spectrum of $V_{\text {out }}$ is now wider than the spectrum of $x_{I}(t)$ and $x_{Q}(t)$, which is called spectral regrowth. Note that spectral regrowth only occurs for signals with a variable envelope [18]. Spectral regrowth not only introduces in-band distortion that degrades the users own link performance, but also causes leakage to neighboring channels that degrade the wireless link performance of other users. The difference in $d B$ between the linear component and the third order regrowth component is

$$
\begin{equation*}
\Delta P=20 \log _{10}\left(\frac{6}{4} \frac{\alpha_{3}}{\alpha_{1}} \overline{x_{I}(t)^{2}}\right) \tag{2.13}
\end{equation*}
$$

assuming that $x_{I}(t)$ and $x_{Q}(t)$ are uncorrelated.
Fig. 2.7(a) shows the effect of spectral regrowth, where an input signal is applied to a non-linear amplifier and the resulting output spectrum is split in its linear $\left(P_{1}\right)$ and third order $\left(P_{3}\right)$ distortion components. Due to spectral regrowth the transmitted signal interferes with neighbouring channels. Because of this interference the SNR in the neighbouring channels decreases, resulting in a decrease of channel capacity. Most communication standards define the upper limit of radiated power as a function of frequency which we call the spectral mask. The spectral mask example is shown in Fig. 2.7(b) and the transmitted signals must stay below the spectral mask to meet the requirements.

### 2.3.5 Adjacent channel power leakage

As discussed in the previous section, non-linear amplification can increase the bandwidth of the amplified signal due to spectral regrowth. Because of the


Figure 2.7: (a) Single carrier 1024-QAM signal with a RRC filter with $\alpha=0.25$ after amplification by a non-linear RF-PA. The linear $\left(P_{1}\right)$ and non-linear $\left(P_{3}\right)$ contributions are split and the maximum power in $P_{1}=10 \log _{10}\left({\overline{x_{I}(t)}}^{2}\right)$ and $P_{3}=P_{1}+\Delta P$, where $\Delta P=20 \log _{10}\left(\frac{6}{4} \frac{\alpha_{1}}{\alpha_{3}} \overline{x_{I}(t)^{2}}\right)$. (b) The spectral mask example.
increased bandwidth the amplified signal is no longer only transmitted within the bandwidth of the main channel but also in adjacent channels as shown in Fig. 2.8. The ratio between the signal power in the main channel and transmitted in the adjacent channel is called the adjacent channel power ratio (ACPR) and defined as

$$
\begin{equation*}
\operatorname{ACPR}(\mathrm{dB})=10 \log _{10}\left(\frac{P_{a d j}}{P_{\text {main }}}\right) \tag{2.14}
\end{equation*}
$$

where $P_{\text {adj }}$ and $P_{\text {main }}$ are the signal power in the adjacent channel and the main channel respectively.


Figure 2.8: ACPR definition; $P_{\text {main }}$ and $P_{\text {adj }}$ are the power in the main and adjacent channels respectively.

### 2.4 Power back-off efficiency enhancement techniques

As described in section 2.2 the overall RF-PA efficiency is highest at maximum output power and decreases in back-off. Therefore the overall RF-PA efficiency reduces when amplifying signals with a high PAPR, which is the case for complex modulation (see chapter 1.2.4).

Several efficiency enhancement techniques exist, such as Doherty [47], outphasing [41] and envelope elimination and restoration. Most of these efficiency enhancement techniques improve the efficiency of the RF-PA compared to not using any efficiency enhancement. Using an efficient RF-PA as basis allows an overall higher efficiency. Therefore, this work will focus on switched mode RF-PAs (and especially class-E PAs), since they can (ideally) achieve $100 \%$ efficiency. Since Doherty can only be used with linear RF-PAs, thus this section will focus on outphasing and envelope elimination and restoration [42] techniques which both can be combined with switch-mode RF-PAs.

### 2.4.1 Envelope elimination and restoration

To improve the overall RF-PA efficiency under modulation the envelope elimination and restoration (EER) technique was proposed by Kahn in [42]; the concept is shown in Fig. 2.9(a). In EER the input signal is hence split into its envelope and phase component. The phase component is passed through a


Figure 2.9: (a) Envelope elimination and restoration system diagram. (b) Simulated spectrum of a 20 MHz OFDM input signal (blue) and its envelope (red) and phase spectrum (yellow). Ideally the spectrum of the output signals is a scaled version of the input signal.
limiter, which drives the RF-PA and only modulates the output phase. Since the phase signal contains no amplitude information it can be used to drive an efficient amplifier such as a class-C or a SM-PA. To restore the input signal, the RF-PA output has to be modulated by the input signal envelope which in practice is achieved by modulating the power supply of the RF-PA. The envelope signal is buffered/amplified by an envelope amplifier that drives the RF-PA power supply, increasing the linearity and power constraints on the envelope amplifier. Due to the similarities with a polar representation of the signal, EER is also sometimes referred to as polar modulation.

The phase and envelope components are obtained by passing the input signal through a limiter and an amplitude detector respectively. Modern implementations of EER obtain the phase and envelope signals in the digital domain, which can easily be derived from the digital baseband signals. Since the RF-PA is driven by a constant amplitude, the effect of phase distortion due to amplitude changes at the input of the RF-PA are avoided, changing the requirements of the used RF-PA. However, any non-linearity caused by the envelope amplifier and any non-linear transfer from $V_{\text {env }}$ to $V_{o u t}$ will directly appear at the output of the EER system.

EER has some disadvantage over conventional linear amplification. Firstly,
a significant bandwidth expansion of the input signal results due to the conversion to polar coordinates [48]. An illustration of the bandwidth expansion due to the polar conversion is shown in Fig. 2.9(b). If the bandwidth of the envelope amplifier is smaller than the bandwidth of the envelope signal, or if there is any delay (which can be calibrated out) between the phase and envelope paths, out-of-band emissions will occur which impact the transmitted signal quality [48-50]. Secondly, an efficient envelope modulator is required, since its efficiency directly affects the overall EER systems efficiency. The work in [51] shows that $80 \%$ of the power of the envelope signal of a $802.11 \mathrm{a} / \mathrm{g}$ OFDM signal is between DC and 250 kHz . To boost overall efficiency, [51] proposes to combine an efficient buck-converter together with a high-bandwidth operational amplifier to form a high efficiency envelope amplifier. Other options for the envelope amplifier include class-G (dual supply) modulators [52] or class-S modulators [53]. Note that any non-linearity in the envelope amplifier will cause AM-AM distortion, but this can be partially compensated for by predistortion [19]. Furthermore the output impedance of the modulator should be such that it can efficiently provide the supply voltage of the RF-PA in Fig. 2.4.1(a).

### 2.4.2 Outphasing

The outphasing technique was proposed by Chireix in 1935 [41] and is shown in Fig. 2.10. An outphasing PA consists of two RF-PAs and a signal component separator (SCS). The SCS transforms the input signal

$$
\begin{equation*}
V_{\text {in }}(t)=\left|E_{\text {in }}(t)\right| \cos (\omega t+\phi(t)) \tag{2.15}
\end{equation*}
$$

into two phase modulated constant envelop signals $s_{1}(t)$ and $s_{2}(t)$ :

$$
\begin{align*}
& s_{1}(t)=\cos (\omega t+\phi(t)+\Delta \theta(t))  \tag{2.16}\\
& s_{2}(t)=\cos (\omega t+\phi(t)-\Delta \theta(t)) \tag{2.17}
\end{align*}
$$

The outphasing angle $\Delta \theta$ is defined as

$$
\begin{equation*}
\Delta \theta=\cos ^{-1}\left(\frac{\left|E_{i n}(t)\right|}{E_{m}}\right) \tag{2.18}
\end{equation*}
$$



Figure 2.10: (a) Schematic overview of an outphasing PA. (b) Chireix transmissionline combiner.
where $E_{m}$ is the maximum value of $|E(t)|$. Passing the two phase modulated signals $s_{1}(t)$ and $s_{2}(t)$ through two PAs with gain $G$ and summing the two amplified signals results in an output voltage

$$
\begin{align*}
V_{\text {out }} & =G \cos (\omega t+\phi(t)+\Delta \theta(t))+G \cos (\omega t+\phi(t)-\Delta \theta(t))  \tag{2.19}\\
& =2 G \cos (\Delta \theta) \cos (\omega t+\phi(t))=G \frac{\left|E_{\text {in }}(t)\right|}{E_{m}} \cos (\omega t+\phi(t))
\end{align*}
$$

Figure 2.11 illustrates the vector addition that takes place in an outphasing PA.

The outphasing RF-PA behaviour as described by (2.19) can be achieved by using an isolated power combiner, such as a Wilkinson combiner. An isolated power combiner allows the RF-PAs to always see their optimum load, resulting in a constant RF-PA power consumption over the entire out-phasing angle. This results in a power-backoff efficiency that is similar to that of the linear RF-PA, hence the efficiency at power-backoff is not improved [54].

Chireix [41] proposed a solution in which a non-isolating power combiner is used together with reactive compensation elements, allowing improvements of the system efficiency at power-backoff compared to using an isolated power combiner. Figure $2.10(\mathrm{~b})$ shows a possible implementation of a non-isolation power combiner consisting of quarter-wavelength transmission lines and the Chireix compensation elements $\pm j B_{c}$. Because of the non-isolating power combiner the RF-PAs in the two branches load-pull each other. The effective


Figure 2.11: Illustration of the vector addition in outphasing.
load admittance $Y_{1}$ and $Y_{2}$ seen by respectivly RF-PA 1 and 2 are [54]

$$
\begin{align*}
& Y_{1}=\frac{2 R_{a n t}}{Z_{O}^{2}} \cos ^{2}(\Delta \theta)-j\left(\frac{R_{a n t}}{Z_{O}^{2}} \sin (2 \Delta \theta)-B_{c}\right)  \tag{2.20}\\
& Y_{2}=\frac{2 R_{a n t}}{Z_{O}^{2}} \cos ^{2}(\Delta \theta)+j\left(\frac{R_{a n t}}{Z_{O}^{2}} \sin (2 \Delta \theta)-B_{c}\right) \tag{2.21}
\end{align*}
$$

where $B_{c}=\frac{R_{\text {ant }} \sin \left(2 \phi_{c o m p}\right)}{Z_{O}^{2}}$. This load-pulling results in a change in the effective load impedance seen by each of the RF-PAs. This allows a change in output power while the RF-PAs can always operate at their maximum voltage output. However, due to these load variations the maximum efficiency in a Chireix outphasing system can be achieved at two outphasing angles $\Delta \theta$. The efficiency of the outphasing system is given by [54]

$$
\begin{equation*}
\eta=\frac{2 \cos ^{2}(\Delta \theta)}{\sqrt{\left(2 \cos ^{2}(\Delta \theta)\right)^{2}+\left(\sin (2 \Delta \theta)-\sin \left(2 \theta_{\text {comp }}\right)\right)^{2}}} \tag{2.22}
\end{equation*}
$$

and the resulting efficiency is plotted in Fig. 2.12(a) versus the outphasing angle $\Delta \theta$ and in Fig. 2.12(b) versus the normalized output power for various compensation angles $\theta_{\text {comp }}$.


Figure 2.12: Outphasing system efficiency (a) versus outphasing angle. (b) Normalized output power.

Since the signals $s_{1}(t)$ and $s_{2}(t)$ have a constant envelope and are only phase modulated, switched-mode RF-PAs can be used in an outphasing amplifier, which can improve the overall amplifier efficiency compared to using linear amplifiers in an outphasing system. However the use of bulky power combiners makes it more difficult to fully integrate outphasing RF-PAs in CMOS technologies. Furthermore significant bandwidth expansion occurs when splitting $V_{\text {in }}(t)$ to $s_{1}(t)$ and $s_{2}(t)$, which increases the bandwidth requirements on the SCS and the RF-PA [55].

### 2.5 Linearisation Techniques

The increasing demands of modern communication standards for the RF-PA typically require some form of linearisation of the RF-PA to meet the spectral mask or to reduce EVM. This section describes some known RF-PA linearisation techniques.

### 2.5.1 Feedforward

In case of non-linear amplification, the output signal can be decomposed into a wanted linearly amplified signal and an unwanted error signal. In feedforward linearisation the error signal is estimated and subtracted from the amplified signal $[19,56]$, ideally resulting in only the linearly amplified signal at the output of the system. Figure 2.13 shows an example of a feedforward linearisation technique, consisting of a RF-PA, an attenuator and an error amplifier. Here the input signal is subtracted from the attenuated output of the RF-PA, resulting in the error signal $\epsilon(t)$. The error signal is then amplified by a factor $A$ and subtracted from the RF-PA signal, ideally resulting in only the wanted linearly amplified signal at $V_{\text {out }}$.

The biggest advantage of a feedforward system is its stability [56, 57] (assuming that the amplifiers used are stable), but the feedforward linearisation technique also has some drawbacks. The first is the phase shift introduced by both the RF-PA and the error amplifier. These phase shifts result in phase shifts between the input signals to the subtracters, degrading the cancellation


Figure 2.13: Feedforward linearisation technique, where $A$ is the gain of the RF-PA.
of the error signal at the output $V_{\text {out }}$. These phase shifts can be compensated for by inserting delay elements in the path from $V_{i n}$ to the subtracter input and just before the positive input of the subtracter at the output. Another disadvantage is the use of the subtracter at the output, since any loss in the output subtracter directly degrades the overall RF-PA efficiency.

### 2.5.2 Envelope Feedback

Another common way to linearise amplifiers is by means of negative feedback. A possible implementation of negative feedback is by using envelope feedback [58] as shown in Fig. 2.14. The envelopes of the input signal and the output signals are compared and the error signal is used to tune the RF-PA input signal. Envelope feedback can only compensate for AM-AM distortion. AMPM is not corrected by envelope feedback and envelope feedback can even create extra AM-PM distortion due to the amplitude control action [19].


Figure 2.14: Envelope feedback technique.

### 2.5.3 Cartesian Feedback

Cartesian feedback is a linearisation technique that requires the baseband I and $Q$ components, hence it can only be used in full transmitter systems where the I and Q signal components are readily available. A schematic overview of a Cartesian feedback system is shown in Fig. 2.15. In Cartesian feedback the RF-PA output signal is down converted to baseband by means of a quadrature mixer, resulting in both the I and Q components of the transmitted signal. The


Figure 2.15: Cartesian feedback loop.
down converted $I$ and $Q$ signals are compared with the input $I$ and $Q$ signals, after which the difference is amplified, up-converted and fed to the RF-PA. In this way a negative feedback loop is created, that attempts to make $V_{\text {out }}$ equal to the (ideally) up-converted I-Q signal.

An advantage of cartesian feedback is that it uses two decoupled symmetric feedback paths with (ideally) equal gain and bandwidth, reducing the phaseshift between AM-AM and AM-PM processes which is the primary reason for asymmetric IM-sidebands and spectral regrowth [19]. However, the two feedback loops are only decoupled under ideal conditions. Due to phase shifts of the RF-carrier caused by reactive loads, RF-PA delay and delay in the LO the two feedback loops are coupled, reducing the loop stability [59].

### 2.5.4 Pre-distortion

RF-PAs have a strong trade-off between linearity and efficiency [19], hence efficient RF-PAs typically require some form of linearisation to meet the specifications for modern communication standards. Pre-distortion is a technique in which the input signal is altered in such a way that after amplification by the RF-PA (ideally) only the original input signal is present. Fig. 2.16 shows a typical pre-distortion setup. First the input signal is fed to the pre-distortion
function F , after which the output of the pre-distortion function is fed to the RF-PA with transfer function G. To obtain a linear transfer from $P_{\text {in }}$ to $P_{\text {out }}$ F is is chosen in such a way that $P_{\text {out }}=G\left(F\left(P_{\text {in }}\right)\right)=K \cdot P_{\text {in }}$. Conventionally the function F has some form of gain expansion since most RF-PAs suffer from gain compression due to e.g. limited power supply voltages. Predistortion has some drawbacks: its performance is influenced by both PVT and antenna impedance variations (see chapter 7), it cannot correct for abrupt non-linearities [18] and memory effects significantly increase the complexity of pre-distortion.

Pre-distortion of the RF-PA can be implemented in both an analog and digital way. In analog pre-distortion a non-linear device, such as a diode or a non-linear amplifier, is used to create the pre-distortion signal which conventionally has a expanding characteristic [60]. Analog pre-distortion typically has simple structures, low cost and can directly work on the RF-signal, without the need of any extra (base-band) information [61] and focus on cancelling third order distortion. However the complexity of analog pre-distortion significantly increases when cancelling higher order distortion [60]. Furthermore analog pre-distorters are designed within a certain operating point, hence any deviations from this point will reduce the effectiveness of the analog predistorter.

With the improvements in CMOS technologies digital pre-distortion (DPD) became more attractive due to its flexibility. Another factor that enables DPD is the availability of the baseband signal in the digital domain [19], which will only be directly available in a full transmit system. DPD can be implemented by a lookup table and can even be made adaptive by using feedback from the RF-PA improving the performance and robustness of the RF-PA [62, 63].

In case of an RF-PA with memory effects the complexity of DPD increases significantly compared to a memory-less DPD. Conventionally a Volterra series is used to describe the non-linear behaviour of RF-PAs that have (significant) memory effects [64]. Conventionally the Volterra series only compensates for the non-linear amplification at a single operating point. Any change in the operating point (e.g. temperature, load impedance, supply voltage, process spread) where the linearisation is performed can significantly limit the ability of the pre-distortion to linearise the RF-PA. Chapter 4 proposes a technique that can characterize the RF-waveform, allowing the pre-distortion to be op-


Figure 2.16: Pre-distortion schematic, where the mixer is optional depending on if the pre-distortion is applied on a RF-signal or the baseband signal. The function F is the pre-distortion function and G represents the non-linear behaviour of the RF-PA. The different transfer functions for each block are shown below.
timized for the current operating conditions of the RF-PA. Pre-distortion of RF-PAs with memory effects is still possible [65], even with a more simplified model than the Volterra series. Simplification of the model results in fewer coefficients for the pre-distortion polynomial, reducing the complexity of implementing the pre-distortion algorithm. However, even if pre-distortion can compensate for short time-constant memory effects caused by bandwidth limitations in the matching networks and filters, long time constant memory effects caused by changes in e.g. load impedance variations, temperature and supply voltage can still degrade the pre-distortion effectiveness.

### 2.6 PA-breakdown

The RF-PA deals with relatively high currents and voltages that can be (significantly) higher than the supply voltage. If these voltages and currents exceed the maximum values of the device, the performance of the RF-PA can be significantly reduced and even fully break the RF-PA. This section discusses some of the most common breakdown-effects in RF-PAs.

### 2.6.1 Gate-oxide breakdown

The maximum gate-source and gate-drain voltage decreased with the advances in CMOS, due to a decrease in the thickness of the gate-oxide. When the thickness of the gate oxide decreases direct tunnelling current ( $\geq 5 \mathrm{MV} / \mathrm{cm}$ field strength in the (equivelant) $\mathrm{SiO}_{2}$ oxide thickness.) becomes more dominant [66] compared to Fowler-Norhdheim tunnelling ( $\geq 10 \mathrm{MV} / \mathrm{cm}$ ). The tunnelling current that flows through the gate-oxide can cause defects in the oxide, even though the current is significantly smaller compared to the FowlerNordheim tunnelling current. These defects can create an ohmic path between the gate and the underlying silicon [67], which permanently damages the device.

The work in [68] describes the effect of gate-oxide breakdown on the RFperformance of a NMOS transistor. Even though the device remains operational when some of the fingers in the transistor exhibit gate-oxide breakdown the RF-performance is degraded significantly. However, gate-oxide breakdown has some frequency dependence showing an increase in the voltage headroom for higher frequencies [69], thus improving reliability at RF-frequencies compared to having (quasi) DC stress levels.

### 2.6.2 Hot carrier degradation

Modern CMOS technologies allow for short channel length devices. A high voltage (e.g. $>1.2 \mathrm{~V}$ in 65 nm ) over a short channel device results in a high lateral electric field that accelerates the carriers. Some of these carriers achieve a very high energy and are called "hot energy carriers". These hot carriers can collide with the lattice before arriving at the drain, which can cause impact ionization. Impact ionization can cause surface defects, which can reduced the
carrier mobility increasing the on-resistance of the device. Furthermore impact ionization can cause trapped charge in the gate-oxide or oxide/silicon interface. This shifts the local threshold voltage resulting in an increased on-resistance of the device, which degrades the CMOS RF-transistor performance.

Hot carrier degradation requires simultaneously a high drain current and a high drain-source voltage [67] in the active device. This makes linear amplifiers prone to hot carrier injection, since they can have simultaneous a high voltage over the active device while current flows through it. In SM-PAs this overlap is ideally prevented, making SM-PAs less prone to hot carrier degradation.

### 2.6.3 Punch-through

In a standard CMOS process, the transistor's drain-bulk and source-bulk diode are normally reverse biased. If a high enough voltage is applied to the drain, the depletion layer of the drain-bulk diode extends to the depletion layer of the source-bulk diode, which lowers the potential barrier that stops current from flowing between the drain and source [67]. Note that this current can exist even without any significant gate-bias and can create its own hot-carriers. These hot-carriers can damage the interface between the silicon and the gateoxide when a collision with a high enough energy occurs, thus degrading the performance of the CMOS RF-transistor. In contrast to gate-oxide breakdown and hot carrier degradation, punch-through does not directly affects the RFPA performance [20]. However, when the punch-through current is sustained it can result in thermal failures.

### 2.6.4 Drain-bulk breakdown

As discussed in the section about punch-through standard CMOS has a drainbulk diode, where the bulk is conventionally connected to a fixed potential. This diode has a reverse-breakdown voltage, hence it is important to keep the drain-bulk voltage below the break-down voltage [67]. In a 65 nm CMOS process this break-down voltage is above 10 V , hence drain-bulk breakdown normally poses no serious problem for RF-PA designs.

### 2.6.5 Electromigration

Electromigration is the transport of mass in metals when the metal is stressed at high current densities. Due to the decreasing CMOS feature size the current densities in the interconnections has increased, resulting in a higher change of failure due to electromigration [70]. In case of RF-circuits electromigration can induce delay failures, before eventually opens or shorts in the interconnect occur due to the transport of mass [71].

### 2.7 Thesis outline

CMOS technology can be used to enable highly integrated transceivers. However, the maximum allowable voltages decreased with newer CMOS nodes which poses challenges for the reliability and output power of CMOS RF-PAs. Furthermore, external influences might change the antenna impedance which can degrade the RF-PA performance and possibly even permanently damage the RF-PA. Additionally modern communication standards use complex modulation to improve spectral efficiency, which require linear RF-PAs and reduces the overall RF-PA efficiency.

This thesis aims at improving the performance, reliability and robustness of CMOS RF-PAs and in particular the class-E RF-PA. The focus is on in-chip measuring the RF-waveform in a RF-PA and using the acquired information to improve performance, reliability and robustness. Previous works used sensors that registers properties of the RF-waveform such as peak-voltage, DC-level or power sensors $[72,73]$ which tune bias networks or load impedance tuners to improve performance, reliability and robustness. This effectively implements a transmitter system that adapts its properties to maintain maximum performance under PVT and load impedance variations. The used sensors should not significantly increase the power consumption and occupied area. However, the previous mentioned sensors all give indirect information on the waveforms in and around the PA, whereas actual waveforms determine the RF behaviour (and performance) of the PA. If the RF-waveform shape is know it can be used to improve efficiency by means of waveform shaping [36] or it can be used in adaptive digital predistortion (ADPD) systems to improve linearity.

The structure of this thesis is as follows:

- Improving the performance and reliability of RF-PAs requires information about their operating conditions. Chapter 3 describes the use of N-path circuits for voltage measurements in RF-PAs. First it will give a short introduction into N-path circuits and their operation. Afterwards the major differences between N-paths for RF-PA measurements and receivers are discussed, since conventionally N-path circuits are primarily used in receivers.
- Chapter 4 discusses the design of an RF-waveform characterizer that measures the DC component and the first 3 harmonics of RF signals by applying a DFT to 8 (ideally) equally spaced quasi-DC output voltages. Conventionally in these types of systems accuracy is limited by sample timing accuracy, which in our case are mainly due to delay cell mismatch. A novel way to cancel delay cell mismatch is introduced, that significantly increases measurement accuracy at the cost of only a small power and area increase.
- Chapter 5 introduces a technique that allows an increase in the NyquistShannon bandwidth by sampling a RF-waveform at two non-integer multiple sample rates. This technique can be combined with the RFwaveform characterizer from Chapter 4 to increase the number of harmonics that can be characterized, while only requiring a small area and power overhead. This allows the implementation of a self-adaptive TX system, increasing both the overall performance and robustness against both PVT and antenna load variations.
- Chapter 6 describes a technique to self-protect class-E PAs to decrease their sensitivity to load variations, relying on tuning of the switchtank relative-resonance frequency, implemented by an on-chip SwitchedCapacitor Bank (SCB). To validate the technique, load-pull measurements are conducted on a class-E PA implemented in a standard 65 nm CMOS technology, employing an off-chip matching network, augmented with a fully automated self-protective control loop.
- Chapter 7 demonstrates a polar class-E PA with an on-chip waveform characterizer enabling adaptive digital pre-distortion (ADPD) to preserve the linearity of the PA under load mismatch. The presented ADPD
corrects both $\mathrm{AM} / \mathrm{AM}$ and $\mathrm{AM} / \mathrm{PM}$ distortions, which are prominent in the demonstrated PA, while simultaneously correcting for slow memory effects without the need for complex memory DPD algorithms. Loadpull measurements demonstrate that target EVM and adjacent channel power ratio (ACPR) can be maintained in a significantly larger area on the Smith chart going from $50 \Omega$ optimized static DPD to our ADPD for a 2 GHz 1024 QAM signal with $1 \mathrm{MSym} / \mathrm{s}$ symbol rate.
- Chapter 8 summarizes each chapter along with the original contributions found in this thesis. Afterwards recommendations for future work to improve RF-PA performance are given.

Chapters 4,6 and 7 are reformatted from published work in [74-76] and chapter 5 is reformatted from work that is currently accepted for publication in a future edition of the IEEE Transactions on Circuits and Systems I: Regular Papers.

## Chapter 3

## N-path circuits

The increasing number of wireless devices resulted in a crowded radio spectrum, which requires receivers that can select only the wanted signal band to enable reliable wireless links. Therefore high-Q filtering is important to improve receiver selectivity, for which traditional receivers use surface acoustic wave (SAW) filters at the input of the receiver. However, these SAW filter are bulky and inflexible, which is unwanted for programmable and flexible receivers. To reduce the required area and cost of the filter, implementation and integration of the filter in CMOS is preferred.

In 1947 Barber proposed a technique based on switches and capacitors that could achieve programmable high-Q filtering [77], but this technique relied on mechanical components for switching the capacitors. N-path circuits (or commutated networks as they are called in [78]) consist of N switch-R-C networks and a programmable clock frequency. The advances in CMOS technologies enabled better switches, higher capacitor densities and programmable high frequency clocks, making N-path circuits ideal candidates for integration in advanced CMOS technologies.

N-path circuits are conventionally used in mixer-first receivers [79, 80], since they can simultaneously achieve programmable high-Q filtering and highly linear down-conversion of the RF-signal. The high linearity of N-path circuits enables measurements of relatively high voltage waveforms, such as found in an RF-PA. However, using N-path circuits to characterize an RF-PA in a transmitter, changes the N -path requirements compared to those in a receiver. This chapter first gives an introduction into the operation of N-path
circuits after which the differences between using a N-path circuit in a waveform characterizer in a transmitter and in a receiver are discussed. Finally the effects of sampling bandwidth and timing accuracy on the output waveforms are discussed.

### 3.1 Operation

The top of Fig. 3.1 shows the schematic of an N -path circuit, where $\mathrm{N}=8$. It consists of a signal source with source resistance R and 8 switched capacitors C that are clocked at $f_{s}$. It is assumed that during operation the capacitors in the N-path filter are sequentially connected to the resistor for a duration of $T_{o n}=\frac{1}{N f_{s}}$ and that only a single switch is conducting at the same time to prevent cross talk between the capacitors. When a switch is conducting, the respective capacitor is connected to the resistor and depending on the RC-time constant (partially) charged to the RF-input voltage.

The RC time constant plays a major role in the circuits behaviour. Two operation modes of the N -path circuit can be distinguished based on the RC


Figure 3.1: $N$-path switched R-C filter where $N=8, f_{R F}=f_{s}, T_{o n}=\frac{1}{N f_{s}}$ and $T_{\text {on }} \ll 2 R C$. The top part shows the circuit, while the bottom part shows the timedomain waveform of $V_{\text {out }}$. Here the solid black line is the RF-input signal, while the horizontal lines correspond to the voltage on the capacitor directly above.
value and the on-time of the switch [81]:

$$
\begin{align*}
\text { Sampling region: } & T_{o n} \gg 2 R C  \tag{3.1a}\\
\text { Mixing region: } & T_{o n} \ll 2 R C \tag{3.1b}
\end{align*}
$$

In case that the N -path circuit operates in the sampling mode, the capacitor voltages settles to (almost) the input voltage within the on-period of the switch. However, in the mixing region the capacitor voltages in the N-path circuit will only settle to the input signal over many cycles of the clock and only if $f_{R F} \approx n f_{s}$, where $n \in \mathbb{Z}$. The bottom of Fig. 3.1 shows the steadystate output waveform of a N-path circuit operating in mixer mode, where the colours in the waveform match the voltage on the corresponding capacitor and $f_{R F}=f_{s}$. In case that the input frequencies are not close to the switching frequency the capacitors will see different parts of the input signal, hence the capacitor voltage will on average have a mean of zero resulting in filtering of the RF-input signal.

The work in [82] shows that N-path filters operating in the mixing region exhibit narrow-band, high-Q filtering and a lower noise figure compared to sampling mode operation, hence N-path filters in receivers are conventionally used in the mixing region. In [83] the harmonic transfer function of a single kernel (single switch-R-C circuit) in the N-path filter is derived and is given by

$$
\begin{equation*}
H_{e q}(f)=\frac{1}{1+j 2 \pi f R C} \frac{1-\beta e^{-j 2 \pi f T_{o n}}}{1-\beta e^{-j 2 \pi f T_{s}}}, \tag{3.2}
\end{equation*}
$$

where $\beta=\exp \left(-\frac{T_{o n}}{R C}\right)$ and $T_{s}=\frac{1}{f_{s}}$. Fig. 3.2 shows the magnitude of the harmonic transfer function $H_{e q}(f)$ of a N -path filter. Note that in case $T_{o n}=$ $\frac{T_{s}}{N}$ the N -th harmonic is cancelled.

The bandwidth of a N-path filter depends on the values of R, C and the number of paths. In case that the capacitor is only connected to the input for $\frac{1}{\mathrm{~N}}$-th of the clock period, the resistance is effectively increased by a factor N . The N-path filter bandwidth is given by [78]

$$
\begin{equation*}
f_{-3 d B}=\frac{1}{\pi \mathrm{~N} R C} . \tag{3.3}
\end{equation*}
$$

The N-path filter can also be used as a passive mixer, when instead of using the voltage $V_{\text {out }}$ the voltages over the capacitors are used. Since the RF-signal


Figure 3.2: Harmonic transfer function $\left|H_{e q}(f)\right|$ of a N -path $(\mathrm{N}=8)$ filter where $T_{o n}=$ $\frac{T_{s}}{N}$ and $\Gamma=\frac{T_{o n}}{R C}$.
is multiplied with the LO, which conventionally is a square wave, not only the RF-band at the LO frequency is down-converted but also bands around multiples of the LO as described by (3.2). In case of a direct-downconversion mixer the down-converted signals become indistinguishable from the harmonic images, which can be stronger than the desired signal. Traditionally these harmonic images can be removed by means of a filter at the RF-input, however these filters are bulky and inflexible.

Another solution to reject harmonic images from degrading the quality of the desired signal is to reduce the effective harmonic content of the LO waveform. The work in [84] implements a harmonic rejection receiver by oversampling the RF-input by 8 times, after which a discrete time (DT) mixer down-converts the signal. The DT mixer as shown in Fig. 3.3(a) periodically weighs the input samples by either $\pm 1$ or $\pm 1+\sqrt{2}$, which correspond to the coefficients of a sine or cosine with frequency $f_{c}$ sampled at $8 f_{c}$. This enables the signal around $f_{c}$ to be down-converted without the harmonic images at $2 f_{c}$ to $6 f_{c}$.

The work in [85] proposes a two stage poly-phase harmonic rejection mixers, which is shown in Fig. 3.3(b). Here harmonic rejection is achieved by two-stage iterative weighting and summing of the RF-input signal, which significantly improves the harmonic rejection over traditional mixers with only a single stage [85].


Figure 3.3: (a) The DT mixer from [84]. (b) Two stage harmonic rejection in N-path mixers as described in [85].

### 3.2 Receiver vs Waveform characterizer

When using a N-path receiver as a waveform characterizer in an RF-PA, different design choices can be made compared to the design of a conventional receiver. This section describes the major differences between N-path circuits in receivers and using one in transmitters, such as harmonics, signal strength, noise and input impedance.

### 3.2.1 Harmonics

In wireless communication the wanted signal is normally centred around a single carrier frequency, hence most receivers are build to select only a certain band around the carrier frequency while suppressing all other bands. In contrast to signals at the input of a receiver, signals inside an RF-PA can contain higher harmonics of the signal. Note that signals at the antenna of the RF-PA are typically filtered, hence higher harmonic content is (significantly) suppressed. To fully characterize the RF-PA these higher harmonics are important, since they may be used as indicators for the efficiency, linearity and reliability of the RF-PA. Therefore the proposed system will measure relevant


Figure 3.4: Schematic overview of the RF-waveform characterizer.
internal nodes of the RF-PA, which can contain higher harmonics of the RF signal.

Figure 3.4 shows a schematic overview of a circuit that can measure the harmonics of an RF-waveform; further on this system is denoted as an RFwaveform characterizer. It consists of a clock generation circuit connected to N passive mixers, that down-convert the RF-waveform with N time-shifted non-overlapping clocks. Due to the phase transparency of the passive mixer each of the capacitors contains a phase shifted down converted version of the input signal, where the phase depends on the LO phase.

In the waveform characterizer it may be required to separate the fundamental frequency and its multiples, to allow separate characterization of e.g. the AM-AM, AM-PM and intermodulation products. Separating the harmonics can be done by mixing with 8 equally spaced phases, comparable to conventional N-path mixers with harmonic rejection [85, 86]. Instead of weighting and summing the voltages over the capacitors in the analog domain they are converted to the digital domain instead as shown in Fig. 3.4. The complex magnitude of the signal harmonics can be acquired by performing a discrete


Figure 3.5: Capacitor samples and the DFT of these samples. The clocks for each path in the N -path circuit are spaced by $T_{s}=\frac{1}{f_{s}}$, which results in a $f_{s}$ spacing in the frequency domain. This allows characterization of the harmonics of the RF-input signal.

Fourier transform (DFT)

$$
\begin{equation*}
X_{k}=\sum_{n=0}^{\mathrm{N}-1} x_{n} e^{-j k n \frac{2 \pi}{\mathrm{~N}}} \tag{3.4}
\end{equation*}
$$

where $x_{n}$ is the sampled voltage of the n -th capacitor and $X_{k}$ is the set of complex magnitudes. In case that $f_{s}$ is equal to the center frequency of the transmitted signal, the set $X_{k}$ corresponds to the complex magnitude of the harmonics of the RF-input signal. Fig. 3.5 shows an example of the capacitor voltages and the resulting DFT. Here an 8-point DFT is performed, resulting in both magnitude and phase information about the DC voltage and the first 3 harmonics of the RF-signal. Since discrete-time samples are used, aliasing occurs that affects the estimation accuracy of the complex amplitudes of the RF-waveform harmonics.

In case that the N -path circuit operates in mixer mode $T_{o n} \ll R C$ and assuming that $f \approx m f_{s}$ the ratio between the conversion gain of the higher harmonics $(m \neq 1)$ compared to the first harmonic $(m=1)$ can be approximated by [83]

$$
\begin{equation*}
\left|\frac{H_{e q}\left(m f_{s}+\Delta f\right)}{H_{e q}\left(f_{s}+\Delta f\right)}\right| \approx\left|\frac{\operatorname{sinc}(m D)}{\operatorname{sinc}(D)}\right| \tag{3.5}
\end{equation*}
$$

Hence, to use the N-path circuit to characterize higher harmonics in an RFPA requires gain compensation for the higher harmonics, which can easily be

(a)

(b)

Figure 3.6: (a) Resistive divider to attenuate the RF-PA signal of interest so that it can be measured by the waveform characterizer. (b) Thévenin equivalent of the resistive divider.
performed in the digital domain.

### 3.2.2 Signal strength

The power of a received signal and a transmitted signal can be orders of magnitude apart, hence the requirements on the input of the N -path circuit differs for both scenarios. Conventionally the RF-PA signal has to be attenuated before it can be measured by the RF-waveform characterizer to maintain linearity and to prevent breakdown of the switches.

A simple implementation of a signal attenuator is the resistive voltage divider as shown in Fig. 3.6(a), where its Thévenin equivalent is shown in Fig. 3.6(b). Figure 3.7 shows the resistive divider, where the output is connected to the RF-waveform characterizer. The gain of the (loaded) attenuator is

$$
\begin{equation*}
A_{L}=\frac{R_{2} / / Z_{i n}}{\left(R_{1}+R_{2} / / Z_{i n}\right)} \tag{3.6}
\end{equation*}
$$

Here $Z_{i n}$ is the input impedance of the RF-waveform characterizer, which for frequencies close to the switching frequency (or multiples of the switching frequency) is approximately given by [87]:

$$
\begin{gather*}
Z_{i n}\left(n f_{s}\right)=\frac{H_{0, S W}(n f s) R_{T}}{1-H_{0, S W}(n f s)}  \tag{3.7}\\
H_{0, S W}\left(n f_{s}\right) \approx \frac{2 N(1-\cos (2 \pi n D))}{4 D(n \pi)^{2}}+(1-N D) \tag{3.8}
\end{gather*}
$$



Figure 3.7: Resistive attenuator followed by the RF-waveform characterizer. $Z_{\text {in }}$ is the impedance looking into the RF-waveform characterizer.

Assuming that $N=8$ and $D=\frac{1}{8}$ yields $Z_{i n} \approx 18.85 R_{T}$ where the Thévenin equivalent resistor $R_{T}=\frac{R_{1} R_{2}}{R_{1}+R_{2}}$ for frequencies around the fundamental frequency. By using equation (3.7), the Thévenin equivalent resistor $R_{T}$ and assuming that $D=\frac{1}{N}$ the loaded gain $A_{L}$ can be calculated by

$$
\begin{equation*}
A_{L}=\frac{R_{2}}{R_{1}+R_{2}} \frac{N^{2}(1-\cos (2 \pi n D))}{2(\pi n)^{2}} \tag{3.9}
\end{equation*}
$$

In contrast to a receiver, the input impedance of the waveform characterizer should be high to reduce the impact on the measured node. This allows for small switches, resulting in a high input impedance and a reduction in the required clock power compared to that in a standard receiver design. The impedance seen from the RF-PA is equal to $R_{\text {in }} \approx R_{1}+R_{2}$, which can be designed as a high ohmic load, preventing significant loading of the RF-PA. Note that attenuation, input resistance and bandwidth are all depending on the values of $R_{1}$ and $R_{2}$, which introduces design trade-offs.

Clock feed-through of the waveform characterizer can cause unwanted signals to be injected into the RF-input node. These injected signal might be radiated by the antenna, possibly resulting in violations of the spectral mask and an increase in EVM. The resistive attenuator also increases the reverse isolation between the RF-waveform characterizer and the RF-input node. Figure 3.8 shows an example of a signal that is injected into the resistive divider, where $H_{1}, H_{2}$ and $H_{3}$ correspond to the harmonics of the RF-PA center frequency. The transfer from the RF-waveform characterizer to the RF-input
is

$$
\begin{equation*}
H_{\mathrm{reverse}}=\frac{R_{1} Z_{P A}}{R_{1}+Z_{P A}} \tag{3.10}
\end{equation*}
$$

Conventionally $R_{1}>Z_{P A}$, hence the attenuator also reduces the effect of the signals injected by the RF-waveform characterizer on the RF-input.

### 3.2.3 Noise

A waveform characterizer for RF-PAs measures signals with a significantly higher power level than a receiver, hence the added noise by the waveform characterizer has less impact on the signal to noise ratio (SNR) compared to the situation in a receiver. However, the SNR at the input of the RF-waveform characterizer is still an important metric as it will determine the accuracy with which the RF-waveform characterizer can characterize the RF-waveforms, thus it directly influences the accuracy of e.g. an adaptive DPD system.

Figure 3.9 shows the dominant noise sources in the system, which are the thermal noise sources from the resistive divider and the noise generated by the RF-waveform characterizer. To evaluate the impact of these noise sources on the SNR of the measured signal the noise is referred to the input and the input referred noise can directly be related to the SNR if the RF-signal power is known. This section provides a brief overview of the most important sources of noise in a waveform characterizer.

First the attenuation network adds thermal noise while simultaneously attenuating the input signal, hence it degrades the SNR of measurement. The


Figure 3.8: Attenuation of e.g clock leakage from RF-waveform characterizer to RFinput. $Z_{P A}$ is the impedance looking into the RF- node.


Figure 3.9: RF-waveform characterizer with the dominant noise sources. Note that $\overline{v_{n, i n}^{2}}$ is the input referred noise of all the individual noise sources.
input referred noise of the resistive divider as shown in Fig. 3.6(a) is equal to

$$
\begin{equation*}
\left.\overline{V_{n, i n, a t t}^{2}}=4 k_{B} T R_{1}\left(1+\frac{R_{1}}{R_{2}}\right)\right) \tag{3.11}
\end{equation*}
$$

where $k_{B}$ is the Boltzmann constant and $T$ is the temperature.
The N-path mixer itself also impacts the noise. Being a passive circuit the noise factor of a single path in a N -path passive mixer is determined by its loss and is[88]

$$
\begin{equation*}
F=\frac{1}{D \operatorname{sinc}^{2}(D)}\left(1+\frac{R_{s w}}{R}\right) \tag{3.12}
\end{equation*}
$$

where conventionally $D=\frac{1}{N}, R_{s w}$ is the switch on-resistance and $R$ the source resistance. In case of a waveform characterizer, $R$ can be large, which reduces the effect of the switch on-resistance on the noise factor. This allows for using smaller switches and thus reduces the area and power overhead of the RF-waveform characterizer.

By combining (3.11) and (3.12) the total input referred noise for a single path in the N-path passive mixer can be calculated and is given by

$$
\begin{align*}
\overline{v_{n, \text { in }}^{2}} & =\overline{v_{n, \text { in,att }}^{2}} \cdot F \\
& =\frac{4 k_{B} T}{D \operatorname{sinc}^{2}(D)}\left(R_{1}\left(1+\frac{R_{1}}{R_{2}}\right)\left(1+\frac{R_{s w}\left(R_{1}+R_{2}\right)}{R_{1} R_{2}}\right) .\right. \tag{3.13}
\end{align*}
$$

### 3.3 Sample bandwidth

The RF-waveform characterizer uses the N-path filter in the mixing region, hence multiple samples are needed for an accurate estimation of the RFwaveform. To accurately characterize the RF-PA node voltages in and around the RF-PA, the bandwidth of the waveform characterizer should be higher than the bandwidth of the effect caused by a process that is currently being observed. In case of process, voltage and temperature spread these changes can be relatively slow. However, in case of a modulated signal, the RF-waveform characterizer requires a bandwidth larger than the bandwidth of the modulated signal to enable e.g. adaptive DPD during normal operation.

The bandwidth limitations in a waveform characterizer using a N -path circuit is primarily determined by the RC constant of the switch-R-C kernel and the switch on-time $T_{o n}$. The bandwidth of the RF-waveform characterizer for $T_{o n}=\frac{T_{s}}{N}$ can be modelled as a simple switch-R-C circuit and is given by (3.3). Fig. 3.10(a) shows the impulse response $h(t)$ of a RC-lowpass filter. Note that after a single symbol period $h(t) \neq 0$, hence previous transmitted symbols will still interfere with the current transmitted symbol. This is highlighted in Fig. 3.10(b) where a date-stream is passed through a RC low-pass filter with $R C=0.5 T_{s}$. Here the input data-stream is spread out over multiple symbols, hence previously transmitted symbols interfere with the currently transmitted symbol. This is called inter-symbol-interference, which degrades the quality of the waveform estimation. The spreading of the input signal over time can


Figure 3.10: (a) RC-circuit impulse response. In this case $R C=0.5 T_{S}$. (b) Data stream (solid line) together with the data-stream after passing it through the RC filter (dash-dotted line).


Figure 3.11: Simulated single carrier 16-QAM constellation shaped with a raised cosine filter $(\alpha=0.25)$ where the $B_{R C}=B W_{\text {sig }}$. The blue dots are the simulated constellation points and the red dots are the ideal constellation points. The simulated $\mathrm{EVM}=10.8 \%$.
be described by the group delay, which is given by

$$
\begin{equation*}
\tau_{G}(f)=-\frac{1}{2 \pi} \frac{d(\arg (H(f))}{d f} \tag{3.14}
\end{equation*}
$$

If the group-delay is varying over frequency the delay of these frequency components will also vary, resulting in spreading the transmitted signal over more than a single symbol period. The group delay of a RC-lowpass filter is given by

$$
\begin{equation*}
\tau_{R C}(f)=\frac{R C}{1+(2 \pi f R C)^{2}} \tag{3.15}
\end{equation*}
$$

Even if the RC-lowpass filter bandwidth is equal to the signal bandwidth the RC-lowpass filter introduces a significant group delay, degrading the performance of the RF-waveform characterizer.

Figure 3.11 shows the effect of a RC-lowpass filter on a single carrier 16QAM modulated signal shaped with a raised cosine filter $(\alpha=0.25)$. In this simulation the -3 dB bandwidth of the RC-lowpass filter is equal to the bandwidth of the modulated signal. The bandwidth limitations in this example result in a simulated $\mathrm{EVM}=10.8 \%$. Note that this bandwidth limitation can be compensated for in the digital domain.

### 3.4 Timing accuracy

The timing of the LO clock affects the sampling accuracy, since the voltage over the capacitors is determined by the average value during the on-period of the clock. Fig. 3.12 shows the effect of phase noise on the edges of the LO clock. Due to the random nature of phase noise the timing of the clock edges will differ from edge to edge and thus also the period over which the input signal is averaged, resulting in noise at the output. Phase noise in the clocks will thus directly affect the accuracy of the RF-waveform characterizer. The $\mathrm{EVM}_{\mathrm{RMS}}$ is given by [89]

$$
\begin{equation*}
\mathrm{EVM}_{\mathrm{RMS}}=\sqrt{\frac{1}{\mathrm{SNR}}+2-2 \exp \left(-\frac{\sigma^{2}}{2}\right)} \tag{3.16}
\end{equation*}
$$

where $\sigma$ is the rms LO phase error, $\mathrm{SNR}=E_{s} / N_{0}, E_{s}$ the average symbol energy and $N_{0}$ the noise spectral density. A high rms LO phase error can thus limit the accuracy of the RF-waveform estimation. In LTE the minimum requirements for the EVM level are $3.5 \%$ for 256 -QAM [3], which results in a maximum acceptable $\sigma=2^{\circ}$ when assuming an infinite SNR at the input of the characterizer. An equal distribution of the $3.5 \%$ EVM over both the SNR and the rms LO phase error results in a $\mathrm{SNR}=32 \mathrm{~dB}$ and a $\sigma=1.4^{\circ}$. In case of a higher phase error the signal can be averaged to increase the measurement accuracy, but this reduces the speed at which the RF-PA can be adapted.


Figure 3.12: Ideal clock and clock with jitter. The ideal clock edges are in green and the possible clock edge positions for a clock with jitter are in the red shaded areas.

Compared to conventional receivers the requirements on phase noise are reduced when using a N -path circuit as waveform characterizer. In a receiver
multiple strong interferes can be present that can end up on the signal of interest due to reciprocal mixing, reducing the signal to noise ratio. In case of a waveform characterizer in an RF-PA there is only a single strong signal with its harmonics present, hence the effect of reciprocal mixing is significantly reduced.

The multi-phase clock for the waveform characterizer can be derived from the LO that is typically present in a transceiver by means of an integer-N phase locked loop (PLL). Since the requirements on phase noise are relaxed in a waveform characterizer, the PLL can be small and low power. Note that for a stand alone transmitter a reference clock needs to be provided for the integer-N PLL to operate.

## Chapter 4

## A Delay Spread Cancelling Waveform Characterizer for RF Power Amplifiers

Fully integrated RF-transceivers in advanced CMOS processes are common in many modern communication devices ${ }^{1}$. In these, especially RF-Power amplifiers (RF-PA) are affected by Process-Voltage-Temperature (PVT) spread and source and load impedance mismatch. Both effects degrade RF-PA linearity and efficiency. Different handling conditions of the device can significantly change the antenna impedance [14], resulting in reflections that may damage the RF-PA. To compensate for these effects, Adaptive Digital Pre-distortion together with multi-harmonic adaptive matching networks and tunable bias networks can be used, where Adaptive matching networks can be efficiently designed [90]. Currently, implemented compensation techniques utilize temperature sensors, DC-sensors, power detectors [91] or peak detectors [73] to control bias networks or load impedance tuners to compensate for PVT spread and load impedance mismatch. However, with these techniques information about the shape of the RF-waveform is lost.

Proper control of Adaptive Digital Pre-distortion and multi-harmonic adaptive matching networks requires data on RF-PA linearity and impedances that

[^0]can be derived from the harmonics of internal RF-waveforms. Here the $1^{\text {st }}$ harmonic contains information about e.g. impedance matching and output power. The $2^{\text {nd }}$ harmonic can be used to tune bias networks to improve efficiency and both the $2^{\text {nd }}$ and $3^{\text {rd }}$ harmonics can be used to improve linearity and to increase RF-PA efficiency [92] by using Adaptive Digital Pre-distortion and multi-harmonic adaptive matching networks.

This chapter presents a 65 nm CMOS RF-waveform characterizer that characterizes the DC value and the first 3 harmonic components of an input RF-waveform. The characterizer first mixes the RF-waveform using a N-path type mixer, after which a DFT yields the harmonic content of this waveform. For this type of sampling system, delay cell mismatch limits the accuracy of the waveform estimation. Our RF-waveform characterizer introduces a novel method to cancel the effects of this delay cell mismatch.

This chapter first introduces in Section 4.1 the RF-waveform characterizer and the circuits used to sample the RF-waveform. In Section 4.2 the impact of delay errors on the performed DFT is discussed and a delay spread cancellation technique is introduced, that significantly increases the accuracy of the RF-waveform characterizer at the cost of only a modest power and area penalty. Section 4.3 gives experimental results of the impact of the delay spread cancellation technique, followed by the conclusion in Section 4.4.

### 4.1 Sampling Circuit

Any periodic waveform can be described by a Fourier sum of harmonic sinusoids, which are fully described by their phase, amplitude and frequency, where typically only the frequency of the first harmonic is known in transmit systems. Our RF waveform characterizer "samples" the RF-waveform period into a set of (ideally) equally spaced quasi-DC samples on which a DFT is applied to obtain the DC term and the amplitude and phase information of up to 3 harmonics. When sampling across a known impedance in series with the RF-PA output, e.g. part of a matching network, the output power of the RF PA harmonics can be derived per harmonic allowing multi-harmonic tuning.

Fig. 4.1 shows the block schematic representation of one channel (for simplicity reasons) of the RF-waveform characterizer. It consists of a Delay Line (DL) locked to the RF-signal that creates 8 non-overlapping (ideally


Figure 4.1: Overview of the designed system; one out of two channels is shown for simplicity. The integrated part is depicted in the dotted box.
uniformly spaced) pulses over one period of the RF signal that drive the 8phase passive mixer. The mixer downconverts the RF-waveform to quasi-DC voltages on capacitors $C_{B B n}$, after which the voltages at $C_{B B n}$ are converted to the digital domain by a baseband ADC. Switching of the mixer upconverts the switch-C RC frequency domain behaviour to harmonics of the clock signal, resulting in only harmonics of the RF-signal being downconverted to baseband. The mixer bandwidth is given by $B W=D \cdot f_{r c}[81]$, where D is the duty-cycle of the mixer pulse and $f_{r c}$ the RC bandwidth of the switch-C network. In our case $\mathrm{D}=1 / 8$ and $f_{r c}=1 /(2 \pi 5 k \Omega 10 p F) \approx 3.2 \mathrm{MHz}$ resulting in $B W \approx 400$ kHz , which is fast enough to characterize the effects of PVT spread. After sampling, the baseband processor applies an 8-point DFT to obtain the DC value and the first 3 harmonics of the RF input signal. A front-end 10x attenuator ( $9 \mathrm{k} \Omega+1 \mathrm{k} \Omega$ in series) is used since the breakdown voltage of the used technology is 1.2 V , while voltages in the RF PA can be significantly higher [93]. This attenuation prevents breakdown of the passive mixers and also limits the feedthrough of the passive mixer clock to the RF-input signal below -80 dBm .

Fig. 4.2 shows a more detailed schematic overview of one channel of the
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implemented circuit. It consists of a rotating delay line (see Section III), a pulse shaper and a switching matrix that ensures that the mixers sample the RF-signals on the correct baseband capacitors $C_{B B n}$. The pulse shaper converts the $50 \%$ duty cycle square wave to $\leq 12.5 \%$ duty cycle pulse required to drive the 8 -phase passive mixer, enabling the down-conversion of both even and odd harmonics. The large RC time constant in the mixer results in sincfiltering of the downconverted RF-signal [81], which can easily be compensated for in the digital domain. Also, the passive mixer behaves like an N -path filter; hence the input impedance of the sampling system equals $18.85 \mathrm{x} R_{\text {switch }}$ of the mixer [87]. In our case the input impedance of the sampling system is about $100 \mathrm{k} \Omega$, therefore negligibly loading the attenuator.


Figure 4.2: Overview of the designed rotating delay line system.

### 4.2 Delay Spread Cancellation

A DFT assumes uniformly distributed sample points over a beat period, which in our demonstrator is the period of the first harmonic of the RF signal. However, delay cell mismatch causes static random mismatch between the sample points, resulting in delay errors $\Delta t_{\epsilon_{N}}$ (Fig. 4.3). In a locked delay line, the variance of the delay over the delay line [94] (Fig. 4.3) is given by:

$$
\begin{equation*}
\sigma_{\Delta_{t n}}=T_{R e f}^{2} \frac{n(N-n)}{N^{3}} \sigma_{\epsilon n}^{2} \tag{4.1}
\end{equation*}
$$

where $\sigma_{\Delta_{t n}}$ is the systematic mismatch after n cells, $\sigma_{\epsilon n}$ is the individual delay cell mismatch, N is the number of delay cells and n being the n -th output tap of the delay line. Both distribution are assumed to be normally distributed with a zero mean. The static random mismatch causes leakage between DFT bins in the DFT due to the ideal sampling moments becoming non-ideal, thereby reducing the dynamic range of the waveform estimation. Impedance level scaling (wider components in the delay cell and a proportional increase in power consumption) can alleviate mismatch-limited accuracy at the cost of area and power dissipation.

We implemented a power and area efficient method to ideally cancel the effect of delay spread in individual delay cells. This method is based on the statistical properties of mismatch having a zero mean (equation (4.2)), and properties of the variance in a Delay Locked Loop (DLL) as shown in equation (4.1).

$$
\begin{equation*}
\sum_{n=1}^{N} \Delta t_{\epsilon n}=0 \tag{4.2}
\end{equation*}
$$

Cancellation of the impact of delay variations is implemented by rotating the N individual delay cells in the delay line in N steps, as shown in the top part of Fig. 4.4. Delay cell rotation is implemented by switches in front of all delay cells (see Fig. 4.2), that either connect the delay cell input to the previous delay cell or to the LO. For each of the N rotation states the waveform is measured and after one full rotation there are $\mathrm{N} \times \mathrm{N}$ per-rotation-state measurements (as depicted in the bottom part of Fig. 4.4) and all delay cells have occupied every position exactly once. Then the average timing error at each position equals the average error of every delay cell, which is zero
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Figure 4.3: Variance of the delay and delay distribution over the delay line for a standard DLL. N is the length of the delay line. Note that the variance of the delay over the line is zero at the begin and end of the line. This results in the average delay error being zero over the entire delay line when locked.
in a locked delay line. Consequently, digitally averaging the N per-rotation waveform measurements yields full cancellation of the delay cell spread at all sample time instances thereby vastly improving the accuracy of the waveform estimation without an area and power penalty. We call this technique Delay Spread Cancellation (DSC). Note that this is in contrast to Dynamic Element Matching, where due to mismatch shaping or mismatch scrambling, errors are effectively converted into noise [95].

DSC significantly improves the average sampling timing accuracy of the system, however after averaging of the voltage waveforms a residual error voltage waveform is still present. To illustrate the effect of DSC on this residual voltage error waveform we calculate the expected error signal power. First we calculate the Taylor expansion of a sine wave at a sample moment $T_{0}$ when

| State | Delay order |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\Delta \mathrm{t}_{1}$ | $\Delta \mathrm{t}_{2}$ | $\Delta \mathrm{t}_{3}$ | $\Delta \mathrm{t}_{4}$ | $\Delta t_{5}$ | $\Delta t_{6}$ | $\Delta t_{7}$ | $\Delta \mathrm{t}_{8}$ |
| 2 | $\Delta t_{2}$ | $\Delta t_{3}$ | $\Delta t_{4}$ | $\Delta t_{5}$ | $\Delta t_{6}$ | $\Delta t_{7}$ | $\Delta \mathrm{t}_{8}$ | $\Delta t_{1}$ |
| ! | $\cdots$ | $\cdots$ | $\cdots$ | $\because$ | $\cdots$ | $\because \cdot$ | $\cdots$ | $\because \cdot$ |
| 8 | $\Delta \mathrm{t}_{8}$ | $\Delta t_{1}$ | $\Delta t_{2}$ | $\Delta t_{3}$ | $\Delta t_{4}$ | $\Delta \mathrm{t}_{5}$ | $\Delta t_{6}$ | $\Delta t_{7}$ |



| State | Samples |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\mathrm{~S}_{1,1}$ | $\mathrm{~S}_{2,1}$ | $\mathrm{~S}_{3,1}$ | $\mathrm{~S}_{4,1}$ | $\mathrm{~S}_{5,1}$ | $\mathrm{~S}_{6,1}$ | $\mathrm{~S}_{7,1}$ | $\mathrm{~S}_{8,1}$ |  |  |  |  |  |  |  |  |
| 2 | $\mathrm{~S}_{1,2}$ | $\mathrm{~S}_{2,2}$ | $\mathrm{~S}_{3,2}$ | $\mathrm{~S}_{4,2}$ | $\mathrm{~S}_{5,2}$ | $\mathrm{~S}_{6,2}$ | $\mathrm{~S}_{7,2}$ | $\mathrm{~S}_{8,2}$ |  |  |  |  |  |  |  |  |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |  |  |  |  |  |  |  |  |
| 8 | $\mathrm{~S}_{1,8}$ | $\mathrm{~S}_{2,8}$ | $\mathrm{~S}_{3,8}$ | $\mathrm{~S}_{4,8}$ | $\mathrm{~S}_{5,8}$ | $\mathrm{~S}_{6,8}$ | $\mathrm{~S}_{7,8}$ | $\mathrm{~S}_{8,8}$ |  |  |  |  |  |  |  |  |

Figure 4.4: Rotation order of the delay elements. Every delay element is used in every place in the delay line exactly once. During every rotation state the waveform is sampled, resulting in a $\mathrm{N} \times \mathrm{N}$ matrix, where N is the number of samples per period. In this work $\mathrm{N}=8$. After one full rotation cycle is complete the results are averaged.
we apply DSC:

$$
\begin{align*}
f(t)= & \frac{1}{N} \sum_{n=0}^{N} \sum_{m=0}^{\infty} \frac{f^{(m)}\left(T_{0}\right)}{m!}\left(t-T_{0}\right)^{m} \\
= & \frac{1}{N} \sum_{n=0}^{N}\left[f\left(T_{0}\right)+\frac{\partial f\left(T_{0}\right)}{\partial t}\left(t-T_{0}\right)+\right.  \tag{4.3}\\
& \left.\frac{1}{2} \frac{\partial^{2} f\left(T_{0}\right)}{\partial t^{2}}\left(t-T_{0}\right)^{2}+\frac{1}{6} \frac{\partial^{3} f\left(T_{0}\right)}{\partial t^{3}}\left(t-T_{0}\right)^{3}+\cdots\right]
\end{align*}
$$

where $m$ denotes the $m$-th harmonic of the sampled signal. Now we use equation 4.3 to calculate the effect of the delay cell mismatch $\Delta t_{\epsilon n}$. Note that the
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zero order term

$$
\begin{equation*}
\frac{1}{N} \sum_{n=0}^{N} f\left(T_{0}\right)=f\left(T_{0}\right) \tag{4.4}
\end{equation*}
$$

is the ideal sample point. The effect of DSC is emphasized when we combine equation (4.2) and the first order term in equation (4.3) resulting in:

$$
\begin{equation*}
\frac{1}{N} \sum_{n=0}^{N} \frac{\partial f\left(T_{0}\right)}{\partial t}\left(\Delta t_{\epsilon n}-T_{0}\right)=0 \tag{4.5}
\end{equation*}
$$

showing the cancellation of the error in first order. The dominant error is now given by the second order term in the Taylor expansion. Calculating the expected value for the error at sample moment $T_{0}$ we combine the second order term in equation (4.3) and equation (4.1) resulting in:

$$
\begin{equation*}
E[\frac{1}{2} \frac{\partial^{2} f\left(T_{0}\right)}{\partial^{2} t} \underbrace{\frac{1}{N} \sum_{n=0}^{N}\left(\Delta t_{\epsilon n}-T_{0}\right)^{2}}_{\sigma_{n}^{2}}]=\frac{1}{2} \frac{\partial^{2} f\left(T_{0}\right)}{\partial^{2} t} T_{R e f}^{2} \frac{n(N-n)}{N^{3}} \sigma_{\epsilon n}^{2} \tag{4.6}
\end{equation*}
$$

Fig. 4.5 shows the simulation results of the effect of delay cell mismatch on the leakage of an ideal sinusoid to other bins in the DFT; here $H_{1}(\circ), H_{2}(-)$ and $H_{3}(+)$ represent the $1^{s t}, 2^{\text {nd }}$ respectively the $3^{\text {rd }}$ harmonic of the input signal. The dotted lines are w/o DSC, the solid lines are with DSC. A locked delay line was simulated with delay cells that have mismatch. The mismatch is modelled as a normally distributed gain error in the ideal delay of the delay cells as shown in equation (4.7), where $\Delta t_{n}$ is the delay of the $n^{\text {th }}$ delay cell, $T_{r e f}$ the reference period and $\sigma_{e_{n}}$ the delay cell mismatch corresponding to the $n^{\text {th }}$ delay cell.

$$
\begin{equation*}
\Delta t_{n}=\frac{T_{r e f}}{N}\left(1+\sigma_{e_{n}}\right) \tag{4.7}
\end{equation*}
$$

After adding mismatch the delay of all the cells is normalized so that the sum of all delays is equal to $T_{\text {ref }}$, after which the system is locked to the reference period. The sample instances of the locked delay line are now used to ideally sample a sinusoidal wave on which a DFT is performed. Fig. 4.5 shows the results of this simulation for both the conventional case and the case where delay spread cancellation is applied. From Fig. 4.5 it can be concluded that the system with delay spread cancellation behaves like a second order system


Figure 4.5: Simulated effect of delay cell mismatch on leakage of $H_{1}$ into $H_{2}$ and $H_{3}$ in the DFT, assuming a sinusoidal input signal. The dotted lines are the results without DSC, where the solid lines without markers are the results after Delay Spread Cancellation (DSC) for $H_{2}$ for 3 different values of the layout dependent (relative) error to $T_{R e f}, \sigma_{L D E}$. The results for $H_{3}$ with DSC are the solid lines with + as marker.
with a 40 dB /decade slope, complying with equation (4.6). For a typical delay cell mismatch in our 65 nm CMOS process of $\sigma_{\Delta t n}=4.5 \%$ a gain in dynamic range of 35 dB is observed.

Layout dependent matching and load matching errors impact the performance of the waveform characterizer, limiting the maximum dynamic range of the waveform characterizer. There are two types of layout dependent effects: in-loop and out of loop. Doubling the layout dependent effects in-loop ( $\sigma_{L D E}$ ) decreases the DR by 12 dB , due to the system being second order after rotation. Note that for the same reason, doubling the frequency for some matching level also decreases the DR by 12 dB (see Fig. 5, light grey solid lines. $H_{2}$ has no markers, $H_{3}$ is marked with a + ). $\sigma_{L D E}$ is the standard deviation of the layout dependent time error relative to $T_{R e f}$. The out of loop error presents itself as deterministic sampling jitter comparable to that in ADCs.
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### 4.3 Measurement Results

### 4.3.1 System measurements

A demonstrator chip with a maximum input signal frequency of $f_{0}=1.1 \mathrm{GHz}$ and two channel input is designed to prove the principle of using the rotating delay line for the RF-waveform characterizer. The operating frequency is limited by the switches in front of the delay cell, the output buffer of the delay cell and the loading of the delay cell by the pulse shapers. Fig. 4.6 shows the photograph of the designed demonstrator chip. The two channel characterizer occupies a total active area of $0.11 \mathrm{~mm}^{2}$ of which $0.05 \mathrm{~mm}^{2}$ is occupied by the 16 capacitors. The overhead to implement the delay cell rotation is only $800 \mu m^{2}$. The measurement setup consists of two signal generators (Agilent E8267D) to create the clock and RF-waveform signal, 8 SMUs (2x HP4156Bs') to digitize the capacitor voltages and a computer running MATLAB to only perform the averaging, an 8 point DFT, sync compensation and rotation. The SMUs could be replaced by a 10 -bit ADC (to cover the full dynamic range of the RF-waveform characterizer). At the maximum RF signal input frequency of $f_{0}$ the power consumption equals 18.6 mW under continuous operation.


Figure 4.6: Chip photo of the two channel waveform characterizer.

To demonstrate the performance of the RF-waveform characterizer, the harmonic spectrum of two power-combined signal generators is measured. This
measurement mimics a PA during normal operation, where the measurements are performed before the matching network on internal signals of an integrated RF-PA. These internal signals before the matching network can contain significant harmonic content at the $2^{n d}$ and $3^{r d}$ harmonic. The output power of the first harmonic should remain constant during normal operation and the spurious emissions are measured and are to be reduced. The output of the first generator is a +10 dBm sine wave at frequency $f_{0}$. The power of the second sine wave generator is swept from -10 to 20 dBm at a frequency of $2 \cdot f_{0}$ (Fig. 4.7) or $3 \cdot f_{0}$ (Fig. 4.8) mimicking non-linearties in the RF-PA. The harmonics of the generators used for signal generation are well below the harmonics caused by non-linear effects in the RF-waveform characterizer. Fig. 4.7 and Fig. 4.8 show the three estimated harmonics of our system, as function of the $2^{\text {nd }}$ and $3^{\text {rd }}$ harmonic input power. In both graphs, the measured data per state is shown in grey, while the result after delay spread cancellation is shown in black. The highest improvement in accuracy is observed for low input powers as shown in Fig. 4.7, where the SNR of the $3^{\text {rd }}$ harmonic is improved by 20 dB by the introduced delay spread cancellation compared to using a conventional static delay line. The slope of the $3^{r d}$ harmonic in Fig. 4.7 is non-zero due to non-linear effects in the integrated mixer, where mixing of the $1^{\text {st }}$ harmonic with the internal LO causes the static power level of the $2^{n d}$ harmonic in Fig. 4.8. The linearity of the RF-waveform characterizer is determined from the input power to output power slope. This slope is fitted with a polynomial function, where an ideal linear system only has a first order term. The second order term of the normalized polynomial function is the dominant non-linearity in the system and thus limits the overall linearity of the system. The second order terms of the two polynomial functions equals 0.0073 and 0.0094 for respectively the $2^{\text {nd }}$ and $3^{r d}$ harmonic power sweeps, resulting in a 7.1 and 6.7 bit linearity. In a similar way the linearity for the first harmonic is derived to be 6.8 bit. The SFDR is derived from Fig. 4.8, where the difference in power between the $1^{\text {st }}$ harmonic and the $2^{n d}$ harmonic is 24 dB . Extensive Spectre simulations show that clock feedthrough is the dominant limiting contribution for SFDR in our demonstrator chip.


Figure 4.7: Harmonic power spectrum for different values of $P_{\text {in2 }}$ at $2 \cdot f_{0} . P_{\text {in } 1}=10$ dBm at $f_{0}, P_{\text {in } 3}=-\infty \mathrm{dBm}$ at $3 \cdot f_{0}$. Ideal values are in dashed black lines, average over rotation states in solid black lines and per-rotation state values are in grey.


Figure 4.8: Harmonic power spectrum for different values of $P_{\text {in3 }}$ at $3 \cdot f_{0} . P_{\text {in } 1}=10$ dBm at $f_{0}, P_{\text {in } 2}=-\infty \mathrm{dBm}$ at $2 \cdot f_{0}$. Ideal values are in dashed black lines, average over rotation states in solid black lines and per-rotation state values are in grey.

### 4.3.2 Measurements on a misbiased RF-PA

As next demonstration, the output of a Mini-Circuits ZX60-1215LN-S+ amplifier was measured. The amplifier is intentionally biased in such a way that it works far in compression. The input power of the $1^{\text {st }}$ harmonic to the MiniCircuits amplifier is swept from 0 to 10 dBm at an operating frequency $f_{0}=$ 1.1 GHz. The higher harmonics created by the generator are well below the harmonics generated by the Mini-Circuits amplifier under these conditions, therefor are not affecting the measurements. The output of the amplifier is measured both with the designed waveform characterizer system and using a spectrum analyzer (Agilent E4404B) for comparison. From Fig. 4.9 it can be concluded that the output power of the RF PA can be determined within 0.2 $\mathrm{dB}, 0.9 \mathrm{~dB}$ and 4 dB accuracy for respectively the $1^{\text {st }}, 2^{\text {nd }}$ and $3^{\text {rd }}$ harmonic with delay spread cancellation compared to $0.3 \mathrm{~dB}, 3 \mathrm{~dB}$ and 14.7 dB for the static delay line. The $1^{\text {st }}$ and $2^{\text {nd }}$ harmonics results of our RF-waveform characterizer after applying DSC are comparable to the results measured by the spectrum analyser. Especially for the $3^{r d}$ harmonic the accuracy of the measurement results is significantly increased by rotating the delay line and averaging the measurement results to achieve delay spread cancellation.

Comparing to [91], our work measures the phase and magnitude of the DC and first 3 harmonics of an RF-waveform instead of only derived parameters such as output power, DC current sensors and temperature sensors. This measured information about the RF-waveform shape allows ADPD. The total power consumption of the sensors in [91] is 18.4 mW , where our demonstrator consumes 18.6 mW .

### 4.4 Conclusion

We present a $0.11 \mathrm{~mm}^{2}$ two-channel RF waveform characterizer to measure two RF-channels at about 6.8 -bit accuracy, capturing e.g. the output and/or the internal signal of an RF-PA, thereby allowing ADPD and adaptive matching networks. We introduce delay spread cancellation as a power efficient module to significantly increase accuracy. By rotating the N delay elements inside the delay line exactly N times delay spread is fully cancelled, yielding on average ideal sample time instants. Applying DSC in a signal waveform sampler,
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Figure 4.9: Harmonic spectrum Mini-Circuits PA for different RF-PA input powers measured after the matching network with the designed system. Spectrum analyser values are in dashed black lines, average over rotation states in solid black lines and per-rotation state values are in grey.
the SNR of the measurement system increases by up to 20 dB without any significant increase in area $\left(800 \mu \mathrm{~m}^{2}\right)$ and power consumption ( 1 mW ). In our implementation, clock feedthrough limits its measurement accuracy. The system can easily be integrated with an RF-PA due to its relatively small size. The 6.8 -bit linearity of the measurement system is maintained from - 10 dBm to 20 dBm of RF input power at 1.1 GHz while consuming 18.6 mW (delay line, mixer and capacitor rotation for two channels) under continuous operation for our proof-of-principle demonstrator.

## Chapter 5

## Reconstructing Aliased Frequency Spectra by Using Multiple Sample Rates

### 5.1 Introduction And Prior Art

With the advancements in technology the energy consumption for digital signal processing (DSP) has seen a tremendous decrease ${ }^{1}$. Before physical (analog) signals can be processed by DSPs they have to be converted to the digital domain by an analog-to-digital converter (ADC). This digitization process involves the conversion of a continuous-time continuous-amplitude analog signal to a discrete-time discrete-amplitude digital signal. The conversion from continuous-time to discrete-time may give rise to aliasing. Aliasing might cause different signal frequencies to become indistinguishable of each other, thus resulting in frequency ambiguity. Anti-aliasing filters circumvent aliasing by filtering frequencies outside the desired Nyquist zone (usually the first Nyquist zone is desired). However if these other (mostly higher) frequencies contain useful information, this information also gets removed.

The work in [96] solves frequency ambiguity due to aliasing by sub-sampling a sine wave with a time difference between two sampling clocks of the same
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frequency, resulting in a frequency-dependent phase shift. However, this solves the frequency ambiguity for a single tone only. The work in [97] proposes an approach that requires ( $\mathrm{N}+1$ ) co-prime time-delays and ( $\mathrm{N}+1$ ) ADCs for estimating N frequency components. But even in narrow band systems N is typically large, making this approach impractical.

Another method to estimate frequency content outside the desired Nyquist band is sub-sampling the input signal with different co-prime sample rates [98] and then calculating multiple DFTs corresponding to these sample rates. The frequency corresponding to each DFT bin can be related to the (corresponding) co-prime sample rates through a modulo operation and a residue. Using the Chinese remainder theorem [98] on this set of residues allows the determination of the unknown input frequencies. However, this method requires at least as many co-prime samplers as the number of frequencies to be estimated, which significantly increases system complexity.

The work in [99] demonstrates spectral estimation and identification of sinusoidal signals using co-prime samplers. In contrast to [98] the signal is sampled at sub-Nyquist rate by only two co-prime samplers to obtain two sparsely sampled data sets of the input signal. Spectral identification of the input signal is then performed by estimating the (time) average auto-correlation over multiple "snapshots" (time domain blocks) of the two sparsely sampled data sets. The accuracy of the spectral estimation (and auto-correlation) depends on the length of the time interval over which the averaging takes place. This results in a large latency in the overall signal estimation as highlighted in [99], thereby making it impractical to be used for real-time reconstruction of signals.

This chapter proposes a deterministic algorithm to remove frequency ambiguity due to aliasing by sampling the signal at only two distinct non-integer multiples of each other sample rates. This allows the algorithm to unalias signals that may be spread over multiple Nyquist zones while simultaneously keeping the aggregated bandwidth close to the Nyquist-Shannon sampling limit. The proposed algorithm requires signals that have an orthogonal frequency basis. This allows the signal to be sampled without any spectral leakage, which ensures that every spectral contribution occupies a single distinct frequency after sampling. The proposed algorithm could find applications in areas such as RF waveform characterization [74] (Appendix C) and built-
in self-test of transceiver signal chains to improve digital pre-distortion and reliability, IQ reconstruction and other application scenarios as long as the frequencies of interest are known and the signal is orthogonal.

The structure of the chapter is as follows. Section II revisits the constraints on the sample rate for baseband and band-limited signals and shows the effect of frequency ambiguity due to aliasing. Section III introduces the proposed deterministic algorithm for resolving multiple simultaneous band-limited signals. Section IV compares the proposed algorithm with other techniques. Section V discusses the limitations of this algorithm under non-ideal conditions. Section VI shows experimental verification of the algorithm, along with a qualitative comparison with conventional sampling techniques. Although all examples and test signals used in this chapter are orthogonal frequency-division multiplexing (OFDM) signals, the proposed algorithm can be used to detect and reconstruct signals with any orthogonal frequency basis as shown in section III. Section VII summarizes the findings in this chapter.

### 5.2 Frequency ambiguity due to aliasing

Frequency ambiguity arises when two aliases or the baseband signal and an alias fold on top of each other. When sampling a signal aliasing can occur, which can result in signals folding on top of each other making them indistinguishable, hence resulting in frequency ambiguity. This work assumes that $x(t)$ contains uniformly spaced orthogonal discrete-frequency sub-carriers with frequency spacing $f_{o}$. Most modern communication systems use signals with some form of orthogonal frequency basis for modulation such as OFDM and orthogonal on-off keying (OOOK). This work aims at more efficiently approaching the Nyquist-Shannon limit for input signals with an orthogonal frequency basis that are spread over multiple frequency bands (e.g. multi-band OFDM). To retain orthogonality of the sub-carriers in each symbol, both the symbol period must be a multiple of $\frac{1}{f_{o}}$ and the complex value of the sub-carriers must remain constant within a symbol period [28].
$x(t)$ can be described as a set of $L$ orthogonal sub-carriers, which may be non-contiguous in the frequency domain. Since $x(t)$ is a band-limited signal
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it can also be represented by

$$
\begin{equation*}
x(t)=\sum_{l=1}^{L}\left(A_{l} e^{j 2 \pi S_{l} f_{o} t}+A_{l}^{*} e^{-j 2 \pi S_{l} f_{o} t}\right) \tag{5.1}
\end{equation*}
$$

where $0 \leq t<\frac{1}{f_{o}}, S$ is the set of $L$ down-converted modulated sub-carriers, $S_{l} \in \mathbb{N}$ is the $l^{\text {th }}$ element in $S, A$ is a set containing the complex values (magnitude and phase) of the sub-carriers in $S, A_{l}$ is the $l^{\text {th }}$ element in $A,|S|$ and $|A|$ are the ranks of $S$ and $A$ respectively and $L=|S|=|A|$. Please note that in (5.1) $A_{l}$ can be a complex number. Different orthogonal signals (such as OOOK or MFSK) differ in the M-ary encoding scheme, which corresponds to a different complex value $A_{l}$ in (1) e.g. $A_{l}=\{0,1\}$ in OOOK. The proposed algorithm does not depend on the chosen modulation scheme, as long as the modulation scheme has an orthogonal frequency basis.

The straightforward way to convert an analog signal to a time-discrete signal without any aliasing is to sample the signal at a frequency higher than twice the highest frequency component in the signal, such that

$$
\begin{equation*}
f_{s} \geq 2 f_{o} \cdot \max (S) \tag{5.2}
\end{equation*}
$$

However this is inefficient as the frequency content between the $N$ band-limited signals lacks any information, yet is processed.

According to the Nyquist-Shannon theorem [100], an analog signal can be reconstructed without loss of information if $f_{s}$ is higher than twice the bandwidth of the signal. The minimum sampling rate $f_{\mathrm{s}, \min }$ for $x(t)$ is therefore:

$$
\begin{equation*}
f_{\mathrm{s}, \min }>2|S| f_{o} \tag{5.3}
\end{equation*}
$$

If $f_{s}$ is chosen to satisfy the Nyquist-Shannon limit as defined in (5.3), then aliasing can occur [101, 102], since $2|S| f_{o} \leq f_{s} \leq 2 f_{o} \cdot \max (S)$.

Sampling $x(t)$ uniformly at a rate $f_{s}$ results in:

$$
\begin{equation*}
y(t)=x(t) \cdot p(t) \tag{5.4}
\end{equation*}
$$

where $p(t)$ is a series of Dirac delta pulses:

$$
p(t)=\sum_{r=-\infty}^{\infty} \delta\left(t-\frac{r}{f_{s}}\right)
$$



Figure 5.1: Aliasing of a band-limited signal centred around $f_{s}$ to the baseband for the case e.g. $r=\{-1,1\}$ in (5.5).
where $r \in \mathbb{Z}$. The Fourier transform of $y(t)$ can be written as:

$$
\begin{equation*}
Y(f)=f_{s} \sum_{r=-\infty}^{\infty} X\left(f-r f_{s}\right) \tag{5.5}
\end{equation*}
$$

where $X(f)$ is the Fourier transform of $x(t)$.
The work in [101] and [103] showed that there are upper and lower bounds on $f_{s}$ when directly sampling multiple band-limited signals that are spread over multiple Nyquist zones. If these boundary conditions for $f_{s}$ are not satisfied, then some frequency components alias on top of each other making them indistinguishable, resulting in frequency ambiguity as illustrated in Fig. 5.1.

IQ reconstruction can remove a specific frequency ambiguity due to aliasing [101], as shown in Fig. 5.2. However, frequency components in higher Nyquist zones (frequency band from $\frac{(N-1) f_{s}}{2}$ to $\frac{N f_{s}}{2}$ where $N>1$, see Fig. 5.2), all fold into the first Nyquist zone. As shown in Fig. 5.2(e) these signals (from multiple Nyquist zones) become indistinguishable and cannot be recovered with IQ reconstruction. We present an algorithm that allows more flexibility in allocation of component carriers which can be spread over multiple Nyquist zones.


Figure 5.2: (a) Two bandpass signals in different Nyquist zones where the frequency components of the band-limited signals are on either side of the sampling frequency $f_{s}$. (b) I and Q power spectra after sampling when only the signal in (a) centred around $f_{s}$ is present. (c) $\mathrm{I}+\mathrm{jQ}$ spectrum from (b) where the original input spectra can be recovered (d) I and Q power spectra after sampling when both signals in (a) are present (e) $I+j Q$ spectrum from (d) where the original input spectra cannot be distinguished from each other.

### 5.3 Multi-rate Unaliasing

This section presents a mathematical description of an algorithm that can resolve frequency ambiguity due to aliasing, by using multiple sample rates that are non-integer multiples of one another. We denote this algorithm as the multi-rate unaliasing (MRU) algorithm.

### 5.3.1 MRU Algorithm

In this section we present an algorithm that utilizes two samplers with distinct sampling frequencies to enable demodulation of orthogonal signals from several Nyquist zones. Simultaneously it allows an aggregated sample rate close to the aggregated bandwidth of $2 f_{o}|S|$. Sampling the signal at different sample rates creates unique aliasing patterns for the same input signal spectrum as described by (5.5). A system of independent linear equations can be formulated that describes these aliasing patterns, allowing for reconstruction of the input spectrum. The limitations of the MRU algorithm on the maximum aggregated bandwidth and maximum input signal frequency are discussed.

The discrete-time sequence $d[n]$ at the output of the sampler contains the weight of the impulse train in the uniformly sampled signal $y(t)$ in equation (5.4) for sampling intervals $T_{s}$ :

$$
\begin{equation*}
d[n]=y\left(n T_{s}\right) \tag{5.6}
\end{equation*}
$$

where $T_{s}=\frac{1}{f_{s}}$ and $n$ is the sample index. When sampled at $f_{s}=M f_{o}$ the duration of a symbol period equal to $\frac{1}{f_{o}}, d[n]$ has length $M$, which will be used as the DFT length. We assume that these M-samples belong to a single symbol to retain orthogonality between symbols. This ensures that the spectral content of each sampled symbol is mapped uniquely to a single DFT bin, allowing reconstruction by the MRU algorithm. The $M$-point DFT of $d[n]$ is:

$$
\begin{equation*}
D[k]=\frac{1}{M} \sum_{n=0}^{M-1} d[n] e^{-j 2 \pi \frac{n}{M} k} \quad 0 \leq k \leq M-1 \tag{5.7}
\end{equation*}
$$

By combining (5.6), (5.7) and using

$$
\frac{1}{M} \sum_{n=0}^{M-1} e^{ \pm j 2 \pi S_{l} \frac{n}{M}} e^{-j 2 \pi k \frac{n}{M}}= \begin{cases}1 & \text { when } k= \pm S_{l} \mp r M  \tag{5.8}\\ 0 & \text { otherwise }\end{cases}
$$
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$D[k]$ can be written as

$$
\begin{align*}
D[k]=\sum_{l=1}^{L}\left(\sum_{r=-\infty}^{\infty}( \right. & A_{l} \delta\left(S_{l}-k-r M\right)+  \tag{5.9}\\
& \left.\left.A_{l}^{*} \delta\left(S_{l}+k-r M\right)\right)\right)
\end{align*}
$$

$D[k]$ is the discrete-frequency representation of the input signal $x(t)$ and its aliases after sampling at a rate $f_{s}=M f_{o}$. We now reformulate (5.9) in vector form as:

$$
\begin{equation*}
D[k]=\mathbf{P}[k] \mathbf{A} \tag{5.10}
\end{equation*}
$$

where $\mathbf{A}$ is a $2 L \times 1$ column-vector containing both $A_{l}$ and $A_{l}^{*}$ and where $\mathbf{P}[k]$ is a $1 \times 2 L$ row-vector describing the contributions of $\mathbf{A}$ to the value of $D[k]$, and contains information about the aliasing pattern. $\mathbf{P}[k]$ is ordered in such a way that the even and odd elements respectively describe the contributions of $\mathbf{A}$ and $\mathbf{A}^{*}$. This representation is chosen for convenience and does not further affect the algorithm. Thus:

$$
\begin{gather*}
P[k, 2 l]=\sum_{r=-\infty}^{\infty} \delta\left(S_{l}-k-r M\right)  \tag{5.11}\\
P[k, 2 l+1]=\sum_{r=-\infty}^{\infty} \delta\left(S_{l}+k-r M\right) \tag{5.12}
\end{gather*}
$$

where $0 \leq k \leq M-1$ and $P[k, l] \in\{0,1\}$.
Combining the $M$ linear equations for $D[k]$ into one matrix yields

$$
\begin{equation*}
\mathbf{D}=\mathbf{P A} \tag{5.13}
\end{equation*}
$$

where $\mathbf{P}$ is an $M \times 2 L$ matrix. The aliasing pattern of $\mathbf{A}$ to $\mathbf{D}$ depends on the signal frequencies relative to the sampling frequency. Changing the sampling frequency changes the aliasing pattern, resulting in a different $\mathbf{P}$.

Fig. 5.3 shows the conceptual diagram of the MRU algorithm. The switches $S_{1}$ and $S_{2}$ are samplers that are clocked respectively at two different (non-integer multiple) sample rates $M_{1} f_{o}$ and $M_{2} f_{o}$. To demonstrate the effectiveness of MRU, the input signal $x(t)$ is directly generated from a signal source and is sampled by both S 1 and S 2 . In a practical system $x(t)$ would be
the signal after frequency translation. This results in two complex DFTs $\mathbf{D}_{\mathbf{M}_{1}}$ and $\mathbf{D}_{\mathbf{M}_{\mathbf{2}}}$ after performing the DFT on $d_{M_{1}}[n]$ and $d_{M_{2}}[n]$. $\mathbf{D}_{\mathbf{M}_{\mathbf{1}}}$ and $\mathbf{D}_{\mathbf{M}_{\mathbf{2}}}$ are column vectors with sizes $M_{1} \times 1$ and $M_{2} \times 1$ respectively. The two DFTs are concatenated into a column vector $\mathbf{D}_{\mathbf{c}}$ of length $\left(M_{1}+M_{2}\right) \times 1$ resulting in

$$
\mathbf{D}_{\mathbf{c}}=\left[\begin{array}{l}
\mathbf{D}_{\mathrm{M}_{1}}  \tag{5.14}\\
\mathbf{D}_{\mathrm{M}_{2}}
\end{array}\right]
$$

In mathematical terms concatenation is equivalent to the collection of output DFTs from both the samplers and vertically appending the DFTs to create a new matrix.

The two distinct sets of aliasing patterns corresponding to the sample frequencies $M_{1} f_{o}$ and $M_{2} f_{o}\left(\mathbf{P}_{\mathbf{M}_{1}}\right.$ and $\left.\mathbf{P}_{\mathbf{M}_{\mathbf{2}}}\right)$ are formed by using (5.11) and (5.12) and are concatenated as

$$
\mathbf{P}_{\mathrm{c}}=\left[\begin{array}{l}
\mathbf{P}_{\mathrm{M}_{1}}  \tag{5.15}\\
\mathbf{P}_{\mathrm{M}_{2}}
\end{array}\right]
$$

where $\mathbf{P}_{\mathbf{c}}$ has size $\left(M_{1}+M_{2}\right) \times 2 L$. The reconstructed complex value vector $\mathbf{A}_{\mathbf{R}}$ can then be described as

$$
\begin{equation*}
\mathbf{A}_{\mathbf{R}}=\mathbf{P}_{\mathrm{c}}^{-1} \mathbf{D}_{\mathrm{c}} \tag{5.16}
\end{equation*}
$$

where $\mathbf{P}_{\mathbf{c}}^{-\mathbf{1}}$ is the left inverse of $\mathbf{P}_{\mathbf{c}} . \quad \mathbf{A}_{\mathbf{R}}$ contains the estimated complex value (magnitude and phase) information of the sub-carriers in the signal $x(t)$. Performing an IFFT on the sub-carriers corresponding to the signal of interest in $\mathbf{A}_{\mathbf{R}}$ will result in the respective time domain estimate of $x(t)$. An example demonstrating MRU is shown in Appendix A.

The maximum bandwidth that can be reconstructed depends on the number of unique samples taken by the two samplers over the sampling interval $T_{s}$. The total number of samples equals $\left(M_{1}+M_{2}\right)$, whereas the common (coinciding) number of samples equals $\operatorname{gcd}\left(M_{1}, M_{2}\right)$, where $\operatorname{gcd}(\cdot)$ represents the greatest common divisor. Then the $\operatorname{rank}\left(\mathbf{D}_{\mathbf{c}}\right)=\left(M_{1}+M_{2}\right)-\operatorname{gcd}\left(M_{1}, M_{2}\right)$, which allows to resolve $\left\lfloor\frac{M_{1}+M_{2}-\operatorname{gcd}\left(M_{1}, M_{2}\right)}{2}\right\rfloor$ frequency components. For orthogonal frequency components and a sampling interval $T_{s}=\frac{1}{f_{o}}$ the bandwidth that


Figure 5.3: Schematic overview of MRU. The two samplers $S_{1}$ and $S_{2}$ are clocked at $M_{1} f_{o}$ and $M_{2} f_{o}$ respectively. After a period of $\frac{1}{f_{o}}, M_{1}$ and $M_{2}$ point DFTs are calculated and combined into $\mathbf{D}_{\mathbf{c}}$. The vector $\mathbf{D}_{\mathbf{c}}$ and matrix $\mathbf{P}_{\mathbf{c}}$ allow for reconstructing the complex value (magnitude and phase) vector $\mathbf{A}$.
can be properly converted equals

$$
\begin{equation*}
B W_{\max }=\left(\left\lfloor\frac{M_{1}+M_{2}-\operatorname{gcd}\left(M_{1}, M_{2}\right)}{2}\right\rfloor-1\right) \cdot f_{o} \tag{5.17}
\end{equation*}
$$

Note that in contrast to co-prime sampling systems [99], $\operatorname{gcd}\left(M_{1}, M_{2}\right)=1$ is not required in our sampling system. The only requirement is that $M_{1}$ and $M_{2}$ are non-integer multiples of each other, as otherwise (5.17) reduces to:

$$
\begin{equation*}
B W_{\max }=\left\lfloor\frac{\max \left(M_{1}, M_{2}\right)}{2}\right\rfloor \cdot f_{o} \text { for } \frac{M_{1}}{M_{2}} \text { or } \frac{M_{2}}{M_{1}} \in \mathbb{N} \tag{5.18}
\end{equation*}
$$

which is in accordance to the well known Nyquist theorem.
In a conventional Nyquist sampling system a single continuous signal band with bandwidth $B W$ is sampled by a single sample frequency $f_{s}$. MRU allows for the bandwidth (5.17) to be spread over the frequency range for which the aliasing pattern $\mathbf{P}$ is uniquely defined. This frequency range is:

$$
\begin{equation*}
0 \leq f \leq \operatorname{lcm}\left(M_{1}, M_{2}\right) \cdot f_{o} \tag{5.19}
\end{equation*}
$$

where $\operatorname{lcm}(\cdot)$ represents the least common multiple.
The aliasing patterns as described by (5.11) and (5.12) have a periodicity of $M$. For the two sample rates $M_{1}$ and $M_{2}$ this results in an overall periodicity of the combined aliasing pattern that is the lcm of the two sample rates. This
means that the input signal frequencies can be spread over the frequency range given by (5.19) before MRU cannot solve frequency ambiguity due to aliasing.

One of the considerations in the selection of $M_{1}$ and $M_{2}$ is the total aggregated bandwidth, see (5.17), which is maximized when $\operatorname{gcd}\left(M_{1}, M_{2}\right)=1$ (i.e. $M_{1}$ and $M_{2}$ are co-prime). Another point of consideration is the maximum frequency span over which the aggregated bandwidth can be spread out, see (5.19), which again is maximized when $M_{1}$ and $M_{2}$ are co-prime. Lastly, it follows that for co-prime $M_{1}$ and $M_{2}$ the aggregated sample rate $\left(M_{1}+M_{2}\right) \cdot f_{o}$ can remain close to the Nyquist-Shannon limit of $2 f_{o}|S|$ as long as all subcarriers contribute to an increase of $\operatorname{rank}\left(\mathbf{P}_{\mathbf{c}}^{-\mathbf{1}}\right)$ in (5.16).

### 5.4 Qualitative Comparison of MRU with other techniques

### 5.4.1 Time-interleaving versus MRU

Time-interleaving of $N$ sub-rate ADCs increases the aggregated bandwidth [104]. This requires a sample clock with N equally spaced phases, where the phase accuracy requirement increases N -fold to maintain the distortion performance $[105,106]$. The increase in aggregated bandwidth increase the frequency span of a Nyquist zone, however the problem of aliasing will still occur (but at a higher frequency). In contrast to time-interleaving MRU allows an increase in aggregated bandwidth by using multiple sample rates that are non-integer multiples of one another. Any timing mismatch between the sample clocks can be fully compensated for by the MRU algorithm as described in section 5.5.2. However MRU needs the two samplers to both have a bandwidth equal or higher than the full signal bandwidth, where a time interleaved ADC only requires a single high-bandwidth sampler. The sub-ADCs in a time-interleaved ADC can have a lower bandwidth and thus consume less power.

MRU also allows for flexibility in the allocation of the aggregated bandwidth to different Nyquist zones. It is possible to combine MRU together with time-interleaving, however each time-interleaved ADC has to be calibrated as in a conventional time-interleaved system before MRU can be applied.
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### 5.4.2 Anti-aliasing versus MRU

Increasing the order of the anti-aliasing filter or increasing the oversampling ratio increases the amount of suppression for signals outside the first Nyquist zone. However, any aliasing that occurs will still degrade the signal to noise ratio (SNR) of the reconstructed signal. MRU is not used to suppress the signals outside the first Nyquist zone and can be combined with multiple bandpass filters with distinct center frequencies. This will prevent strong signals outside the first Nyquist zone from saturating the ADC so that MRU can be used to unalias them. If after filtering a strong alias (such as an out-of-band interferer) folds into the band of interest, the wanted signal and the alias become indistinguishable. If the strong alias does not saturate the ADC, MRU can resolve this frequency ambiguity as long as the original frequency band of the alias is known, increasing the SNR of the wanted signal. MRU can be expanded to include more than two samplers, increasing the aggregated bandwidth over which the aliasing pattern $\mathbf{P}$ is uniquely defined (5.19). Using more samplers with non-integer sample rates would therefore allow unaliasing of multiple interferers from the wanted signal which would otherwise be impossible with just conventional filtering [107, 108].

The programmability in [107] does allow multiple Nyquist zones to be covered, however the power consumption of such a programmable anti-alias filter is orders of magnitude more than the two ADCs used in our MRU algorithm. Even with the analog front-end driver in medium resolution state-of-the-art ADCs [109], the power consumption is lower than the state-of-the-art antialiasing filter for comparable analog bandwidth and SNR[108]. Furthermore, the filters in $[107,108]$ require a clock signal that has orders of magnitude higher frequency than the bandwidth of the signal itself. In comparison to this the presented MRU algorithm is based on sub-sampling and does not require a high frequency clock signal. However, MRU requires an additional sub-sampling clock frequency and extra digital signal processing.

### 5.4.3 Potential advantages of MRU

MRU allows for flexibility in the allocation of frequency bands, thereby providing more programmability compared to solutions with a single sampler. In a conventional sampling system aliasing can be prevented by changing the
sampling frequency. However, in case of a minimum sampling rate, the precision of the sample rate must increase for signals in higher Nyquist zones to prevent aliasing [101]. When multiple bandpass signals are present, the range of sample frequencies that do not aliase will also decrease [102]. In contrast to conventional systems the clock rates in MRU have to be multiples of $f_{o}$, meet the aggregated bandwidth requirement in (5.17) and the bandpass signals should be in the frequency range as defined in (5.19) to prevent any aliasing that cannot be resolved.

Other potential advantages of MRU are the reduced sample-rate (and thus the digital data rate), since the aggregated sample rate can be significantly lower than $2 f_{o}(\max (S)-\min (S))$. Furthermore MRU might in some scenarios replace the anti-aliasing filter as long as the occupied frequencies before aliasing are known and the signal does not clip the ADC. Furthermore, the proposed MRU algorithm requires samples over one single symbol period $\frac{1}{f_{o}}$, just as a conventional sampling scheme. The latency in [99] is approximately $K$ times longer compared to conventional sampling, where $K$ is the number of snapshots (300 and 2000 in [99] ) used in averaging.

The MRU algorithm can also be extended to work directly with IQ signals. These systems typically already use two ADCs, hence the extra ADC overhead is removed when applying MRU in these systems. The modified equations for the reconstruction of $I Q$ signals are given in Appendix B, along with the simulation results.

### 5.5 Impact of non-idealities

So far, it was assumed that the two samplers are ideal. However, in an actual implementation the digitized output suffers from non-idealities, e.g. gain mismatch, time delays, offsets, quantization and thermal noise. Any deviation from the ideal conditions degrades performance. This section discusses the impact of the most important non-ideal effects, using the reconstruction of OFDM signals as demonstration vehicle.
5. Reconstructing Aliased Frequency Spectra by Using Multiple Sample Rates

### 5.5.1 Inaccuracy propagation: the matrix condition number

The quantization noise and thermal noise of the ADC causes errors in the computation of $\mathbf{D}_{\mathbf{c}}$. These errors propagate through the system of linear equations resulting in an error in the reconstructed complex value (magnitude and phase) vector, $\mathbf{A}_{\mathbf{R}}$. The sensitivity of $\mathbf{A}_{\mathbf{R}}$ to these (small) errors depends on the condition number of $\mathbf{P}_{\mathbf{c}}$, as $\mathbf{P}_{\mathbf{c}}$ has to be inverted. The condition number of a matrix is defined (in dB ) as:

$$
\begin{equation*}
\kappa=20 \log \left(\frac{\sigma_{\max }}{\sigma_{\min }}\right) \geq 0 \mathrm{~dB} \tag{5.20}
\end{equation*}
$$

where $\sigma_{\max }$ and $\sigma_{\text {min }}$ are the largest and smallest singular values of the matrix.
A higher value of $\kappa$ indicates a higher propagation of estimation errors in $\mathbf{D}_{\mathbf{c}}$ to the elements in $\mathbf{A}_{\mathbf{R}}$ and thus indicates a higher in error vector magnitude (EVM). Fig. 5.4 shows the impact of $\kappa$ on the SNR of the reconstructed frequency spectra assuming two samplers with respective sample rates of 4.86 $\mathrm{MHz}\left(M_{1}=324\right)$ and $5.13 \mathrm{MHz}\left(M_{2}=342\right)$ which yields an aggregated bandwidth of $\mathrm{BW}_{\max }=4.86 \mathrm{MHz}$. For the simulation results in this figure, the aggregated signal bandwidth is increased from 490 kHz to $\mathrm{BW}_{\max }$. For $B W<\frac{\max \left(M_{1}, M_{2}\right) f_{o}}{2}$ the signal conversion can be done by a single sampler, resulting in $\kappa=0$. For $B W \geq \frac{\max \left(M_{1}, M_{2}\right) f_{o}}{2}$ the MRU algorithm is used resulting in $\kappa>0$.

Fig. 5.4 shows both the condition number of $\mathbf{P}_{\mathbf{c}}$ and the maximum SNR degradation for different aggregated signal bandwidths for these sample rates. Additive white gaussian noise is used as the signal $x(t)$ to determine the SNR degradation due to the condition number. The SNR degradation reported is the difference between the noise power of an ideal sampling system (switches $S_{1}$ and $S_{2}$ ) operating at twice the aggregated bandwidth and that of the MRU algorithm. In order to show the effect of the condition number of the matrix $\mathbf{P}_{\mathbf{c}}$ on the SNR, the aggregated bandwidth of the MRU algorithm is varied. The ADCs sample rates are fixed at $4.86 \mathrm{MS} / \mathrm{s}$ and $5.13 \mathrm{MS} / \mathrm{s}$. The ADCs in MRU might have a higher sample frequency than in a Nyquist rate sampling system, resulting in a lower noise power per DFT bin in MRU. This effect has been compensated for in the simulation results by normalizing the simulated SNR by the oversampling ratio. The maximum difference in the noise power between the additive white gaussian noise and the MRU output is reported in


Figure 5.4: Condition number of $\mathbf{P}_{\mathbf{c}}$ and maximum SNR degradation for different aggregated signal bandwidths. The ADC sample rates are 4.86 MHz and 5.13 MHz . The SNR gain due to oversampling is compensated for in these results.


Figure 5.5: DFT Bin A contains both the complex vectors $A_{1}$ and $A_{2}$ and DFT bin B only contains $A_{1}$. By subtracting $\operatorname{Bin} \mathrm{B}$ from $\operatorname{Bin} \mathrm{A}$ the complex vector $A_{2}$ is recovered for ideal sampling.

Fig. 5.4. Figure 5.4 illustrates that a higher condition number $\kappa$ thus results in a higher SNR degradation, thus reducing the accuracy of the reconstruction. Note that in general the SNR degradation depends on the relative aggregated bandwidth with respect to the aggregated sample rate, hence a wide-band system can achieve similar results.

### 5.5.2 ADC Non-idealities and Calibration

This section discusses the most typical non-idealities for AD converters to be present. With ideal sampling, the algorithm performs the operation as shown in Fig. 5.5; $A_{2}$ is calculated by subtracting Bin B from Bin A resulting exactly in the actual vector $A_{2}$.
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## Timing Mismatch

In Section III it is assumed that the two different sampling frequencies $M_{1} f_{o}$ and $M_{2} f_{o}$ have a common rising edge at the beginning of the sample sequence, resulting in $d_{M_{1}}[1]=d_{M_{2}}[1]$. This ensures that the complex values $\mathbf{A}$ in $\mathbf{D}_{\mathbf{M}_{1}}$ and $\mathbf{D}_{\mathbf{M}_{2}}$ retain the same phase.

In case there is no common rising edge at the beginning of the sample sequence, and therefore no common first sample, $d_{M_{1}}[n]$ and $d_{M_{2}}[n]$ are effectively sampled with a constant time delay $\Delta t$ between them.

Another source of timing mismatch is the path delay difference between individual paths. The switches $S_{1}$ and $S_{2}$ shown in Fig. 5.3 are part of a linear time variant system, therefore path delay mismatch between the two samplers $S_{1}$ and $S_{2}$ can be treated in the same manner as the static clock timing mismatch.

Time delay results in a phase rotation of $D[k]$ and is described by:

$$
\begin{array}{r}
D_{\Delta t}[k]=\sum_{l=1}^{L}\left(\sum _ { r = - \infty } ^ { \infty } \left(A_{\varphi, l} \delta\left(S_{l}-k-r M\right)+\right.\right.  \tag{5.21}\\
\left.\left.A_{\varphi, l}^{*} \delta\left(S_{l}+k-r M\right)\right)\right)
\end{array}
$$

where $A_{\varphi, l}=e^{j \varphi_{o} S_{l}} A_{l}, A_{\varphi, l}^{*}=e^{-j \varphi_{o} S_{l}} A_{l}^{*}$ and $\varphi_{o}=2 \pi f_{o} \Delta t$. Fig. 5.7 illustrates the impact of a time mismatch.

The resulting DFT vector from (5.21) is described by:

$$
\begin{equation*}
\mathbf{D}_{\Delta t}=\mathbf{P}_{\varphi} \mathbf{A} \tag{5.22}
\end{equation*}
$$

where $\mathbf{P}_{\varphi}$ is described by:

$$
\begin{gather*}
P_{\varphi}[k, 2 l]=\sum_{r=-\infty}^{\infty}\left(e^{j \varphi_{0} S_{l}} \delta\left(S_{l}-k-r M\right)\right)  \tag{5.23}\\
P_{\varphi}[k, 2 l+1]=\sum_{r=-\infty}^{\infty}\left(e^{-j \varphi_{0} S_{l}} \delta\left(S_{l}+k-r M\right)\right) . \tag{5.24}
\end{gather*}
$$

The calibration for timing mismatch is done by providing a known single sinusoidal signal as the input and comparing the phase of the two output


Figure 5.6: Simulated EVM versus normalized timing error for a static timing error and jitter. The static time delay error is defined between the common rising edges of the two sample clocks and the error is normalized to $\frac{1}{f_{o}}$, which. The timing error caused by jitter is added to both the ADC sampling clocks. The standard deviation of the jitter is normalized to the ADC sampling period.

DFTs at the input sinusoidal frequency. The timing mismatch is calculated from the phase difference by

$$
\begin{equation*}
\Delta t=\frac{\Delta \phi}{2 \pi f_{\sin }} \tag{5.25}
\end{equation*}
$$

where $\Delta \phi$ is the phase difference between the two output DFTs at the input sinusoidal frequency, $f_{\sin }$. This is a one-time calibration.

Fig. 5.6 shows the (MATLAB) simulated effect of static timing mismatch between the first rising edges of both sample clocks on the expected EVM when using MRU. Here the timing mismatch is normalized to the symbol period $\frac{1}{f_{o}}$. The EVM degradation without any calibration due to timing mismatch is $10 \mathrm{~dB} /$ decade, which behaves similarly to SNR degradation due to timing mismatch in non-calibrated two-channel time-interleaved ADCs [105].

Another source of timing mismatch is jitter in the ADC clocks, which causes dynamic errors in $\Delta t$. In conventional ADCs jitter decreases the SNR of the sampled waveform, hence it will also decrease the accuracy of the MRU algorithm. Conventionally jitter (due to noise) is a random process, which can often be described by a Gaussian distribution with zero mean and standard deviation $\sigma_{t}$. Fig. 5.6 shows the simulated EVM for different $\sigma_{t}$ normalized to the ADC sample period.


Figure 5.7: Signal recovery in the presence of time difference between the sample points at the start of the beat pattern. Here DFT Bin A contains both the complex vectors $A_{1}$ and $A_{2}$ and DFT bin B only contains a time shifted version of $A_{1}$. By subtracting Bin B from Bin A the complex vector $A_{1}$ is only partially cancelled and still contributes to the estimation of $A_{2}$.

## Gain error

The MRU algorithm uses two samplers, or two ADCs. These ADCs may have differences in their transfer from the analog input voltage to the digital code, resulting in a static gain error. The MRU algorithm however assumes the contributions of $\mathbf{A}$ to $\mathbf{D}_{\mathbf{M}_{\mathbf{1}}}$ and $\mathbf{D}_{\mathbf{M}_{\mathbf{2}}}$ to be equal, leading to errors, see Fig. 5.8. In this work the ADCs are assumed to have unity gain. To compensate the gain error $\alpha_{\mathrm{ADC}}, \mathbf{D}_{C}$ must be normalized to the gain of the $\mathrm{ADC}\left(1+\alpha_{\mathrm{ADC}}\right)$ :

$$
\mathbf{D}_{C, \text { norm }}=\left[\begin{array}{c}
\frac{\mathbf{D}_{M 1}}{1+\alpha_{\mathrm{ADC} 1}}  \tag{5.26}\\
\frac{\mathbf{D}_{M 2}}{1+\alpha_{\mathrm{ADC} 2}}
\end{array}\right]
$$

A static gain error can be compensated for in the digital domain and is performed by comparing the magnitude of two output DFTs at the input sinusoidal frequency.

Fig. 5.9 shows the simulated effect of the gain error $\alpha_{A D C}$ on EVM when using MRU. In this simulation it is assumed that only a single ADC has a gain error, and the other ADC has unity gain. The EVM degradation due to the gain error $\alpha_{A D C}$ is $10 \mathrm{~dB} /$ decade, which is similar to SNR degradation due to gain errors in time-interleaved ADCs [105]. Furthermore, simulations demonstrate that dynamic gain errors follow the same trend as static gain errors.


Figure 5.8: Signal recovery in the presence of gain mismatch between the ADCs. DFT Bin A contains complex vectors $A_{1}$ and $A_{2}$ and DFT bin B contains a scaled version of $A_{1}$. By subtracting $\operatorname{Bin} \mathrm{B}$ from Bin A the complex vector $A_{1}$ is only partially cancelled and still contributes to the estimation of $A_{2}$.


Figure 5.9: Simulated EVM versus gain error $\alpha_{A D C}$. In this simulation only a single ADC has a gain error, and the other ADC has unity gain.

## Offset

Offset of both ADCs end up in the first bins of $\mathbf{D}_{\mathbf{M}_{\mathbf{1}}}$ and $\mathbf{D}_{\mathbf{M}_{\mathbf{2}}}$. The resulting dataset is obtained by concatenating the two DFT datasets and not by switching between the outputs of the two ADCs. Therefore there is no up-conversion of the DC-offset; consequently offset errors can be compensated in the same manner as for a traditional ADC. The offsets for the two ADCs are obtained from the DC bin of the respective output DFTs.

### 5.6 Measurement results

Fig. 5.10 shows the measurement test board containing two energy and areaefficient 10 bit SAR ADCs as presented in [110], which are used in this demon-
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Figure 5.10: Photograph of the measurement PCB.
strator since they were available in this project. Note that the algorithm is not limited to low speed ADCs and can also be used with high speed ADCs. The two ADCs share the same differential inputs and are clocked separately. The ADC architecture is an asynchronous one wherein the falling edge of the sample clock denotes the end of the sampling period and the internal logic controller is self-timed and generates all the ADC conversion cycles.

The accuracy of the ADCs limit the maximum achievable EVM and the relation between SNR and $\mathrm{EVM}_{\mathrm{RMS}}$ is $\mathrm{EVM}_{\mathrm{RMS}} \approx \mathrm{SNR}^{-\frac{1}{2}}$ [111] for a noise limited system. For the ADCs used in the measurements, the signal to noise and distortion ratio the signal to noise and distortion ratio $(S I N A D)>56 \mathrm{~dB}$, hence the EVM can be determined up to an accuracy of approximately $0.16 \%$ which is sufficient for most applications. For example 256-QAM LTE requires an $\mathrm{EVM}<3 \%$ [112] for which typically 8 to 12 bit ADCs are used [113, 114].

Fig. 5.11 shows the block diagram of the measurement setup. At the end of each conversion, the signal EoC indicates to the FPGA to latch the data for reconstruction. The ADC output bits are collected by the respective FPGAs (serial-to-parallel conversion), which then connects to a computer with MATLAB running the MRU algorithm.

To demonstrate the effectiveness of MRU three different measurements are performed. For these measurements OFDM signals are used, since they are a well known type of orthogonal signal. Appendix C discusses the charac-


Figure 5.11: Block diagram of the measurement setup.
terization of the harmonics of an RF-signal as another use case. The first measurement demonstrates the ability of MRU to separate an OFDM signal where due to sampling sub-carriers are aliased into the first Nyquist zone, hence becoming indistinguishable from each other. The second measurement demonstrates that MRU can be used to reconstruct aliased signals outside the first Nyquist zone, where a single OFDM band covers higher Nyquist zones. The third measurement combines the results of the two previous measurements for a dual-band signal, demonstrating the ability of MRU to simultaneously resolve for frequency ambiguity and individually reconstructs the band-pass signals. Although the test signals used in this section are OFDM, MRU in general can be used to detect and reconstructs signals with any orthogonal frequency basis.

### 5.6.1 Reconstruction of an aliased signal centred around $f_{s} / 2$

To demonstrate the algorithm a 180 kHz BW OFDM signal centred around 2.505 MHz and ranging from 2.415 MHz to 2.595 MHz is used as a test signal. This signal mimics a continues signal down-mixed to baseband, having no out-of-band frequency components. The OFDM signal consists of 12 sub-carriers spaced at 15 kHz modulated with a 16-QAM constellation and a Null-carrier at 2.505 MHz for a total of 13 sub-carriers. The Null-carrier is used as a reference for reconstruction and does not influence the performance of the MRU algorithm. Since the sub-carrier spacing is $15 \mathrm{kHz}, f_{o}=15 \mathrm{kHz}$ to retain orthogonality of the sub-carriers after sampling. The input signal spectrum is shown in Fig. 5.12(a).

This OFDM signal is simultaneously sampled by $A D C_{1}$ and $A D C_{2}$ at 4.86
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Table 5.1: Aliasing pattern when the OFDM signal is sampled at $4.86 \mathrm{MS} / \mathrm{s}$ as described by (5.5). Only aliasing to the first Nyquist zone is shown ( $\mathrm{r}=-1$ and $\mathrm{r}=0$ ).

|  | Input frequency | Frequency after sampling |
| :---: | :---: | :---: |
| $r=-1, f+f_{s}$ | -2.595 MHz | 2.265 MHz |
|  | -2.415 MHz | 2.445 MHz |
| $r=0, f$ | 2.415 MHz | 2.415 MHz |
|  | 2.595 MHz | 2.595 MHz |

$\mathrm{MS} / \mathrm{s}\left(M_{1}=324\right)$ and $5.13 \mathrm{MS} / \mathrm{s}\left(M_{2}=342\right)$ respectively, since these sample rates are close to the maximum sample rates of the available ADCs. However, the MRU algorithm can be extended to (significantly) higher sample rates and correspondingly a higher aggregated input signal bandwidth. After sampling the input signal with these sample rates aliasing occurs. For simplicity only aliasing to the positive half of the first Nyquist zone is considered and is shown in Table 5.1. The sampled signal frequency span ranges from 2.265 MHz to 2.595 MHz and the frequency range from 2.415 MHz to 2.445 MHz now contains multiple aliased carriers to a single DFT bin. Similarly the aliasing for $A D C_{2}$ is calculated and shown in Table 5.2. Here the frequencies from 2.535 MHz to 2.595 MHz contain multiple aliased carriers to a single DFT bin. Fig. $5.12(\mathrm{~b})$ and $5.12(\mathrm{c})$ show the output spectra $\left|\mathbf{D}_{\mathbf{M}_{1}}\right|^{2}$ and $\left|\mathbf{D}_{\mathbf{M}_{\mathbf{2}}}\right|^{2}$ of respectively $A D C_{1}$ and $A D C_{2}$ zoomed in around the signal of interest for a single OFDM symbol out of a 200 symbol sequence. After sampling the data is passed to the MRU algorithm to reconstruct the input signal. $M_{1}$ and $M_{2}$ are selected such that the two ADCs operate near to their maximum throughput rate. If the ADCs can operate at higher sample rates, $M_{1}$ and $M_{2}$ can be increased while keeping the aggregated bandwidth constant. This has similarities with oversampling and would result in a decrease in the condition number, thereby improving the SNR (and EVM), see Fig. 5.4.

Consequently, a conventional sampling system cannot reconstruct this (aliased) signal without changing the sample frequency. Even so, when the signal frequency changes or an additional bandpass signal is added the constraints on the sample rate to prevent any aliasing increases in conventional sampling.

Fig. 5.12(d) shows the output of the MRU algorithm and Fig. 5.12(e)
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Figure 5.12: Measured spectral snapshot of a single OFDM symbol out of a 200 symbol sequence with 12 sub-carriers centred at 2.505 MHz . (a) The spectrum of the 180 kHz OFDM signal centred at 2.505 MHz . (b) Zoomed in DFT spectrum $\left|\mathbf{D}_{\mathbf{M}_{1}}\right|^{2}$ around the signal of interest when the input signal is sampled at $4.86 \mathrm{MS} / \mathrm{s}$. (c) Zoomed in DFT spectrum $\left|\mathbf{D}_{\mathbf{M}_{\mathbf{2}}}\right|^{2}$ around the signal of interest when the input signal is sampled at $5.13 \mathrm{MS} / \mathrm{s}$. (d) Reconstructed spectrum of the OFDM symbol by using the MRU algorithm. (e) Zoom-in of (d) showing both the measured (solid line) and ideal input (dash line) signals.

Table 5.2: Aliasing pattern when the OFDM signal is sampled at $5.13 \mathrm{MS} / \mathrm{s}$ as described by (5.5). Only aliasing to the first Nyquist zone is shown ( $\mathrm{r}=-1$ and $\mathrm{r}=0$ ).

|  | Input frequency | Frequency after sampling |
| :---: | :---: | :---: |
| $r=-1, f+f_{s}$ | -2.595 MHz | 2.535 MHz |
|  | -2.415 MHz | 2.715 MHz |
| $r=0, f$ | 2.415 MHz | 2.415 MHz |
|  | 2.595 MHz | 2.595 MHz |

shows a zoom in together with the ideal input signal. The reconstructed signal shows that the OFDM signal is indeed centred around 2.505 MHz and the frequency ambiguity in the DFTs of $A D C_{1}$ and $A D C_{2}$ is resolved. The power level of the sub-carrier at 2.505 MHz is 9.5 dB lower than the maximum measured sub-carrier power as it lies on the inner circle of the 16-QAM constellation in Fig.5.13. The effect of ADC noise and condition number is barely visible in Fig. 5.12(e): the measured and ideal input spectra lie on top of each other. The recovered spectra in Fig. 5.12(e) seems to approach the


Figure 5.13: Measured constellation diagram of the sub-carrier with the highest EVM for the OFDM signal in Fig.5.12. The circles are the ideal constellation points, the dots are the reconstructed results when using the MRU algorithm and the crosses are the reconstructed results of a single ADC.
ideal input, however there are some errors which are hardly visible due to the logarithmic scale. The upper boundary for the errors is set by the accuracy of the ADC. The second most important factor of performance degradation is the propagation of errors due to the MRU algorithm, where the degradation is limited to the condition number $\kappa . \kappa$ is determined by the chosen sample frequencies and the selected sub-carriers.

To determine the effect of the MRU algorithm on the quality of the received OFDM signal, the EVM for every sub-carrier is determined. The RMS EVM over N-symbols for an M-ary signal constellation is calculated as:

$$
\begin{equation*}
\mathrm{EVM}_{\mathrm{RMS}}=\frac{\sqrt{\frac{1}{N} \sum_{i=1}^{N}\left|S_{\text {ideal }, i}-S_{\mathrm{meas}, ~}\right|^{2}}}{\sqrt{\frac{1}{M} \sum_{i=1}^{M}\left|S_{\mathrm{ideal}, i}\right|^{2}}} \tag{5.27}
\end{equation*}
$$

where $S_{\text {ideal, } i}$ and $S_{\text {meas, } i}$ are respectively the ideal and measured vectors corresponding to the $i$ th symbol.

Fig. 5.13 shows the constellation before and after applying the MRU algorithm for the sub-carrier with the worst EVM due to quantization plus aliasing
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Figure 5.14: Measured EVM over 200 symbols of each sub-carrier of the OFDM signal after demodulation by using the MRU algorithm (squares) and a single ADC (circles). For the single ADC only the EVM of the sub-carriers that can be successfully demodulated is shown.
and Fig. 5.14 shows the EVM of all the sub-carriers in the OFDM signal measured over 200 symbols. The higher sub-carriers in Fig. 5.12 are corrupted by in-band interference due to aliasing, which prevents demodulation of the signal in a conventional way. It shows that the modulated data is recovered with an EVM lower than $0.62 \%(-44 \mathrm{~dB})$. To compare the effect of degradation due to the MRU algorithm alone, the EVM for the lower sub-carriers in Fig. 5.14 is also determined. These lower sub-carriers in $\left|\mathbf{D}_{\mathbf{M}_{\mathbf{2}}}\right|^{2}$ are not corrupted by aliasing. The average EVM for these sub-carriers is $0.28 \%(-50 \mathrm{~dB})$. Using the MRU algorithm the signal can be demodulated at a cost of about 12 dB higher SNR compared to the case when there is no in-band interference. The 12 dB SNR degradation translates to 6 dB EVM degradation in case of no in-band interference, since $\mathrm{EVM}_{\mathrm{RMS}} \approx \mathrm{SNR}^{-\frac{1}{2}}$ [111]. The measured 12 dB SNR degradation agrees with the simulated 12 dB SNR degradation as shown in Fig. 5.4.

### 5.6.2 Reconstruction of aliased signal outside first Nyquist Zone

The performance of the MRU algorithm when demodulating a single signal in higher Nyquist zone is demonstrated. The operating frequency of the ADCs is lowered compared to the previous measurement to allow sampling in multiple Nyquist zones, since the input bandwidth of the used low power ADCs is limited to 5 MHz . The sample rates are set to $1.17 \mathrm{MS} / \mathrm{s}\left(M_{1}=78\right)$ and 0.93 $\mathrm{MS} / \mathrm{s}\left(M_{2}=62\right)$ for $A D C_{1}$ and $A D C_{2}$ respectively. The OFDM signal from the previous measurements is used and is centred around $N \cdot 1.125 \mathrm{MHz}$ in


Figure 5.15: (a) Sequentially measured spectra of a single OFDM symbol out of a 200 symbol sequence with the center frequency in different Nyquist zones. (b) EVM corresponding to the OFDM signal in different Nyquist zones.
each sequential measurement where $1 \leq N \leq 5$.
Fig. 5.15 (a) shows the sequentially reconstructed spectra up to 5.625 MHz using the MRU algorithm; Fig. 5.15(b) shows the EVM of the OFDM subcarriers over all center frequencies in the different Nyquist zones. These figures show that the input signal frequencies in multiple Nyquist zones were recovered.

### 5.6.3 Reconstruction of two aliased signals from distinct Nyquist zones

To demonstrate the ability of the MRU algorithm to concurrently solve frequency ambiguity and determine the sub-carrier frequency before sampling, a dual-band OFDM signal that is spread over different Nyquist-zones is used as an input signal. After sampling the two OFDM bands become indistinguishable from each other, however MRU can resolve this allowing individual reconstruction of the two bands and determining the EVM.

The center frequency of the first OFDM band is $1.8 \mathrm{MHz}(\mathrm{BW}=180 \mathrm{kHz})$ and that of the second OFDM band is $7.05 \mathrm{MHz}(\mathrm{BW}=750 \mathrm{kHz})$, resulting
5. Reconstructing Aliased Frequency Spectra by Using Multiple Sample Rates
in aliasing in both DFT spectra. The sample rates for $A D C_{1}$ and $A D C_{2}$ are set to $2.43 \mathrm{MS} / \mathrm{s}\left(M_{1}=162\right)$ and $2.565 \mathrm{MS} / \mathrm{s}\left(M_{2}=171\right)$. The $B W_{\max }$ of this system is 2.43 MHz (see (5.17)). Since the aggregated BW of the input signal ( 0.93 MHz ) is smaller than 2.43 MHz , the MRU algorithm can solve the frequency ambiguity caused by sampling allowing reconstruction of both OFDM bands. The aliasing matrix $\mathbf{P}$ is chosen such that it covers all the sub-carriers in the dual-band OFDM signal.

The measured frequency spectra of a single OFDM symbol by both ADCs is shown in Fig. 5.16(a) and 5.16(b) in blue. The original input spectra are added in solid grey and dashed black lines, and any overlap between the two input spectra would impact the demodulation performance significantly. In Fig. 5.16 the ratio $P_{R}$ between the average power of the first and second band-pass signal is set to -20 dB for illustration purposes. Fig. 5.16(c) shows the recovered frequency spectrum after applying the MRU algorithm, clearly showing that the frequency ambiguity is removed. Since the MRU algorithm does not solve the frequency bands between the two OFDM bands there is no data corresponding to those frequencies. Fig. 5.16(d) shows the zoomin around the first band for a single OFDM symbol and Fig. 5.16(e) shows the zoom-in of the second band for a single OFDM symbol. Compared to a conventional sample system that would sample at $2 f_{\text {span }} \approx 15 \mathrm{MHz}$, MRU reduces the individual sample rates ( $2.43 \mathrm{MS} / \mathrm{s}$ and $2.565 \mathrm{MS} / \mathrm{s}$ ) and output data rates by a factor 6 .

Fig. 5.17 shows the EVM of the demodulated dual-band OFDM signal with and without the MRU algorithm. The power ratio $P_{R}$ between the two band-pass signals is swept from -18 dB to 18 dB in steps of 6 dB and the signal is scaled in such a way that the total dual-band signal range exactly fits the full-scale range of the ADC to minimize quantization errors and to also avoid distortion due to clipping. For low power ratios the increase in EVM by using the MRU algorithm is due to the fact that the (desired) signal amplitude is also decreased to prevent clipping in the ADC, thereby reducing the SNR of the input.

From Fig. 5.17 it can be concluded that by using the MRU algorithm, EVM can be improved by a maximum of 42 dB for this setup, allowing successful demodulation and characterization of the wanted signal in the presence of strong signals which after sampling can become in-band, e.g. intermodu-


Figure 5.16: Measured spectra of the dual-band OFDM signal for a single OFDM symbol out of a 200 symbol sequence. (a) $2.43 \mathrm{MS} / \mathrm{s}$ DFT spectrum $\left|\mathbf{D}_{\mathbf{M}_{1}}\right|^{2}$ (solid blue) with the ideal input signals (dash black and solid grey line). (b) $2.565 \mathrm{MS} / \mathrm{s}$ DFT spectrum $\left|\mathbf{D}_{\mathbf{M}_{\mathbf{2}}}\right|^{2}$ (solid blue) with the ideal input signals (dash black and solid grey line). (c) Recovered split-bandwidth spectrum. The dual-band OFDM signal is separated allowing independent reconstruction. (d) and (e) shows the zoom-in of (c) with both the measured (solid line) and the ideal input (dash line).
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Figure 5.17: EVM of a demodulated OFDM signal in the presence of another OFDM signal with and without the MRU algorithm. The maximum improvement in EVM by using our MRU algorithm is 42 dB and is limited by the setup. The lower limit in EVM of the MRU algorithm is due to the SNR of the ADC and the SNR degradation due to the condition number. The total input signal is scaled to fit within the ADCs dynamic range to avoid clipping.
lation products. For a power ratio of -18 dB the desired signal can still be demodulated with an EVM of -27 dB .

### 5.7 Conclusion

A novel multi-rate unaliasing algorithm (MRU) that solves frequency ambiguity due to aliasing of (sub-)sampled multiband signals with an orthogonal frequency basis is presented. Sampling the input signal at two different sample frequencies that are non-integer multiples of one another results in two distinct systems of linear equations. Combining them increases the overall rank of the system of linear equations allowing the MRU algorithm to solve frequency ambiguity due to sampling. Additionally the MRU algorithm allows reconstruction of the input signal spectrum, which can be (sparsely) spread over a wide bandwidth equal to the least common multiple of the two sample frequencies. Furthermore MRU allows reconstruction of an aliased signal with an aggregated bandwidth close to the Nyquist-Shannon limit. The MRU algorithm can solve for frequency ambiguity in multiple Nyquist zones by using two different clock rates and some additional digital signal processing. A demonstrator setup comprising of two 10 bit ADCs clocked at two different sample rates is used to demonstrate the effectiveness of the MRU algorithm in the reconstruction of aliased signals.

## Chapter 6

## Theory and Implementation of a Load-Mismatch Protective Class-E PA System

### 6.1 Introduction

Efficiency is an important Power Amplifier (PA) parameter in modern batterypowered systems. Consequently, Switch-Mode PAs (SMPAs) compare favorably to linear PAs due to their exceptionally high efficiency ${ }^{1}$. The class-E PA topology is one such SMPA, employing a resonant waveform-shaping network to achieve the Zero-Voltage Switching (ZVS) and Zero-Slope Switching (ZSS) conditions necessary to achieve high (ideally 100\%) efficiency [19, 115-118]. A schematic representation of a class-E PA and its switch voltage and current waveforms under ZVS and ZSS conditions are shown in Figure 6.1a and b, respectively [119]. On the downside, class-E PAs are sensitive to load mismatch conditions: the resulting de-tuning of their resonant networks causes unwanted effects such as high switch currents and high peak switch voltages, which can result in PA degradation or even instantaneous destruction [40, 120-122].

Antenna impedances are a strong function of their EM environment, with Voltage Standing Wave Ratios (VSWRs) reaching up to 10:1 [14, 123, 124].

[^2]
(b)

Figure 6.1: (a) Schematic representation of a single-ended class-E PA (b) Switch voltage and current waveforms for a class-E PA designed for ZVS and ZSS with $q=1.412, d=1$ and $m=0.05$, operating under nominal conditions [119].

Under such load mismatch conditions, class-E PA reliability is degraded by several phenomena. Firstly, an increase in PA dissipation due to non-ZVS conditions can cause PA degeneration through thermal (over-)stress. Additionally, the associated increase in average switch current may damage the switch through electromigration [71, 125] or hot carrier degradation [115, 126]. Lastly, and most importantly, extreme switch voltage excursions exceeding the switch transistor breakdown voltage limit can cause instantaneous and permanent failure as a consequence of gate-oxide breakdown [66, 127].

There is prior published work concerning the protection of PAs under load mismatch conditions. Karoui et al. [128] report a self-protecting class-A PA that utilizes an analog control loop to automatically keep output stage current below a set limit. Applying this type of self-protecting system to class-E PAs results in waveform corruption and a reduction in efficiency. Scuderi et
al. [129] demonstrated a class-C-E PA utilizing bias variations and variable gain control to decrease PA gain in order to reduce active device voltage stress under load mismatch. This technique is not easily applied to switched-mode PAs (e.g. class-E PAs) because their gain cannot be readily tuned. Bowers et al. [72] presented a self-healing class-AB PA system, in which PA bias-point control is combined with active load tuning to achieve improved operating performance under load mismatch conditions. Their load-tuning technique could be adapted for use in a self-protective system, at the cost of reduced efficiency and increased complexity. A technique aimed specifically at class-E PAs was demonstrated by Wei et al. [130]. In it, the peak switch voltage is sensed and kept constant by varying the gate drive level and thereby varying the switch on-resistance $R_{\mathrm{ON}}$. Unfortunately, the reduction in switch drive and associated increase in switch transistor $R_{\text {ON }}$ degrades PA switching performance, and hence significantly degrades output power and efficiency. Another option is the application of isolators/circulators to isolate the PA from reflections due to load mismatch. However, at frequencies up to tens of GHz , their bulky nature renders them impractical for use in integrated circuits, while reflected power is absorbed in a termination resistor, significantly impacting efficiency under load mismatch conditions.

We previously proposed and demonstrated a new technique for protecting a class-E PA under load mismatch [119] with low impact on output power and efficiency. With the technique in [119], the (relative) resonance frequency ( $q$ ) of the class-E PA switch tank is tuned in such a way that switch transistor (over-)stress due to load impedance variations is minimized. In this chapter, we present the theoretical foundation for this technique, which is backed up by simulation results and more measurement results. It was shown in [40] that changing the relative resonance frequency of the switch tank and changing the switch duty cycle have approximately opposing effects on class-E PA behavior. The use of this duty cycle tuning as a complementary method to switch tank tuning is also described.

This chapter is organized as following. Section 6.2 reviews the reliability concerns relevant to class-E PAs. In section 6.3, the theoretical effects of load mismatch on class-E PAs are presented in load-pull contours. The consequences of the observed variations in PA behavior are discussed. Section 6.4 presents a discussion of second-order effects that were not taken into account
in the theoretical treatise in Section 6.3, focusing on the resulting differences in PA behavior. Section 6.5 shows the effects of load mismatch on class-E PAs by utilizing load-pull contours obtained from simulation results. Based on these contours, a Safe Operating Areas (SOA) is drawn to indicate where the PA is at risk of degradation or destruction. Section 6.6 deals with the effects of changing the relative resonance parameter, $q$, and duty cycle, $d$, on PA behavior. This shows that a proper selection of the $q$ parameter can move the SOA to enclose almost any load impedance, while variation in the $d$ parameter allows for limited SOA tuning. Section 6.7 presents measurements performed on a class-E PA system, both for non-tuned and tuned cases, demonstrating the validity of the shown theory and simulations. Section 6.8 shows the implementation of a self-protecting system for the class-E PA, leveraging the results from section V. Measurement results are shown and compared to the experimental and theoretical data. Finally, in section 6.9, conclusions drawn from the chapter are summarized.

### 6.2 Reliability concerns in class-E PAs

### 6.2.1 Gate-oxide breakdown

When a high voltage exceeding the specified breakdown limits is applied to a MOS transistor, gate-oxide breakdown can occur, typically breaking bonds in the transistor gate-oxide $[68,69]$. Although gate-oxide breakdown can manifest in several ways, this work mainly focuses on hard breakdown, wherein a highly conductive path is formed in the gate-oxide [68, 69]. This conductive path significantly reduces the off-resistance of a MOS transistor, heavily compromising its performance [115].

### 6.2.2 Hot carrier degradation

When a high lateral field is present in an MOS transistor, at drain-source voltages exceeding the material bandgap, carriers can gain significant kinetic energy [131, 132]. Such carriers, denoted as "hot carriers", can amass enough energy to produce impact ionization upon collision with the crystal lattice. This process can generate surface defects, leading to reduced carrier mobility in the channel and the trapping of charges in the gate oxide, shifting the
local threshold voltage [131, 132]. These effects manifest as an increase in on-resistance and switch turn-on voltage, degrading the performance of SMPAs. For significant hot carrier degradation to occur, both a high drain-source voltage and substantial drain current must be present, which only occur under severe load-mismatch conditions in SMPAs that are designed for ZVS [115].

### 6.3 Class-E PAs under (non-)nominal conditions

### 6.3.1 Class-E PA basics

Class-E PAs in single-ended form consist of a (transistor-based) switch and two resonant (LC) tanks. A schematic representation of a single-ended classE PA is shown in Figure 6.1a. The switch tank, $L-C$, is dimensioned to shape the switch node voltage $v_{\mathrm{c}}(t)$ to achieve ZVS and ZSS conditions, as represented in Figure 6.1b. The second tank at the output, $L_{0}-C_{0}$, is a band-pass filter designed to pass energy to the load only at the fundamental frequency, $f_{0}$. The relative duty cycle parameter, $d$ [115], describes the duty cycle of the switch drive voltage as

$$
S \triangleq\left\{\begin{array}{lr}
\mathrm{ON}, & 0<2 \pi f_{0} t<d \pi  \tag{6.1}\\
\mathrm{OFF}, & d \pi< \\
2 \pi f_{0} t<2 \pi
\end{array}\right.
$$

Typically, the PA switch is driven by a square wave with $d=1$ ( $50 \%$ duty cycle). The level of violation of ZVS and ZSS, respectively, are indicated by $\alpha$ and $\beta$ as in [115]

$$
\begin{equation*}
v_{c}\left(\frac{1}{f_{0}}\right)=\alpha V_{\mathrm{DD}}, \quad \frac{d v_{c}}{d t}\left(\frac{1}{f_{0}}\right)=2 \pi \beta f_{0} V_{\mathrm{DD}} \tag{6.2}
\end{equation*}
$$

where $V_{\mathrm{DD}}$ is the PA supply voltage.
Acar [115, 133-135] formulated relationships between class-E PA behavioral parameters and component parameters using the so-called K-design set, shown in Table 6.1.

Table 6.1: K-design set

$$
\begin{aligned}
& \hline K_{\mathrm{L}}=\frac{2 \pi L f_{0}}{R} \quad K_{\mathrm{C}}=2 \pi f_{0} R C \quad K_{\mathrm{X}}=\frac{X}{R} \quad K_{\mathrm{P}}=\frac{R P_{\text {out }}}{V_{\mathrm{DD}}^{2}} \\
& \hline
\end{aligned}
$$

The K-design set parameters depend on $\alpha, \beta$, the relative resonance frequency $q$, and the technology-dependent relative switch-on resistance, $m$, which is a function solely of the operating frequency, $f_{0}$, and the technologyspecific switch transistor time constant $R_{\mathrm{ON}} C$, where $R_{\mathrm{ON}}$ is the switch onresistance and $C$ is the parasitic switch capacitance. The $q$ and $m$ parameters are defined as

$$
\begin{align*}
q & =\frac{1}{2 \pi f_{0} \sqrt{L C}}  \tag{6.3}\\
m & =2 \pi f_{0} R_{\mathrm{ON}} C \tag{6.4}
\end{align*}
$$

Load-pull contours for various amplifier metrics can be derived for a class-E PA designed for specific $q, d$ and $\alpha$ and $\beta$ [40]. To perform load-pull analyses, the PA load $Z$, is varied over a range of mismatch conditions. The resulting contours are shown in Smith charts normalized to the nominal load, $Z=R_{\text {nom }}$. For each load condition, PA metrics such as switch voltage, switch current, efficiency and output power can be derived. A full mathematical derivation of the load-pull analysis was presented in [40] and will not be repeated here. The load-pull contours show the peak switch voltage normalized to $V_{\mathrm{DD}}$, efficiency and the average switch current and output power normalized to those under nominal load and design conditions ( $Z=R_{\text {nom }}$, VSWR $=1: 1, q=q_{\text {nom }}$ and $\left.d=d_{\text {nom }}\right)$. For high PA output power, the $q$ parameter is set to 1.4 [115]. The $m$ parameter for a typical 65 nm CMOS in the low GHz range is approximately 0.05 . The $d$ parameter is set to 1 ( $50 \%$ duty cycle). The supply voltage is chosen as $V_{\mathrm{DD}}=1.2 \mathrm{~V}$ to comply with typically available CMOS supply voltages.

### 6.3.2 Effects of load mismatch on class-E PA behavior

To perform a load-pull study on the class-E PA, the K-design set parameters as well as the performance (output power and efficiency) and reliability related parameters (maximum switch voltage and average switch current) are derived as a function of the fixed parameters $q, d$ and $m$ and the load-dependent parameters $\alpha$ and $\beta$. Under nominal load conditions

$$
\begin{align*}
& K_{L_{\mathrm{nom}}}=K_{L(q, d, m, \alpha=0, \beta=0)}=\frac{2 \pi f_{0} L}{R},  \tag{6.5}\\
& K_{X_{\mathrm{nom}}}=K_{X(q, d, m, \alpha=0, \beta=0)}=\frac{X}{R} . \tag{6.6}
\end{align*}
$$

Under load mismatch conditions, the load impedance $Z$ deviates from the nominal load $R$, giving

$$
\begin{equation*}
Z=k R+j k^{\prime} R \tag{6.7}
\end{equation*}
$$

where $k>0$ and $k^{\prime}$ are real numbers. Under nominal load conditions, $k=1$ and $k^{\prime}=0$. Under non-nominal load conditions, ZVS and/or ZSS conditions are violated and the K-design set $K_{L}$ and $K_{X}$ can be written as

$$
\begin{align*}
K_{L(q, d, m, \alpha, \beta)} & =\frac{2 \pi f_{0} L}{\Re\{Z\}}=\frac{2 \pi f_{0} L}{k R}  \tag{6.8}\\
K_{X(q, d, m, \alpha, \beta)} & =\frac{X+\Im\{Z\}}{\Re\{Z\}}=\frac{X+k^{\prime} R}{k R} \tag{6.9}
\end{align*}
$$

which can be related to the nominal K-design set values by

$$
\begin{align*}
& K_{L}(q, d, m, \alpha, \beta)=\frac{K_{L_{\mathrm{nom}}}}{k}  \tag{6.10}\\
& K_{X}(q, d, m, \alpha, \beta)=\frac{K_{X_{\mathrm{nom}}}}{k}+\frac{k^{\prime}}{k} \tag{6.11}
\end{align*}
$$

For any mismatch $\left(k, k^{\prime}\right)$, the switching parameters $\alpha$ and $\beta$ can be found from (6.10) and (6.11) using a numerical solver. Once the load-dependent switching parameters $\alpha$ and $\beta$ are obtained, the maximum switch voltage normalized to $V_{D D}$, average switch current normalized to that under nominal condition, output power normalized to that under nominal condition and efficiency follow.

Using this theory, developed in [40], a theoretical load pull analysis is performed on a class-E PA with parameters $q=1.4, d=1, m=0.05, \alpha=0$, $\beta=0$. This design will henceforth be referred to as the nominal design. The resulting load-pull contours are shown in Figure 6.2. Inspection of the peak switch voltage load-pull contours reveals extreme behavior towards the upper left of the Smith chart, with peak switch voltages over $5.5 \times V_{\mathrm{DD}}$. Likewise, the average switch current contours show an increasing trend towards the left side of the Smith chart, reaching over $3 \times I_{\text {nom }}$. These extreme peak switch voltages and average switch currents are accompanied by an increase in output power and a reduction in drain efficiency. When the load conditions shift towards the lower right of the Smith chart, high efficiency operation is maintained, but output power is degraded severely, reaching near-zero values. Because of the rapidly destructive nature of over-voltage-stress related oxide breakdown, relative to the gradual degrading effects of over-current, excessive switch peak voltage and the reduction thereof are the primary focus of this work.


Figure 6.2: Theoretical class-E PA load-pull contours for $q=1.4, d=1, m=0.05$,

$$
\alpha_{\mathrm{nom}}=0 \text { and } \beta_{\mathrm{nom}}=0
$$

### 6.4 Second-order Effects

To obtain analytical results, the theory in [40] relies on an idealized switch model that has a finite $R_{\mathrm{ON}}$, infinite $R_{\mathrm{OFF}}$ and instantaneous switching behavior. In practice, several second-order effects influence PA behavior. One such effect plays a role for highly negative switch voltages (highly negative $\alpha$ ), which occur toward the upper left of the Smith chart in the theoretical load-pull contours [40]. In practice, these negative voltages are clamped due to reverse conduction of the switch transistor. This clamping leads to a reduction in switch voltage as compared to the theory due to the energy loss associated with this clamping action. Secondly, the $m$ parameter varies under load mismatch due to the voltage-dependent switch transistor $R_{\mathrm{ON}}$. This effect reduces the extreme switch currents. Another effect is the loss due to finite feed inductor Q, reducing PA efficiency. Additionally, losses in the matching network, output filter and interconnects reduce the impact of load mismatch on the PA, reducing extreme behavior. Lastly, the finite loaded Q of the output filter can result in significant transmission of energy at harmonic overtones, impacting PA performance. The main influence of the second order effects on the simulated and measured contours are warping and scaling with respect to the theoretical contours. A detailed discussion of these second-order effects and their impact on PA behavior is outside the scope of this chapter, but can be found in [40].

### 6.5 Simulation Results

As intermediate step between theoretical results and measurement results, load-pull simulations are performed on a class-E PA design using Cadence Spectre. The demonstrator PA is designed for $q=1.4, d=1, \alpha=0$ and $\beta=0, V_{\mathrm{DD}}=1.2 \mathrm{~V}, f_{0}=1.4 \mathrm{GHz}$ and $P_{\mathrm{out}}=17.5 \mathrm{dBm}$. The switch consists of a 1.2 V thin-oxide MOS transistor ( $\mathrm{W} / \mathrm{L}=0.84 \mathrm{~mm} / 60 \mathrm{~nm}$ ) cascoded by a 2.5 V thick-oxide MOS transistor ( $\mathrm{W} / \mathrm{L}=1.65 \mathrm{~mm} / 280 \mathrm{~nm}$ ) with its gate biased to 1.8 V [22]. The PA component values shown in Table 6.2 were derived using the K-design set [115].


Figure 6.3: Schematic representation of the class-E PA. On-chip components are shown in the light-grey area, measurement-related information is contained in dark-grey areas. Modified from [119]. The chip micrograph and PCB setup of this PA, as used for the measurements in Section VI are shown in Figure 6.4.

Table 6.2: PA parameters

| $L$ | $C$ | $X$ | $R$ | $P_{\text {out }}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1.8 nH | 3.4 pF | $\mathrm{j} 0 \Omega$ | $25 \Omega$ | 17.5 dBm |

The schematic of the PA is shown in Figure 6.3. The matching network is lossless, the feed inductor has a quality factor $Q \approx 25$ and the loaded quality of the series filter is $Q_{\mathrm{L}} \approx 5$.

The design of the switch allows a maximum switch voltage of 4.6 V , or $3.8 \times V_{\mathrm{DD}}(1.8 \mathrm{~V}+1.1 \times 2.5 \mathrm{~V}$, including a $10 \%$ voltage margin $)$. The focus of this work is on preventing oxide-breakdown due to high peak switch voltages and the reduction/prevention of hot-carrier degradation that may occur when ZVS conditions are severely violated. A dead-zone of $\Delta V_{\mathrm{c}}=0.2 \mathrm{~V}$ was added to the algorithm to decrease noise sensitivity. At startup, the algorithm fully enables the SCB to ensure a safe starting condition for the PA. It then checks the peak switch voltage, $V_{\mathrm{c}, \max }$, lowering the SCB state while $V_{\mathrm{c}, \max }<V_{\mathrm{c} \text {, nom }}$ and $C_{\text {bank }}>0 \mathrm{fF}$, where $V_{\mathrm{c}, \text { nom }}$ is

Simulated contours for this PA are shown in Figure 6.5; the contours are scaled and warped version of the theoretical contours in Figure 6.2 due to the second-order effects discussed in Section IV. Excluding the region of the load-


Figure 6.4: (a) Chip photomicrograph showing external connections and on-chip components [119] (b) PCB showing external connections and filtering + matching network [119]
pull plot in Figure 6.5 a where the switch voltage exceeds $3.8 \times V_{\text {DD }}$ yields a Safe Operating Area (SOA). Figure 6.5b shows that a PA which has its switch designed to handle an average switch current slightly over $2.5 \times$ that under nominal conditions sees no average switch current-related SOA reduction from the effects of load mismatch. The switch used in simulation and measurements meets this criterium.

Figure 6.6 shows switch voltage waveforms for some load-mismatch conditions. The switch (oxide) breakdown limit $\left(3.8 \times V_{\mathrm{DD}}\right)$ is indicated by a dashed line. A violation of the breakdown limits can be observed for three of the four shown load conditions. The switch voltage waveform shown in Figure 6.6c exhibits high switch voltages at the switching moment, indicating the possibility of Channel Hot Carrier (CHC) degradation for load mismatches in the lower left region of the Smith chart.

(a) Peak switch voltage normalized to the PA supply voltage $V_{\mathrm{DD}}$
(c) Output power


(b) Average switch current normalized to that under nominal conditions

(d) Drain efficiency

Figure 6.5: Simulated class-E PA load-pull contours for $q=1.4$ and $d=1$


Figure 6.6: Simulated nominal PA switch voltage waveforms for several load mismatch conditions. The switching moment is indicated by the vertical dotted line.

### 6.6 Effects of the $q$ and $d$ parameters on PA behavior

In [93], the theoretical effects of varying the class-E PA $q$ and $d$ parameters were presented. The theory shows that, among other things, peak switch voltages occurring under load mismatch can be reduced by decreasing the $q$ parameter or by increasing the $d$ parameter. This behavior is illustrated using the theoretical load-pull analyses in the next subsections.

### 6.6.1 Effects of the $q$ parameter on PA load-pull contours

Figure 6.7 shows the effects of changing the $q$ from the original value of 1.4 to 1.15 . Apparent is the receding of extreme peak switch voltage behavior, resulting in an increased SOA. Interestingly, the average switch current, output power and efficiency contours are virtually unaffected aside from a counterclockwise rotation. The rotation of the efficiency contours is of special interest, as it implies that an increase in the effective high-efficiency operating area can be achieved by appropriate tuning of the $q$ parameter.

The extension of the SOA by reduction of the $q$ parameter opens the door to a self-protecting class-E PA system, as was demonstrated in [119]. Increasing the $q$ parameter leads to a reduction of the SOA, and is thus not of interest for this work. In addition, a reduction of the $q$ parameter would require a reduction of the switch tank capacitance, requiring down-scaling of the switch transistor. This necessarily leads to a higher switch $R_{\mathrm{ON}}$ and thus degraded PA performance [40].

### 6.6.2 Effects of the $d$ parameter on PA load-pull contours

In addition to showing the effects of the $q$ parameter, the work in [93] also showed that the $d$ parameter can be used to influence PA behavior. This is illustrated using theoretical load-pull contours for a significantly increased $d$ parameter.

Figure 6.8 shows the contours resulting from a change of the $d$ parameter from 1 to 0.6 . The resultant contours display a clockwise rotation with respect to the nominal load-pull contours. Notably, the (unshaded) SOA now covers the area in the lower left of the Smith chart that was not safe in the nominal case for $q=1.4$ and $d=1$.

The change in PA behavior due to a change in the $d$ parameter is shown to be complementary to a similar change in the $q$ parameter. As decreasing $q$ advances the SOA towards the upper left of the Smith chart, a complementary change (increase) in $d$ thus similarly extends the SOA. The results show that the unsafe area in the upper left of the Smith chart is the main region limiting PA SOA, which is decreased by both a decrease in $q$ and an increase in $d$. This suggests a combination of the two approaches would permit a larger increase in SOA than either alone. Fortunately, the reverse switch conduction


Figure 6.7: Theoretical load-pull contours for $q=1.15$ and $d=1$. Contour rotation due to reduction of the relative resonance frequency is illustrated.
discussed in section III effectively implements an increase in switch on-time, thereby virtually increasing the $d$ parameter, which results in an extra counterclockwise contour rotation for the associated load impedances. In this way, $d$ tuning is automatically implemented for load conditions in the main unsafe area on the Smith chart. This automatic $d$ tuning is the reason the SOA in Figure 6.5 is larger than predicted by the theory in Figure 6.2. The effect of
reverse switch conditions can be seen in the clamping behavior exhibited in e.g. Figure 6.6b.

### 6.7 Measurements

A class-E PA chip was developed in 65 nm for the work in [93]; some (component) values of this PA are shown in Table 6.2. The design and implementation of the class-E PA are shown in Figure 6.3 and Figure 6.4, respectively. The square-wave drive signal is produced on-chip by a cascaded pair of inverters. The first inverter input is biased using a bias- T to allow tuning of the switch drive signal duty cycle. The default switch tank capacitor is formed by the parasitic switch transistor capacitances.

In Section VI, the effects of varying the class-E PA $q$ and $d$ parameters were described. It was shown that the PA SOA can be rotated on the Smith chart by tuning either the relative (switch tank) resonance frequency, the switch duty cycle, or both. Because tuning the switch tank inductance is impractical, an increase in the $q$ parameter is achieved by variably increasing the switch tank capacitance. This variable capacitance is implemented by a SwitchedCapacitor Bank (SCB) with 4 control bits, utilizing 2.5 V thick-oxide switch transistors. These switch transistors are dimensioned to limit their maximum voltage stress to below 3 V . The residual capacitance the SCB presents to the switch node when it is in the off-state is compensated for by reducing the main switch size, lowering efficiency by less than $2 \%$ under nominal load conditions. The SCB switched capacitor bank utilizes four switches, switching $150 \mathrm{fF}, 300 \mathrm{fF}, 450 \mathrm{fF}$ and 600 fF , respectively, for a total capacitance $C_{\mathrm{SCB}}=$ 1500 fF . This additional capacitance allows tuning of the $q$ parameter from approximately $q=1.4$ to $q=1.15$ for a fully-disabled and fully-enabled SCB, respectively.

To verify the theory and simulations, a measurement setup was built using a Maury load tuner to detune the load and an $80 \mathrm{GSa} / \mathrm{s}$ oscilloscope with an Agilent active probe to capture the switch voltage waveform $V_{\mathrm{c}}(t)$, as depicted in Figure 6.3. Additionally, the output power and power supply voltage and current are recorded. The load is pulled over the entire VSWR 19:1 range available from the Maury load tuner, in 196 steps, scanning at $|\Gamma|=\{0,0.1,0.3,0.5,0.7,0.9\}$. In order to prevent destruction of the class-E


Figure 6.8: Theoretical load-pull contours for $q=1.4$ and $d=0.6$. Contour rotation due to reduction of the switch duty cycle is illustrated.


Figure 6.9: Measured load-pull data of the PA optimized for operation for the nominal load (center of the Smith chart); the frequency of operation is 1.4 GHz .

PA under test, the supply voltage $V_{\mathrm{DD}}$ is scaled down to keep the peak switch voltage below the switch breakdown limit. The data is scaled back to the nominal $V_{\mathrm{DD}}=1.2 \mathrm{~V}$, which does not compromise data accuracy. Phase shifts due to the matching network and interconnects were de-embedded.

Figure 6.9 shows the load-pull contours obtained for the PA with $q=1.4$ and $d=1$. A good match with the simulation results in Figure 6.5 can be


Figure 6.10: Measured PA switch voltage waveforms for $q=1.4$ (thick light grey) $q=1.15$ (thin medium grey) and with the self-protecting loop enabled (thick black) for several load mismatch conditions. The switching moment is indicated by the vertical dotted line.
observed.
In Figure 6.10, measured switch voltage waveforms normalized to $V_{\mathrm{DD}}$ are shown for the same load-mismatch conditions as used for the simulated results in Figure 6.6, showing good correspondence between measurement and simulation.

### 6.8 Self-healing system

Using the $q$-tuning technique previously discussed and demonstrated, a demonstrator self-healing PA system was constructed. For this, the setup used to gather the measurement data in Section VI is complemented by a control loop implementing the algorithm shown in Figure 6.12. The oscilloscope continuously monitors the switch voltage waveform $V_{c}(t)$ and extracts its peak value, which is input to the self-protecting algorithm. In our demonstrator setup, this computationally light algorithm was executed on the measurement data processing PC.

A dead-zone of $\Delta V_{\mathrm{c}}=0.2 \mathrm{~V}$ was added to the algorithm to decrease noise sensitivity. At startup, the algorithm fully enables the SCB to ensure a safe starting condition for the PA . It then checks the peak switch voltage $V_{\mathrm{c}, \max }$, lowering the SCB state while $V_{\mathrm{c}, \max }<V_{\mathrm{c}, \text { nom }}$ and $C_{\mathrm{bank}}>0 \mathrm{fF}$, where $V_{\mathrm{c}, \text { nom }}$ is the peak switch voltage under nominal conditions. If the peak switch voltage increases above $V_{\mathrm{c} \text {, nom }}+\Delta V=4.2 \mathrm{~V}$, the SCB state is incremented until the peak switch voltage drops below this level or the SCB is at the maximum state. If, in the latter case, the switch voltage is above the 4.6 V switch transistor breakdown limit, the algorithm reports that it cannot heal the PA. The algorithm runs continuously to ensure safe PA operation.

Figure 6.11 shows the measured load-pull contours for the self-healing classE PA system, operating at 1.4 GHz . Note that the unshaded SOA covers the entire VSWR 19:1 range, proving experimentally that our self-protecting class-E PA system is reliable under load mismatch conditions exceeding those presented by antenna loads. As predicted by both theory and simulation, efficiency and output power are not significantly effected by the self-healing system, with a worst case degradation in output power of -1.6 dB and a worst case absolute efficiency decrease of $6 \%$.

Because the self-protecting system requires only information about the peak switch voltage, only needs to track (low-frequency) load-impedance variations and involves the checking of simple conditions, the computational power and hence the power consumption of an on-chip implementation would be negligibly small relative to PA power consumption.

(a) Peak switch voltage normalized to $V_{D D}$
(c) Output power


(b) Average switch current normalized to the nominal case

(d) Drain efficiency

Figure 6.11: Measured load-pull data of the self-healing system


Figure 6.12: Demonstrator algorithm flow chart. Modified from [119]. The algorithm starts by ensuring PA safety by fully enabling the SCB. It then measures the peak switch voltage, based on which it increments or decrements the SCB state to attempt to return the PA back to nominal operation conditions. If the SCB is at the maximum state and the switch breakdown voltage limit is exceeded, an error is reported to the user.

### 6.9 Conclusion

Class-E PAs may encounter severe and destructive reliability degradation under load mismatch conditions when not including significant design margins, especially for (over-)voltage. This work showed, both experimentally and theoretically, the effects of such load mismatch conditions on a number of relevant PA parameters. It was shown that high peak switch voltages present the main danger to reliability. The effects of the relative resonance frequency of the tank, $q$, and the switch duty cycle, $d$, on class-E PA behavior were demonstrated, showing that while either can be used to increase the Safe Operating Area (SOA), the $q$ parameter has a stronger influence. A tuning technique for reducing the peak switch voltage under load mismatch conditions based on tuning the $q$ parameter was implemented alongside a class-E PA on a 65 nm CMOS chip by means of a switched capacitor bank. It was shown that in addition to the implemented controllable $q$ tuning, virtual switch duty cycle tuning occurs under load conditions with large negative switch voltages. Using the proposed tuning technique, a class-E PA was augmented with a selfprotecting system utilizing a simple tuning algorithm to automatically tune the PA by varying the SCB capacitance to obtain reliable operation under previously disastrous load mismatch conditions. Our tuning technique extends the SOA of the class-E PA up to VSWRs of 19:1. This demonstrates that our self-protecting class-E PA system can operate reliably with a large safety margin under the typical VSWR 10:1 load-mismatch conditions presented by an antenna. The self-protecting system has a low impact on output power and efficiency, with these metrics seeing a worst-case degradation of -1.6 dB and $6 \%$, respectively.
6. Theory and Implementation of a Load-Mismatch Protective Class-E PA System

## Chapter 7

## Preserving Polar Modulated Class-E Power Amplifier Linearity under Load Mismatch

### 7.1 Introduction

Modern wireless communication devices use high-order complex modulation schemes like 1024 QAM $^{1}$. These signals have a high peak to average power ratio (PAPR) and impose stringent linearity requirements on the power amplifiers (PAs). Given the large share of power consumed by the PAs in a communication system, highly efficient switched-mode PAs are attractive. However, due to inherent efficiency-linearity trade-offs [18], digital predistortion (DPD) becomes necessary for these PAs to meet linearity requirements [136], [137] of increasing order complex modulation schemes.

The antenna impedance depends on the electromagnetic environment of the antenna and therefore vary over time [14]. In switched-mode PAs, load mismatch from the nominal $50 \Omega$ load detunes the resonant network. For classE PAs, this degrades the output power, efficiency, linearity and also jeopardizes

[^3]

Figure 7.1: Schematic representation of a single-ended class-E PA.
the reliability [40]. For a polar class-E PA, this translates to variation in $\mathrm{AM} / \mathrm{AM}$ and AM/PM characteristics, which renders $50 \Omega$ optimized static DPD ineffective under load variation [138].

Previous works use various techniques to preserve PA linearity under load mismatch. These can be categorized into methods that keep the PA load impedance at its nominal value, and methods that deal with PA load variation. Implementations of the former methods are presented in [139], [140]. In [139], an adaptive tunable matching network (TMN) ensures the nominal load for the PA and thereby preserves linearity under antenna mismatch conditions. However, TMNs are lossy, bulky and hence not suitable for easy integration in ever-miniaturizing CMOS integrated circuits. A solution with similar disadvantages is the addition of circulators or isolators with the PA. In [140], a phase detector at the collector of the PA combined with a controlled phase shifter at the output are used. The increase in size and high driving voltage prevents the above approach from being practically integrated into the latest CMOS technology. Implementation of the latter method is described in [141], where a peak detector at the collector of the PA combined with an adaptive feedback control loop to tune the input drive signal is used. However, such a system improves linearity at the cost of transmitted power because it reduces the input drive level. Another way to deal with load-dependent non-linearity is to implement DPD for different loads and select the suitable DPD setting using load impedance estimation. For class-E PAs, to the best of the authors' knowledge, there is no work focusing on integrated adaptive linearity
improvement under severe load mismatch.
We present a proof-of-concept polar class-E PA with an integrated waveform characterizer, which allows the implementation of fully automated adaptive digital predistortion (ADPD) to preserve the linearity of a PA under load mismatch, aiming at 1024 QAM modulation.

In section 7.2, the linearity of polar class-E PA under load mismatch is discussed. In section 7.3 , the principle of adaptive preservation of PA linearity with the integrated waveform characterizer and implementation of the system are discussed. The measurement results demonstrating the effectiveness of the system under load mismatch are presented in section 7.4. Conclusions are summarized in section 7.5.

### 7.2 Linearity of a polar class-E PA under load mismatch

Fig. 7.1 depicts a single-ended (non-polar) class-E PA where the MOSFET operates as a switch driven by a $50 \%$ duty cycle square wave with a frequency $\mathrm{f}_{0}$. The LC tank shapes the switch's drain voltage waveform $\mathrm{V}_{\mathrm{D}}$, and the $\mathrm{L}_{0} \mathrm{C}_{0}$ resonant tank ensures that the output current is sinusoidal with frequency $f_{0}$. A matching network (not in Fig. 7.1) transforms the antenna impedance to the PA's load impedance: $\mathrm{Z}_{\mathrm{L}}=\mathrm{R}+\mathrm{j} \mathrm{X}$. Voltage $\mathrm{V}_{\mathrm{D}}$ depends on both the real and imaginary parts of $\mathrm{Z}_{\mathrm{L}}[40]$. This $\mathrm{Z}_{\mathrm{L}}$-dependent switch voltage translates to $\mathrm{Z}_{\mathrm{L}}$-dependent magnitude and phase of the first harmonic of the output voltage signal of the class-E PA.

In communication systems, the PA must handle modulated signals. In this chapter, we aim at 1024 QAM. To deal with complex modulated signals, the class-E PA can be used in outphasing or polar configuration; we use the latter.

In polar modulated class-E PA, distortions are due to AM/AM and AM/PM conversions. AM/AM represents the non-linear relation between the modulated supply voltage $\mathrm{V}_{\mathrm{DD}}$ and the amplitude of the output RF signal $\mathrm{V}_{\text {out }}$. $\mathrm{AM} / \mathrm{PM}$ is $\mathrm{V}_{\mathrm{DD}}$-dependent phase modulation of $\mathrm{V}_{\text {out }}$. Any change in $\mathrm{Z}_{\mathrm{L}}$ leads to a change in the class-E PA's switch voltage waveform and consequently leads to $\mathrm{Z}_{\mathrm{L}}$-dependent $\mathrm{AM} / \mathrm{AM}$ and $\mathrm{AM} / \mathrm{PM}$ characteristics. Other causes of AM/AM and AM/PM conversions in a polar class-E PA include feedthrough of the drive voltage of the switch via its relatively large gate-drain capacitance,


Figure 7.2: Block diagram of RF waveform characterizer.
non-zero on-resistance of the switch, and drain-bulk junction capacitance of the switch [36]. Note that the feedthrough signal is only phase modulated and hence has a wide bandwidth. Therefore, it leads to broadening of the output spectrum, increasing the adjacent channel power ratio (ACPR). The cascode PA topology minimizes the effect of the feedthrough signal.

### 7.3 Demonstration of ADPD with polar class-E PA

We present a polar class-E PA with an on-chip RF waveform characterizer that enables ADPD to correct AM/AM, AM/PM distortions, temperature changes and slow memory effects as the load changes.

### 7.3.1 Waveform Characterizer

The RF waveform characterizer is based on the work in [74]. Fig. 7.2 shows the block diagram of this waveform characterizer. It can measure up to three harmonics of an RF signal up to a fundamental frequency of 3 GHz . Hence, the waveform characterizer can be used for ADPD in PAs with operating frequencies up to 3 GHz ; we target 2.4 GHz for demonstration. The char-


Figure 7.3: Schematic of the implemented polar class-E PA with ADPD using the integrated waveform characterizer.
acterizer mixes the RF waveform using an N -path approach and produces 8 quasi-DC samples per period of the RF waveform. These 8 samples are input to ADCs, the output of which is processed in a computer running MATLAB. The waveform characterizer uses the (unmodulated) carrier frequency as the clock signal: an extra clock is not required and the phase information of the measured signal can be obtained. An 8-point discrete fourier transform (DFT) is performed in MATLAB to get the magnitude and phase information of the sampled RF signal. In such systems, accuracy is generally limited by sample timing inaccuracies which in this case is mainly due to delay mismatch in a 4-stage differential inverter ring oscillator inside the phase-locked loop (PLL). To significantly enhance the accuracy of sampling, statistical properties of the delay mismatches are exploited to cancel the impact of delay spread [74]. The characterizer consumes 3 mW power under continuous operation at 2 GHz .

### 7.3.2 Adaptively Preserving PA Linearity

Fig. 7.3 presents the schematic of the polar modulated PA employing ADPD. For the ADPD , the input and output signal of the PA are required. The
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transmitted data is known in a transmitter while the waveform characterizer samples the modulated data at the drain of the switch. The DFT yields magnitude and phase information of the first 3 harmonics in the drain voltage signal; the fundamental harmonic is used for ADPD. Magnitude and phase data are compared with the corresponding transmitted magnitude and phase data derived from IQ data transmitted by the vector signal generator (VSG) to generate $\mathrm{AM} / \mathrm{AM}$ and $\mathrm{AM} / \mathrm{PM}$ correction signals. For flexibility, signal processing is done on a computer running MATLAB. The correction signals are then input to the lookup table (LUT) based DPD inside the VSG. The VSG outputs the predistorted envelope and phase signals for the polar class-E PA. The loop is executed periodically making the PA linearity robust against any relatively slow process that impacts linearity.

The time constant of the waveform characterizer is $\tau=16 \mathrm{~ns}$. For 40 dB accuracy, $5 \tau$ is required which makes the effective settling time of the characterizer 80 ns . Hence the maximum symbol rate measured by the waveform characterizer is $12.5 \mathrm{Msym} / \mathrm{s}$. Transmitted and the sampled data are read from a mixed-signal scope in blocks. Reading one block takes 0.65 s ; reading data from 8 channels requires 5.2 s . The bottleneck for effective sample rate in our demonstration is due to latency while reading data. Antenna environment changes on a time scale of ms [123]. Removing data latency bottleneck can reduce the response time of the complete system to order of ms making the system adapt to changes on a ms time scale such as temperature changes, slow memory effects [142] and antenna impedance variations.

### 7.3.3 Implementation

The chip includes a single-ended cascode class-E PA and the RF waveform characterizer fabricated in 22 nm FDSOI CMOS technology packaged in QFN 40; Fig. 7.4 shows the micro-photograph. The PA occupies $0.064 \mathrm{~mm}^{2}$ area, and the waveform characterizer occupies $0.014 \mathrm{~mm}^{2}$ area. The PA is designed for zero voltage switching and zero slope switching conditions at frequency $\mathrm{f}_{0}$ $=2.4 \mathrm{GHz}$. The peak-power frequency is shifted to 2 GHz from the target 2.4 GHz , which may be due to the bondwires at the PA output. The component values for the designed PA are shown in Fig. 7.3. The 1.2 nH inductor is implemented using bondwires; the parasitic capacitance of the MOSFET is included in the 450 fF capacitor. Two cascaded inverters are used as switch


Figure 7.4: Chip microphotograph.
driver ensuring hard switching of the switch transistor. The input of the onchip waveform characterizer is connected to the drain of switch and the outputs of the characterizer are fed to MATLAB through ADCs. The predistorted input signal is fed to the PA through an R\&S SMW200A VSG. An ADA 4870 IC implements the envelope tracking buffer for the demonstrator.

### 7.4 Measurements

Single carrier modulated signal measurements are performed on the polar class-E PA to demonstrate linearity preservation using the presented ADPD under load mismatch. A 1024 QAM signal at $1 \mathrm{MSym} / \mathrm{s}$ symbol rate with pseudo-random bit sequence (PBRS) 23, pulse-shaped using root-raised cosine filter with a roll-off factor 0.35 and decomposed into the envelope and phase-modulated carrier at frequency 2 GHz are generated using the VSG. 400 symbols are used to construct AM/AM and AM/PM correction signals. Load-pulling is performed with a Maury load-pull tuner for voltage standing wave ratio (VSWR) up to 9:1. The PA is operated at 15 dB back-off for the nominal load condition to avoid breakdown during load-pull [40] while no class-E tuning for reliability [119] is done in this work to focus only on the linearity.

Fig. 7.5 (a), (b) show the normalized output symbol constellation and


Figure 7.5: Measured performance for a 1 MHz 1024 QAM signal at 2 GHz at $50 \Omega$ load. Normalized symbol constellation (a) before DPD, (b) after DPD. Normalized output power spectral density (c) before DPD, (d) after DPD.


Figure 7.6: Load-pull measurements for VSWR up to 9:1 without DPD with a 1 MHz 1024 QAM signal at 2 GHz . (a) EVM (\%), (b) ACPR (dB).


Figure 7.7: Load-pull measurements of EVM (\%) for VSWR up to $9: 1$ with a 1 MHz 1024 QAM signal at 2 GHz . (a) after $50 \Omega$ optimized static DPD, (b) after ADPD.


Figure 7.8: Load-pull measurements of ACPR (dB) for VSWR up to 9:1 with a 1 MHz 1024 QAM signal at 2 GHz . (a) after $50 \Omega$ optimized static DPD, (b) after ADPD.
(c), (d) the normalized output power spectral density (PSD) before and after DPD, respectively at $50 \Omega$ load. Fig. 7.6 (a) and (b) show the Smith charts of EVM (\%) and ACPR (dB) of the polar class-E PA without any DPD. Fig. 7.7 (a) and (b) show Smith charts of EVM (\%) up to VSWR 9:1 with $50 \Omega$ optimized static DPD and with ADPD, respectively. The EVM is normalized to root mean squared (RMS) power. The EVM standard for 1024 QAM signal is considered $1.5 \%$. The load-pull Smith charts without DPD, with $50 \Omega$ optimized static DPD and with ADPD include a shaded area for which EVM $\leq 1.5 \%$. A significant increase in area under the shaded region can be observed from no DPD to $50 \Omega$ optimized static DPD to ADPD. Fig. 7.8 (a) and (b) show Smith charts of ACPR (dB) up to VSWR 9:1 with $50 \Omega$ optimized static DPD and with ADPD , respectively. For ACPR calculation, the higher and lower adjacent channel bandwidth is considered to be 1 MHz each. The centers of adjacent channels are situated at an offset of $\pm 1.35 \mathrm{MHz}$ from the carrier frequency. The ACPR Smith charts show the area covered for values $\leq-34$ dB and $\leq-35 \mathrm{~dB}$ for all three cases: without DPD, with $50 \Omega$ optimized static DPD and with ADPD. Similar to the Smith chart showing EVM, there is a significant increase in area under the shaded region for ACPR $\leq-34 \mathrm{~dB}$ and

ACPR $\leq-35 \mathrm{~dB}$ from no DPD to $50 \Omega$ optimized static DPD to ADPD.

### 7.5 Conclusion

The linearity of high-efficiency class-E PAs can be drastically compromised in the presence of load mismatch. We presented a single-ended polar class-E PA with an on-chip integrated waveform characterizer, in 22 nm FDSOI CMOS technology to implement ADPD. For VSWR up to 9:1 when the PA is excited with a 1 MHz 1024 QAM RF signal at 2 GHz , we showed that using our ADPD system sufficiently low EVM and ACPR values can be maintained across a relatively large area on the Smith chart compared to that when using a static ( $50 \Omega$ optimized) DPD. The ADPD system can be used to optimize performance for relatively slow processes such as antenna load variation, temperature variation, and slow memory effects. This system allows practical application in next-generation mobile communication systems with complex modulation schemes that demand stringent linearity and are subjected to inevitable load mismatch.
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## Chapter 8

## Summary and original contributions

This chapter summarizes this thesis and lists the original contributions.

### 8.1 Summary

The introduction of the internet of things resulted in an increase in the number of wireless devices, while simultaneously the number of wireless devices that require higher data rates also increased thus resulting in a congested frequency spectrum. Complex modulation schemes are used to enable higher data rates while occupying the same frequency spectrum, thus increasing the spectral efficiency. Complex modulation schemes come however at the cost of both higher linearity requirements of the RF-PA and a higher peak-to-average power ratio (PAPR) thus increasing the required energy to transmit a single bit.

The improvements in CMOS technology enabled the integration of full RF-transceivers on a single chip, reducing the overall cost of the transceiver. Designing RF-power amplifiers becomes more complicated due to using complex modulation schemes and the decreasing maximum (supply) voltages of modern CMOS technologies. Several techniques exist to increase both the output power of a CMOS RF-PA and its reliability.

Efficiency enhancement techniques such as outphasing and envelope elimination and restoration can increase the RF-PA efficiency. Additionally, both these techniques can be used in combination with switched-mode RF-PAs, al-
lowing a higher overall PA efficiency compared to that of linear RF-PAs. The class-E RF-PA is of special interest, since it can achieve relatively high output powers in a standard CMOS technology. However, class-E PAs are sensitive to load mismatch, which increases the maximum stress over the switch transistor and can even permanently damage or break the RF-PA. Depending on the load impedance of the class-E PA the maximum stress is caused by a high voltage or a high current.

Non-linearities in the RF-PA can cause spectral regrowth and intermodulation distortion. This results in an increased signal bandwidth and an overall lower SNR, decreasing the overall spectral efficiency and channel capacity. There are several techniques to linearise RF-PAs, however they all have their own drawbacks. Feedback topologies such as Cartesian feedback may exhibit stability issues, where feedforward topologies, such as predistortion, depend on exact compensation of unwanted components. In the case of digital predistortion (DPD), knowledge of the RF-PA's AM-AM and AM-PM characteristics are required. However, both AM-AM and AM-PM transfers depend on temperature, voltages and the load impedance and can thus vary from the DPD coefficients that are conventionally derived for a single operating point. To maintain DPD performance over these variations, information about the operating condition of the RF-PA can be used to adaptively tune the DPD coefficients, turning the feedforward (D)PD into a feedback (D)PD.

Enabling efficient and robust RF-PAs requires information about the operating points of the RF-PA, which can be acquired from the internal RFwaveforms in an RF-PA. Chapter 4 introduces N-path circuits as a RF-waveform characterizer, efficiently down-converting the RF-waveform to quasi-DC voltages. In case of an 8-path circuit, the DC voltage and the first three (complex) vectors corresponding to the first three harmonics of the RF-waveform can be obtained by performing a discrete Fourier transform (DFT) on the set of quasiDC voltages. When using a DFT, it is assumed that these quasi-DC voltages are (ideally) equally spaced over a single period of the RF-carrier frequency. However, mismatch between the phases in the N-path circuit degrade the accuracy of the RF-waveform estimation; this mismatch is primarily caused by delay cell mismatch. Rotating the N delay elements inside the delay line N times yields after averaging ideal sampling moments. This technique increases the measurement accuracy by up to 20 dB at the cost of only a small area and
power overhead.
Chapter 5 presents an algorithm that can resolve frequency ambiguity for signals with an orthogonal frequency basis, such as used in most modern complex modulation schemes. The algorithm uses two samplers clocked at noninteger multiple sampling rates, resulting in distinct aliasing patterns. These aliasing patterns can be described by distinct sets of linear equations. Combining the two sets of linear equations increases the overall rank of the linear system, allowing the algorithm to resolve frequency ambiguity. Furthermore, the algorithm allows aggregated bandwidths close to the Nyquist-Shannon limit, while being able to reconstruct signals from multiple Nyquist zones. The proposed algorithm can be used to increase the number of harmonics the RF-waveform characterizer can measure. Changing the number of delay elements (and thus the number of samples per period) in the RF-waveform characterizer results in a different sample rate and thus a distinct aliasing pattern. Using the proposed algorithm together with measurements of the RF-waveform characterizer where a different number of delay elements are used increase the number of characterizable harmonics. This improves the measurement accuracy for signals with many harmonics, such as the drain waveform of a class-E PA, enabling e.g. adaptive tuning of the coefficients of the RF-PA's DPD.

To improve RF-PA reliability under load mismatch a self-protection technique is presented and demonstrated with a 65 nm CMOS class-E RF-PA in chapter 6 . The technique uses the peak switch voltage of the RF-waveform and a self-protective control loop determines based on the peak voltage to add or subtract capacitance from the drain node of the class-E PA, effectively tuning the relative resonance frequency $q$ of the class-E PA. This effectively tunes the relative resonance frequency of the PA, increasing the safe-operating-area up to VSWR of 19:1, while seeing a worst-case degradation in output power and efficiency of 1.6 dB and $6 \%$ respectively.

Digital pre-distortion is an effective technique to improve RF-PA linearity, but load mismatch decreases the effectiveness of feedforward (static) DPD. A polar class-E PA with an integrated RF-waveform characterizer is presented in chapter 7 , enabling adaptive digital pre-distortion. The integrated waveform characterizer enables estimation of both the AM-AM and AM-PM curves during load-pull of the RF-PA, allowing the DPD coefficients to be dynamically
updated to compensate for the change in the load impedance. Load-pull measurements were performed for a VSWR up to $9: 1$ on an 1 MHz 1024-QAM signal and the DPD coefficients were dynamically updated by using the measured information from the RF-waveform characterizer. Measurement results show that both the EVM and ACPR can be maintained over a significantly larger area on the Smith chart compared to static $50 \Omega$ optimized DPD.

### 8.2 Original contributions

This thesis contains several original contributions to enable robust, efficient and high performance RF-PAs:

- The introduction of a RF-waveform characterizer that can measure the DC voltage and the first three harmonics of the RF-waveform [74].
- The introduction of a technique to significantly reduce the effect of delay cell mismatch on the sampling accuracy in the RF-waveform characterizer [74].
- The introduction of a technique to improve the save-operating-area of a class-E PA by measuring the peak drain voltage and adding or removing drain capacitance by means of a capacitor array [75, 119]
- The design of a polar modulated class-E PA that utilizes the RF-waveform characterizer to tune DPD coefficients, achieving a significant improvement of EVM and ACPR for VSWR 9:1. [76]
- The development of an algorithm that can resolve frequency ambiguity and demodulate signals with an orthogonal frequency basis spanning multiple Nyquist zones by sampling at two distinct sample rates. It requires that the aggregate information-bearing bandwidth of the signals is less than half the cumulative data converter sampling rates.


## Appendix A

## Numerical example of the MRU algorithm

This appendix gives a numerical example of the algorithm described in this paper. In this example the set of modulated sub-carriers $S$ in the input signal $x(t)$ is chosen as:

$$
\begin{equation*}
S=\{0,1,3,5\} \tag{A.1}
\end{equation*}
$$

and the set $A$ containing the complex value coefficients corresponding to the sub-carriers in $S$ are chosen to be:

$$
\begin{equation*}
A=\{0, j 1, j 2, j 3\} \tag{A.2}
\end{equation*}
$$

where $j^{2}=-1$. The sets $S$ and $A$ respectively describe the spectral and complex value (magnitude and phase) content of the input signal $x(t)$ in equation (5.1). The input signal is then sampled at two different (non-integer multiples) frequencies $M_{1} f_{o}$ and $M_{2} f_{o}$, where in this example $M_{1}=4$ and $M_{2}=5$. Sampling for a duration of $\frac{1}{f_{o}}$ and performing a DFT on the sampled data results in the DFT vectors $\mathbf{D}_{\mathrm{M} 1}$ and $\mathbf{D}_{\mathrm{M} 2}$ :

$$
\begin{gather*}
D_{M 1}=\left[\begin{array}{llll}
0 & j 2 & 0 & -j 2
\end{array}\right]^{\top}  \tag{A.3}\\
D_{M 2}=\left[\begin{array}{lllll}
0 & j 1 & -j 2 & j 2 & -j 1
\end{array}\right]^{\top} . \tag{A.4}
\end{gather*}
$$

Combining the results of $D_{M 1}$ and $D_{M 2}$ into the vector $D_{c}$ results in:

$$
D_{c}=\left[\begin{array}{lllllllll}
0 & j 2 & 0 & -j 2 & 0 & j 1 & -j 2 & j 2 & -j 1 \tag{A.5}
\end{array}\right]^{\top} .
$$

In order to reconstruct the complex values of the sub-carriers in the input signal, the MRU algorithm requires both the combined DFT vector $\mathbf{D}_{\mathbf{c}}$ and the aliasing pattern, $\mathbf{P}_{\mathbf{c}}$ (5.16).

The matrix $\mathbf{P}_{\mathbf{c}}$ is pre-calculated based on the sub-carriers in $S . \mathbf{P}_{\mathbf{c}}$ describes the contribution of the complex values in $A$ belonging to the subcarriers in $S$ to the DFT bins in D. Using (5.11) and (5.12) the values of each of the elements in the matrix $\mathbf{P}$ are calculated. The elements in $\mathbf{P}$ are equal to 1 if $S_{l}=k+r M$ in case of the even columns and $S_{l}=-k+r M$ in case of the odd columns where $k$ is the row number and $0 \leq l<|S|$. The aliasing pattern $\mathbf{P}_{\mathrm{M} 1}$ corresponding to a sample rate of $M_{1} f_{o}=4 f_{o}$ is:

$$
P_{M 1}=\left(\begin{array}{llllllll}
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0  \tag{A.6}\\
0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 1
\end{array}\right)
$$

As described in Section III, the even columns in (A.6) contain information about the contribution of $A$ to $\mathbf{D}$ and the odd columns describe the contribution of $A^{*}$ to $\mathbf{D}$. To illustrate how the matrix $\mathbf{P}_{\mathbf{c}}$ links $A$ to $\mathbf{D}$ we use the second row of (A.6) in (5.10) resulting in :

$$
\begin{align*}
D_{M 1}[1]= & P_{M 1}[0] A_{0}+P_{M 1}[1] A_{0}^{*}+P_{M 1}[2] A_{1}+ \\
& P_{M 1}[3] A_{1}^{*}+P_{M 1}[4] A_{2}+P_{M 1}[5] A_{2}^{*}+  \tag{A.7}\\
& P_{M 1}[6] A_{3}+P_{M 1}[7] A_{3}^{*} \\
= & j 1-j 2+j 3=j 2
\end{align*}
$$

which matches $D_{M 1}[1]$ in (A.3).
The aliasing pattern $P_{M 2}$ corresponding to a sample rate of $M_{2} f_{o}=5 f_{o}$ is:

$$
P_{M 2}=\left(\begin{array}{cccccccc}
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0  \tag{A.8}\\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0
\end{array}\right)
$$

The combined pattern matrix $P_{c}$ is calculated by using (A.6) and (A.8) in
(5.15), resulting in:

$$
P_{c}=\left(\begin{array}{llllllll}
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0  \tag{A.9}\\
0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 \\
1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0
\end{array}\right)
$$

Calculating the left-inverse of $\mathbf{P}_{\mathbf{c}}$ results in $\mathbf{P}_{\mathbf{c}}^{\mathbf{- 1}}$ (rounded to second decimal in this example), which together with $\mathbf{D}_{\mathbf{c}}$ enables the reconstruction of the complex values $A$ (magnitude and phase) corresponding to the sub-carriers described by $S$. The reconstructed complex value vector $\mathbf{A}_{\mathbf{R}}$ using $\mathbf{P}_{\mathbf{c}}^{-\mathbf{1}}$ and $\mathbf{D}_{\mathbf{c}}$ can be calculated from (A.37).

## Appendix B

## IQ extension of the MRU algorithm

Conventional IQ demodulation systems already use two ADCs, one in each of the I and Q paths. This section will derive the algorithm such that MRU can be used in an IQ system. The system overview is given in Fig. B.1.


Figure B.1: MRU IQ system overview. The lowpass filters are only used to filter out the high frequency content and are not used as anti-aliasing filters.

The RF-input signal can be described by

$$
\begin{equation*}
x_{R F}(t)=\sum_{l \in L}\left(A_{l} e^{j 2 \pi\left(f_{c}+S_{l} f_{o}\right) t}+A_{l}^{*} e^{-j 2 \pi\left(f_{c}+S_{l} f_{o}\right) t}\right), \tag{B.1}
\end{equation*}
$$

where $f_{c}$ is the bandpass center frequency and $S_{l} \in \mathbb{Z}$. Down conversion by respectively $\cos \left(2 \pi f_{c} t\right)$ and $\sin \left(2 \pi f_{c} t\right)$ and filtering the up-conversion products
results in the baseband I and Q signals give by

$$
\begin{equation*}
x_{I}(t)=\sum_{l \in L}\left(A_{l} e^{j 2 \pi S_{l} f_{o} t}+A_{l}^{*} e^{-j 2 \pi S_{l} f_{o} t}\right) \tag{B.2}
\end{equation*}
$$

and $x_{Q}(t)=-j x_{I}(t)$.
Sampling the analog signals $x_{I}(t)$ and $x_{Q}(t)$ results in the two data-streams $d_{I}[n]$ and $d_{Q}[n]$. Performing a DFT on both $d_{I}[n]$ and $d_{Q}[n]$ results in the two dataset

$$
\begin{array}{r}
D_{I}[k]=\sum_{l \in L}\left(\sum _ { r = - \infty } ^ { \infty } \left(A_{l} \delta\left(S_{l}-k-r M\right)+\right.\right.  \tag{B.3}\\
\left.\left.A_{l}^{*} \delta\left(S_{l}+k-r M\right)\right)\right),
\end{array}
$$

which describe the elements of the complex DFT vectors $\mathbf{D}_{\mathbf{I}}$ and $\mathbf{D}_{\mathbf{Q}}$ and $D_{Q}[k]=-j D_{I}[k]$.

The matrix $\mathbf{P}_{\mathbf{I}}$ describing the aliasing pattern of the input signal to $\mathbf{D}_{\mathbf{I}}$ is equal to (5.11) and (5.12), since they both describe the in-phase aliasing pattern. The matrix $\mathbf{P}_{\mathbf{Q}}$ describing the quadrature aliasing pattern is derived from $D_{Q}[k]$ in a similar way as (5.11) and (5.12) are derived and is given by

$$
\begin{gather*}
P_{Q}[k, 2 l]=\sum_{r=-\infty}^{\infty} \delta\left(S_{l}-k-r M\right)  \tag{B.4}\\
P_{Q}[k, 2 l+1]=-\sum_{r=-\infty}^{\infty} \delta\left(S_{l}+k-r M\right) \tag{B.5}
\end{gather*}
$$

The matrices $\mathbf{P}_{\mathbf{c}}$ and $\mathbf{D}_{\mathbf{c}}$ are formed similar to (5.15) and (5.14) by combining $\mathbf{P}_{\mathbf{I}}$ with $\mathbf{P}_{\mathbf{Q}}$ and $\mathbf{P}_{\mathbf{I}}$ with $\mathbf{P}_{\mathbf{Q}}$ resulting in

$$
\mathbf{P}_{\mathbf{c}}=\left[\begin{array}{c}
\mathbf{P}_{\mathbf{I}}  \tag{B.6}\\
\mathbf{P}_{\mathbf{Q}}
\end{array}\right], \mathbf{D}_{\mathbf{c}}=\left[\begin{array}{c}
\mathbf{D}_{\mathbf{I}} \\
\pm j \mathbf{D}_{\mathbf{Q}}
\end{array}\right] .
$$

where the sign of $\mathbf{D}_{\mathbf{Q}}$ determines if the MRU algorithm should solve for the upper $(+)$ or lower sideband ( - ). The final reconstruction is analog to the conventional case by using (5.16).


Figure B.2: (a) RF-input spectrum. Measured spectra of the dual-band OFDM signal after down-conversion for a single symbol. (b) $4.86 \mathrm{MS} / \mathrm{s}$ DFT spectrum $\left(\left|D_{I}\right|^{2}\right)$ of the I-path. (c) $5.13 \mathrm{MS} / \mathrm{s}$ DFT spectrum $\left(\left|D_{Q}\right|^{2}\right)$ of the Q-path. (d) and (e) shows the zoom-in of the recovered signal with both the measured (solid line) and the ideal input (dash line).


Figure B.3: Simulated EVM due to gain and phase mismatch in an IQ system. The results are for both a conventional oversampled system and the proposed MRU algorithm. $A_{\epsilon}$ is the normalized gain mismatch (e.g. $10^{-2}=1 \%$ ) and the phase mismatch $\phi_{\epsilon}$ is normalized to $2 \pi$.

A simulation is performed to demonstrate MRU in an IQ system. Fig. B.2(a) shows the RF-input signal. It consists of two 1.5 MHz OFDM signals centred at 2.4 GHz and 2.4036 GHz . The RF signal is down-converted, filtered and sampled. Fig. B.2(b) and (c) shows the resulting DFTs $\mathbf{D}_{\mathbf{I}}$ and $\mathbf{D}_{\mathbf{Q}}$ of the sampled datastreams $d_{I}[n]$ and $d_{Q}[n]$. Finally Fig. B.2(d) and (e) show a zoom-in of the separately reconstructed bands with an overlay of the original input spectrum, demonstrating that the input and output spectra are equal.

Any mismatch between the I and Q paths degrades the accuracy of the signal demodulation, where commonly occurring mismatch in IQ systems are gain and phase mismatch. Fig. B. 3 shows the simulated results for the gain mismatch $A_{\epsilon}$ normalized to the ideal gain (e.g. $10^{-2}=1 \%$ ) and phase mismatch $\phi_{\epsilon}$ normalized to $2 \pi$ for both a conventional oversampled IQ system and the MRU algorithm. Compared to the conventional case the MRU algorithm degrades the EVM by 1 dB and 1.5 dB for phase and gain mismatch respectively. The degradation is independent on the amount of mismatch, where the degradation only depends on the condition number of the matrix $\mathbf{D}_{\mathbf{c}}$ (see section 5.5.1).

## Appendix C

## Characterization of harmonics in an RF-PA

Another use case for the MRU algorithm is the characterization of the harmonics of an RF-waveform to improve the reliability and pre-distortion in an RF-PA as mentioned in Section 5.1. The work in [74] uses 8 equally spaced samples over a single period of the RF-waveform, allowing characterization of the DC component and the first 3 harmonics. However, when the RFwaveform contains more harmonics aliasing will occur. Down-mixing with a square wave at $f_{o}$ results in the harmonics becoming indistinguishable, where mixing with a frequency offset can result in frequency pulling. To prevent aliasing the sample rate can be increased, but this would increase the system clock rate which might not be feasible at all times. MRU can increase the number of distinguishable harmonics by adding another sampler at a lower sample rate, such as 7 samples per period.

Fig. C. 1 (a) shows an RF-waveform with $f_{o}=2.5 \mathrm{GHz}$ and the resulting samples when sampling at rates of $20 \mathrm{GS} / \mathrm{s}\left(M_{1}=8\right.$, ' $\square$ ') and $17.5 \mathrm{GS} / \mathrm{s}\left(M_{2}=\right.$ $7,{ }^{\prime} \times$ '). Fig. C. 1 (b) and (c) show the aliased DFT spectra of the RF-input signal when sampling at $20 \mathrm{GS} / \mathrm{s}$ and $17.5 \mathrm{GS} / \mathrm{s}$ respectively. Fig. C. 1 (d) shows the RF-input spectrum (line) and the reconstructed RF-spectrum (o) using MRU. By using MRU the number of harmonics that can be characterized is increased from 3 to 6 . In contrast, a conventional system to characterize these harmonics would require a sample rate higher than $30 \mathrm{GS} / \mathrm{s}$.


Figure C.1: (a) Characterization of a $f_{o}=2.5 \mathrm{GHz}$ RF-waveform in an RF-PA. The ' $\square$ ' and ' $\times$ ' indicate the sampled signal for $M_{1}=8$ and $M_{2}=7$ respectively. (b) and (c) are the DFT spectra $\left|\mathbf{D}_{1}\right|^{2}$ and $\left|\mathbf{D}_{2}\right|^{2}$ for $M_{1}=8$ and $M_{2}=7$ samples per period respectively. (d) Input RF-waveform spectrum (line) and the reconstructed spectrum $\left|A_{R}\right|^{2}$ (०).
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