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Abstract
We apply the ionization region model (IRM) and the Orsay Boltzmann equation for electrons
coupled with ionization and excited states kinetics (OBELIX) model to study the electron
kinetics of a high power impulse magnetron sputtering (HiPIMS) discharge. In the IRM the
bulk (cold) electrons are assumed to exhibit a Maxwellian energy distribution and the
secondary (hot) electrons, emitted from the target surface upon ion bombardment, are treated
as a high energy tail, while in the OBELIX the electron energy distribution is calculated
self-consistently using an isotropic Boltzmann equation. The two models are merged in the
sense that the output from the IRM is used as an input for OBELIX. The temporal evolutions
of the particle densities are found to agree very well between the two models. Furthermore, a
very good agreement is demonstrated between the bi-Maxwellian electron energy distribution
assumed by the IRM and the electron energy distribution calculated by the OBELIX model. It
can therefore be concluded that assuming a bi-Maxwellian electron energy distribution,
constituting a cold bulk electron group and a hot secondary electron group, is a good
approximation for modeling the HiPIMS discharge.

Keywords: high power impulse magnetron sputtering, electron energy distribution function,
collisional-radiative model

(Some figures may appear in colour only in the online journal)

1. Introduction

When a magnetron sputtering discharge [1] is driven by high-
power unipolar voltage pulses applied to the cathode target at

∗ Author to whom any correspondence should be addressed.

low repetition frequency and low duty cycle [2, 3], while keep-
ing the average power about two orders of magnitude lower
than the pulse peak power [4], it is referred to as a high power
impulse magnetron sputtering (HiPIMS) discharge [2]. The
HiPIMS discharge is based on essentially the same apparatus
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as the dc magnetron sputtering (dcMS) discharge [1] except for
the addition of a pulser unit [3]. HiPIMS is an ionized physi-
cal vapor deposition technique that has been demonstrated to
deposit thin films with improved properties compared to thin
films deposited by dcMS. The improved thin film properties
have been related to a very high ionization fraction of the sput-
tered species [5–7], which is a consequence of a high electron
density [1, 2].

It is well established that low-energy ion bombardment has
a beneficial influence on the microstructure of the growing
film, as it enhances the adatom surface mobility [8, 9]. How-
ever, more important is the bombardment of the growing film
by ions of the film-forming material as they can eliminate film
porosity when depositing at low substrate temperatures since
they are primarily incorporated at lattice sites [6, 7]. Further-
more, the high ionization fraction of the film-forming material
allows for better control over the thin film growth, as it is possi-
ble to control the energy and direction of the sputtered species
by applying a substrate bias [3] and therefore tuning the thin
film material properties, such as hardness, surface roughness,
crystallinity, preferred orientation, refractive index, and resid-
ual stress [5–7, 10–13]. This is a significant advantage over
deposition by dcMS where the film-forming material consists
mainly of neutral species and the ions reaching the substrate
are mainly ions of the noble working gas [1].

In the case of low pressure, low temperature, partially ion-
ized plasma discharges, such as the HiPIMS discharge, the
electrons are generally not in thermal equilibrium with the
heavy species, and they are also often not in thermal equilib-
rium among themselves. In fact, it has been observed experi-
mentally that the bulk (<10 eV) electron energy distribution
function (EEDF) is either Maxwellian-like or bi-Maxwellian-
like, depending on the working gas pressure and spatial
location within the dcMS discharge [14, 15] and the HiPIMS
discharge [16, 17]. Furthermore, secondary electrons, created
by ion bombardment of the cathode target, are even more ener-
getic (> 100 eV), since they are accelerated across the cathode
sheath. It is of significant importance to determine, be able to
predict, and even control, the EEDF in the HiPIMS discharge,
as the electrons dictate the ionization processes for both the
working gas and the sputtered species and therefore determine
the discharge properties [18].

There have been a few attempts to model the HiPIMS dis-
charge using various approaches to treat the electron pop-
ulation [19]. The simplest approach is based on following
the sputtered and working gas species within the discharge,
referred to as the phenomenological material pathways model,
set forth by Christie [20], and later developed further by Vlček
et al [21, 22]. Using this model, the fraction of the target mate-
rial ions that return to the target and therefore do not contribute
to the deposited film, can be evaluated. Also, it provides rela-
tions between the applied target power density, the deposition
rate, and the flux of ions bombarding the growing film. This
modeling approach has turned out to be very important for
understanding the low deposition rate and various other issues
related to the operation of the HiPIMS discharge. However, in
this approach the electrons are not followed and no information
is gained on the properties of the electrons.

The ionization region model (IRM) is a volume-averaged,
time-dependent, plasma chemical model, that describes the
ionization region (IR) of the HiPIMS discharge [23, 24]. Using
this model, two main electron power absorption mechanisms
that drive the magnetron sputtering discharge, have been iden-
tified; sheath energization of secondary electrons and Ohmic
heating within the IR [25, 26]. The first power absorption
mechanism is due to the acceleration of secondary electrons
across the cathode sheath that forms between the cathode tar-
get surface and the IR. In dcMS operation, where the dis-
charge current at the cathode target surface is mostly carried
by Ar+ ions, sheath energization can exhibit significant contri-
bution for target materials with high secondary electron emis-
sion coefficientsγsee [26,27]. The sheath acceleration basically
injects high energy secondary electrons, emitted from the tar-
get due to ion bombardment, into the IR [28], just like in the
dc glow discharge that is maintained by the emission of sec-
ondary electrons [29]. However, the more important electron
power absorption mechanism in HiPIMS operation is usually
Ohmic heating of the electrons due to a potential drop that
develops across the IR (typically few tens of volts) [24–26, 30,
31]. In HiPIMS operation, singly charged ions of the sputtered
material typically exhibit γsee ≈ 0 [32], while bombardment
by Ar+ ions and doubly charged metal ions can contribute to
emission of secondary electrons. For HiPIMS operation, a sig-
nificant portion of the ions bombarding the cathode target are
ions of the sputtered species [18, 24]. The cathode potentials
in a HiPIMS discharge can go up to several hundred volts or
higher. Consequently, the energy of the secondary electrons
is significantly higher than the typical peak of the thermal-
ized component of the bulk electrons. These two very differ-
ent energy ranges are reflected, in the IRM, as two electron
energy distributions, describing a hot and a cold electron pop-
ulation. For simplicity, in the IRM, the bulk (cold) electrons are
assumed to exhibit a Maxwellian energy distribution, while the
secondary electrons appear as a high-energy tail [24]. Here we
explore how accurate this approximation is.

There are also attempts to study the EEDF in HiPIMS in
more detail using model approaches. Gallian et al [33] pre-
sented analytic calculations of the energy distribution func-
tion for the energetic electrons in the magnetron sputter-
ing discharge by describing them as an initially monoen-
ergetic beam that slows down through Coulomb collisions
with Maxwellian distributed bulk (cold) electrons, and through
inelastic collisions with neutrals. They provide an analytical
solution for the energetic part of the electron energy distribu-
tion that they claim can be used to calculate correction terms
for fluid descriptions of the electron species. Using particle-in-
cell Monte Carlo collision (PIC/MCC) simulations, the EEDF
can be calculated self-consistently along with spatial and tem-
poral variation of the various plasma parameters. However,
due to the timescales involved and the high electron densi-
ties, it remains challenging to apply PIC/MCC simulations to
the HiPIMS discharge [19], but a few attempts have been suc-
cessful, including both 2D [34] and pseudo-3D [35] PIC/MCC
simulation. Using a 2D PIC/MCC simulation, Revel et al [34]
observe an EEDF that is composed of at least two Maxwellian-
like distributions during the pulse. In fact, it is clear from these
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studies and the experimental findings discussed earlier that a
kinetic approach should be pursued to determine the EEDF
when modeling such a discharge.

This is addressed in the Orsay Boltzmann equation for
electrons coupled with ionization and excited states kinetics
(OBELIX) model, which is a volume-averaged collisional-
radiative model where the EEDF in a HiPIMS discharge is
calculated self-consistently solving an isotropic Boltzmann
equation [36]. It was originally developed as a collisional-
radiative model of an argon glow discharge [37–39] and later
modified to model a dcMS discharge in argon with a molyb-
denum target [36, 40], an Ar/O2 mixture with a chromium
target [41], and finally a HiPIMS discharge in argon with a
copper target [42]. For this work, we have thoroughly revised
OBELIX and added, in particular, a detailed description of
the argon energy levels, including excitation and de-excitation
reactions as well as radiative transitions between the energy
levels and ionization from each level.

Here, we merge OBELIX with the IRM to make use of the
self-consistent calculation of the EEDF. This allows us to com-
pare the results from the IRM with the results from OBELIX.
The IRM is described in section 2 and the OBELIX model is
described in section 3. The results from the two models, when
applied to a HiPIMS discharge in argon with a Ti target, are
demonstrated and compared in section 4. We compare the tem-
poral evolution of the various species and the energy cost of
ionization (COI), as well as the EEDF, resulting from these two
approaches. The main goal of this work is to assess if the loss
of accuracy by using the IRM is acceptable, given the gain in
computational time. The findings are summarized in section 5.

2. The IRM

2.1. General description

The IRM is a volume-averaged time-dependent plasma chemi-
cal model of the IR within the HiPIMS discharge [23, 24]. The
IR constitutes the brightly glowing plasma torus located next to
the target racetrack, that appears due to magnetic confinement
of the electrons. In the model, the IR is described as an annular
cylinder with outer radii rc2, and inner radii rc1, marking the
racetrack region, and length L = z2 − z1, extending from z1 to
z2 axially away from the target. Here z1 is the cathode sheath
thickness and z2 marks the extension of the IR (see e.g. figure 1
in Raadu et al [23]). The model assumes only volume-averaged
values of the electron, ion and neutral densities and the electron
temperature over the IR volume. The temporal development of
the plasma parameters is defined by a set of ordinary differen-
tial equations and the electron density is determined assuming
quasi-neutrality of the plasma discharge [24].

The IRM has been applied to study gas rarefaction and refill
processes [23, 43], the reduction in deposition rate [44], the ion
composition at the target surface [24], and the electron heat-
ing mechanism [25] in an argon HiPIMS discharge with an Al
target. For a Ti target, the ion composition at the target sur-
face [24], the temporal behavior of the argon metastable states
[45] and their role and importance in the ionization processes
[46], as well as the effect of shortening the pulse length on

the ionized flux fraction and deposition rate [47], have been
studied.

2.2. Fitting procedure

The IRM is semi-empirical and is constrained by experimental
data. First the model needs to be adapted to a physical dis-
charge (the geometry, the working gas, the working gas pres-
sure, working gas species, target material and target species,
sputter yields, and a reaction set for these species) [24]. Then
two or three parameters are adjusted such that the model
reproduces the measured discharge current and cathode volt-
age waveforms, ID(t) and VD(t), respectively [24]. The fitting
parameters are the potential drop across the IR, V IR, and the ion
back-attraction probability of the sputtered species βt. These
parameters are adjusted so that the current to the cathode tar-
get calculated in the model best reproduces an experimentally
determined discharge current. Recently, it has been demon-
strated how the measured ionized flux fraction of the sput-
tered species can be used to further constrain the model [48].
Together, the two constraints provided by the measured dis-
charge current waveform and the ionized flux fraction lock the
values for the discharge voltage that drops over the IR, V IR,
and the back-attraction probability of the sputtered species βt

[48]. The voltage that drops across the IR, V IR, accounts for
the Ohmic power transfer to the cold electrons. The discharge
voltage VD is therefore split between the cathode sheath and
the IR such that VD = VSH + V IR, where VSH is the voltage
drop across the cathode sheath. The other fitting parameter βt,
accounts for the back-attraction probability of the ions of the
sputtered species to the cathode target. The incorporation of
the back-attraction probability into the IRM was inspired by
the materials pathways model [44]. Sometimes (typically not
for metallic targets), a third adjustable parameter is needed,
the probability of return and recapture of secondary electrons
emitted from the target, caused by the magnetic field, and
denoted by r [49]. Note that the magnetic field was taken into
account in the IRM, albeit not directly but via the input of
the measured discharge current and voltage, which depend on
the magnetic field and therefore the modeled discharge prop-
erties such as species densities and fluxes in and out of the
IR. Comparison of the internal discharge parameters, the tar-
get species ionization probability αt and the target ion back-
attraction probability βt determined by the IRM and an ana-
lytical model using measured deposition rates and ionized flux
fractions show excellent agreement [31].

2.3. The reaction sets for IRM

Here, for this current study, we take argon as the working gas
and titanium as the cathode target material and use the IRM
to determine the time-varying density of the modeled species
(Ti, Ti+, Ti2+, Ar, Ar+, metastable species Arm, and hot and
cold electrons) within the IR as well as the time-varying fluxes
of these species in and out of the IR, e.g. from and to the
cathode target race track, and from and to the diffusion region.

The IRM is based on rate coefficients that are calcu-
lated using an assumed EEDF that constitutes cold and hot
electron groups each having a Maxwellian distribution. The
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Table 1. The reactions and rate coefficients used in the IRM for a discharge with argon as the working gas and titanium cathode target including both hot and cold electrons. The
rate coefficients are calculated assuming a Maxwellian EEDF and fit in the range Te = 1–7 eV for cold electrons and 200–1000 eV for hot electrons.

Reaction Threshold (eV) Rate coefficient (m3 s−1) Electrons Reference

(R1) e + Ar(3p6) → Ar+ + e + e 15.76
2.34 × 10−14 Te

0.59 e−17.44/Te Cold
[57]8 × 10−14 Te

0.16 e−27.53/Te Hot

(R2) e + Ar(3p6) → Ar(4s[3/2]2) + e 11.548
1.617 × 10−14T−0.8238

e exp(−14.1256/Te) Cold
[50]1.1397 × 10−22T2

e − 1.8975 × 10−19Te + 8.7910 × 10−17 Hot

(R3) e + Ar(3p6) → Ar(4s′[1/2]0) + e 11.723
2.86 × 10−15T−0.8572

e exp(−14.6219/Te) Cold
[50]1.8045 × 10−23T2

e − 2.9825 × 10−20Te + 1.357 × 10−17 Hot

(R4) e + Ar(4s[3/2]2) → Ar(3p6) + e
3.23 × 10−15T−0.8238

e exp(−2.578/Te) Cold Detailed
(1.1397 × 10−22T2

e − 1.8975 × 10−19Te + 8.7910 × 10−17)/5 Hot Balancing

(R5) e + Ar(4s′[1/2]0) → Ar(3p6) + e
2.86 × 10−15T−0.8572

e exp(−2.8989/Te) Cold Detailed
1.8045 × 10−23T2

e − 2.9825 × 10−20Te + 1.357 × 10−17 Hot Balancing

(R6) e + Ar(4s′[1/2]0) → Ar+ + 2e 4.21
1.143 56 × 10−13T0.2548

e exp(−4.4005/Te) Cold
[54, 55]1.5213 × 10−19T2

e − 2.9599 × 10−16Te + 1.8155 × 10−13 Hot

(R7) e + Ar(4s[3/2]2) → Ar+ + 2e 4.21
1.143 56 × 10−13T0.2548

e exp(−4.4005/Te) Cold
[54, 55]1.5213 × 10−19T2

e − 2.9599 × 10−16Te + 1.8155 × 10−13 Hot

(R8) e + Ti → Ti+ + e 6.837
2.8278 × 10−13Te

−0.0579 e−8.7163/Te Cold
[58, 59]1.1757 × 10−12Te

−0.3039 e−21.1107/Te Hot

(R9) e + Ti+ → Ti2+ + e 13.594
1.8556 × 10−14Te

0.4598 e−12.9927/Te Cold
[60]8.1858 × 10−12Te

−0.669 e−200.93/Te Hot
(R10) Ar+ + Ti → Ar(3p6) + Ti+ 1 × 10−15

(R11) Ar(4s′[1/2]0) + Ti → Ar(3p6) + Ti+ + e 3.2 × 10−15 [45, 61]
(R12) Ar(4s[3/2]2) + Ti → Ar(3p6) + Ti+ + e 3.2 × 10−15 [45, 61]
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Maxwellian population of the cold electrons constitutes the
majority of the electrons and therefore dictates the electron
density and sets the effective electron temperature in the few
eV range. To describe this, the IRM uses two sets of rate coeffi-
cients, one for a cold and another for a hot electron group. The
rate coefficients for the cold electrons are determined assum-
ing a Maxwellian EEDF and fit in the electron temperature
range 1–7 eV, and for the hot electrons, the EEDF is also
assumed to be Maxwellian and fit in the electron tempera-
ture range 200–1000 eV. These rate coefficients are applied
to the entire range in electron energy. The reaction set and
the rate coefficients here included in the IRM are mostly the
same as used in our earlier work on HiPIMS discharges with
a titanium cathode target [24, 45, 49]. However, a few modifi-
cations of the rate coefficients have been made, mainly regard-
ing the metastable argon atoms. The electron impact excita-
tion rate coefficients into the 4s levels of the argon atom are
calculated based on the cross sections from the IST-Lisbon
collection on LXCat [50] and discussed by Alves [51] and
Yanguas-Gil et al [52]. The cross sections originate from
the work of Khakoo et al [53]. The levels Ar(4s′[1/2]0), and
Ar(4s[3/2]2) (in Racah’s notation) are metastable and each
level is now included in the IRM as a separate species. The
electron impact ionization rate coefficient from the metastable
levels is calculated from the cross section measured by Dixon
et al [54] (see also Freund [55]). The cross sections used to
calculate the rate coefficients in the IRM are compared to
the cross sections used in OBELIX in appendix A. The rate
coefficients for electron impact de-excitation of the metastable
levels are calculated by applying the principle of detailed
balancing [56, section 8.5]. All the reactions and rate coeffi-
cients included in the IRM for this current study are listed in
table 1.

3. OBELIX

3.1. General description

OBELIX is a collisional-radiative model with an explicit treat-
ment of the electron kinetics using the Boltzmann equation. It
was originally developed to model an argon glow discharge
[37–39, 62] and then modified to model the IR of a dcMS
discharge [36, 40]. The model is based on solving the Boltz-
mann equation for the EEDF within the IR. Recently, OBELIX
has been adapted to model a HiPIMS discharge with argon as
the working gas and a copper cathode target [42]. This model
was earlier used to study the dependence of the EEDF on the
discharge parameters (discharge current, cathode voltage,
working gas pressure) in a dcMS discharge with a molyb-
denum cathode target [36]. The model has been thoroughly
revised for this current study. This includes adding tita-
nium to the reaction set and revising the argon reactions
and cross sections. In addition, a detailed description of the
argon energy levels is added [63]. The model is a volume-
averaged glow discharge model that takes into account all
relevant particle interactions including elastic, inelastic, super-
elastic, ionizing and Penning collisions as well as radiative
transitions.

In OBELIX, the EEDF is calculated self-consistently using
the isotropic Boltzmann equation [36, 64] to which the
corresponding collisional terms are added. The EEDF is there-
fore determined by solving the time-dependent Boltzmann
equation

∂ge(Ee, t)
∂t

= −∂Γe,en

∂Ee
− ∂Γe,ee

∂Ee
− ∂Γe,heat

∂Ee

+Re,exc +Re,iz + S − L, (1)

where ge(Ee, t)dEe is the number density of electrons having
an energy in the range [Ee, Ee + dEe] and ge(Ee, t) is the EEDF
expressed in m−3 eV−1 and t is time. The right-hand side
of equation (1) includes the partial derivatives of the elec-
tron flux along the energy axis. The electron flux is divided
into separate terms according to the contributing mecha-
nisms. The flux Γe,en is due to elastic electron–atom (elec-
tron–molecule) collisions, andΓe,ee is due to electron–electron
Coulomb collisions. Here, an electron flux term Γe,heat due to
Ohmic heating of the electrons is introduced. The heating rate
is imported from the IRM as described below (section 3.3).
The total electron flux along the energy axis Γe,total = Γe,en +
Γe,ee + Γe,heat therefore gives an explicit description for the
Boltzmann equation including the effects of Ohmic heating.
Contributions from inelastic collisions that include excitation
Re,exc and ionization Re,iz collisions, are represented by reac-
tion rates per unit energy. More details are given by Rock-
wood [64] and/or Bretagne et al [37, 38]. The time-dependent
Boltzmann equation (equation (1)) is discretized using the
Rockwood formalism [64] modified by Bretagne et al [38]
to incorporate electron energy intervals wi that grow in width
according to a geometrical series with a growth factor k as the
electron energy increases

wi+1 = kwi. (2)

This has the advantage of keeping the code efficient in particu-
lar for modeling discharges that exhibit a wide electron energy
range such as HiPIMS discharges.

OBELIX in its current version is not a stand-alone
code because it requires input represented by the terms in
equation (1). The total electron flux along the energy axis
gives the explicit form of the Boltzmann equation subjected
to a uniform field. Here, the IRM is used to determine Γe,heat

for the OBELIX treatment of equation (1). The Ohmic heat-
ing is a new feature in this current version of OBELIX. In
the discretized form, the minimum energy that electrons can
gain is the difference between the energy of the initial inter-
val and the energy of the next higher interval. Moreover, the
interval widths grow with increasing energy. The minimum
energy gain thus varies depending from which interval an elec-
tron comes from. This implies, that not all electrons can be
heated by a small amount, but rather a few electrons are heated
by the difference between two energy intervals. Therefore,
the total power that goes to Ohmic heating is distributed to
an appropriate number of electrons that are moved up one
energy interval. This is done so that the power to each elec-
tron interval is proportional to the number of electrons in

5
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Figure 1. Graphical representation of the IR modeled by the merged
IRM and OBELIX model. When using OBELIX, the bi-Maxwellian
electron energy distribution in the IRM is replaced by an explicit
treatment of the electron kinetics. In addition, the energy
COI-concept of the IRM model is replaced by representing the
neutral Ar atom with 65 individual and effective levels and the
neutral Ti level by one ground state and 9 excited levels. Arrows
indicate sputter, diffusion and kick-out processes in and out of the
IR. Note that the combined metastable levels (Ar(4s′[1/2]0) +
Ar(4s[3/2]2)) are denoted by Arm.

that interval. Only the electrons in the last interval remain
unheated.

The source term in equation (1) is to inject secondary elec-
trons into the IR. The secondary electrons emitted from the
cathode are accelerated across the cathode sheath, which is
assumed to be non-collisional, and the energy gain is taken
to be roughly eVSH [40]. The source term S(Ee) corresponds
to the secondary electron current Isee entering per unit volume
and is given as

S(Ee) = G(Ee)Isee
1

eVIR
, (3)

where G(Ee) is the energy distribution of the secondary elec-
trons and VIR is the volume of the IR. In this study, the
energy distribution G(Ee) = 1 at the energy corresponding to
eVSH, and 0 everywhere else. The loss term L in equation (1)
arises from the application of the quasi-neutrality condi-
tion and is therefore dependent upon the ionic diffusion rate
(see section 3.3).

3.2. The reaction sets for OBELIX

The current version of OBELIX uses a simplified argon model
described by Vlček and Pelikán [65] which has been used by
several authors for modeling argon discharges [63, 66–69].
This current argon model is based on earlier works by Drawin
and Katsonis [70], and contains overall 65, individual and
effective argon levels, grouped according to their core quan-
tum number jc = 1/2 (primed system) and 3/2 (unprimed sys-
tem). In that model, electron impact excitation cross sections
from the ground state and from the excited states are based on

Figure 2. The measured discharge current and voltage waveforms
recorded for the magnet configuration C0E0 by Hajihoseini et al
[80]. The argon working gas pressure was set to 1 Pa and the
cathode target was made of titanium and had a 4 inch diameter. The
pulse width was 100 μs and the average power 300 W. The dashed
vertical lines indicate the moments at which the electron energy
probability functions (EEPFs) in figure 5 are recorded.

semi-empirical cross sections in the form of analytical expres-
sions, given by Drawin [71] for allowed, parity-forbidden and
spin-forbidden transitions. The cross sections are calculated
using the Born–Bethe formalism [72, 73], which is empir-
ically modified at low impacting electron energy. The elec-
tron impact cross sections among the 65 levels of the argon
atom for energies ranging from thresholds up to the relativis-
tic domain are included in the model. These cross sections
are determined from fitting parameters αA

i j and βi j, for tran-
sition between levels i and j, for optically allowed transitions
(Δl = ±1,ΔJ = 0,±1 except J = 0 → J = 0),

σe
ij(U ji) = 4πa2

0

(
EH

iz

E ji

)2

αA
ij f ij

U ji − 1
U2

ji

ln

(
5
4
βijU ji

)
, (4)

from fitting parameters αP
ij for parity-forbidden transitions

(Δl �= ±1),

σe
ij(U ji) = 4πa2

0α
P
ij

U ji − 1
U2

ji
, (5)

and from fitting parameters αS
i j for spin-forbidden transitions

(ΔJ �= 0,±1 including J = 0 → J = 0),

σe
ij(U ji) = 4πa2

0α
S
ij

U ji − 1
U2

ji
, (6)

where U ji = Ee/E ji is the reduced kinetic energy of an elec-
tron, Ee is the electron kinetic energy, E ji = E j − Ei, a0 is the
first Bohr radius,EH

iz is the ionization energy of the ground state
hydrogen atom, and f ij is the absorption oscillator strength
[68, 71, 74]. The fitting parameters for the electron impact
excitation cross sections are taken from Vlček’s original work
[65] with the following exception: for electron impact tran-
sitions from ground state to excited states up to the effective
level (6d, 8s) (energy level Ei = 15.347 eV) and from the
four 4s levels to up to the effective level 5p′ (energy level
Ei = 14.690 eV), fitting parameters from a recent re-evaluation
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of the Drawin cross sections are used [68]. A comparison
of electron impact excitation cross sections to the metastable
states from Vlček [63] and Bultel et al [68] and the cross
section used in the IRM [52] is given in appendix A. Elec-
tron impact collisional de-excitation for all forward reactions
is considered by applying the principle of detailed balancing
[56, section 8.5]. Optical de-excitation is considered based
on tabulated Einstein coefficients by Drawin and Katso-
nis [70] and we use the adopted tabulated data that was
used in Vlček’s original model [63]. Excitation of Ti to
the first 9 excited states are included based on estimated
cross sections as discussed elsewhere [49], de-excitation cross
sections are calculated based on the principle of detailed
balancing.

Similarly, electron impact ionization of argon is taken into
account from the ground state and the remaining 64 excited
states. Following Vlček’s approach [63], we use the semi-
empirical cross sections for argon ionization from level i
developed by Drawin [71, 74, 75]

σe
iz,i(Uiz,i) = 4πa2

0

(
EH

iz

Eiz,i

)2

ξiαi
Uiz,i − 1

U2
iz,i

ln

(
5
4
βiUiz,i

)
, (7)

where Eiz,i = Eiz − Ei, Uiz,i = Ee/Eiz,i and ξi is the number
of energetically equivalent electrons in shell i (ξi = 6 for
i = 1 and ξi = 1 for i > 1). We use the fitting parame-
ters αi and βi from Vlček [63]. For 1 � i � 11, where i = 1
is the argon ground state). For i � 12 the values αi = 0.67
and βi = 1 are used. In appendix A, the electron impact ion-
ization cross sections used in OBELIX from Vlček [63] are
compared to the electron impact ionization from ground state
argon experimentally determined by Straub et al [76], and
from the metastable argon states experimentally determined
by Dixon et al [54]. Note that since l = 1 and s = 1/2 for
the unpaired electron in the core, the core quantum number
can have two possible values: jc = l + s = 3/2 and jc = l −
s = 1/2 [77]. Therefore, the two ionization limits have slightly
different energies. The first core configuration ( jc = 3/2),
also referred to as ‘nonprimed’ subsystem, has an ionization
limit Eiz = 15.760 eV and the second one ( jc = 1/2), referred
to as the ‘primed’ subsystem has an ionization limit
E′

iz = 15.937 eV [70]. Consequently, the ionization energy
threshold from both the metastable levels is 4.21 eV.

Electron-electron and elastic electron–neutral collisions are
taken into account using the formalism developed for non-
equal electron energy intervals by Bretagne et al [38] which is
based on the work of Rockwood [64]. The elastic electron–Ar
cross section used here is a fit given by Bretagne et al [38] to
experimental data from Frost and Phelps [78].

The cross section for electron impact ionization of the
titanium atom from the ground state is based on the cross
sections from Bartlett and Stelbovics [59], and for the electron
impact ionization reaction e + Ti+ → Ti2+ + 2e, the cross
section is taken from Diserens et al [60]. The cross sections for
Penning ionization Ar(4s′[1/2]0) + Ti → Ar(3p6) + Ti+ + e
and Ar(4s[3/2]2) + Ti → Ar(3p6) + Ti+ + e are taken into
account using a constant rate coefficient of 3.2 × 10−15 m3 s−1

as discussed by Stancu et al [45] and based on Riseberg

et al [61]. Incorporation of electron impact excitation of Ti is
included based on earlier work [49]. Electron impact excitation
of Ar+ is neglected as the densities remain more than one order
of magnitude below the Ar ground state density as discussed in
Section IVB. Nonresonant charge transfer Ar+ +Ti→Ar(3p6)
+ Ti+ is included using a rate coefficient 1 × 10−15 m3 s−1

[49].

3.3. Merging of IRM and OBELIX

In the current version, the OBELIX model is merged with the
IRM (section 2). In that way, the strengths of each model are
combined: OBELIX provides an exact treatment of the elec-
tron kinetics, while the IRM provides the magnetron sput-
tering discharge-specific effects and mechanisms, including
plasma surface interactions and electron power absorption
mechanisms. The merging of the IRM and OBELIX is shown
schematically in figure 1. The main change by incorporat-
ing OBELIX is that the rate coefficients used in the IRM
are replaced by rate coefficients that are calculated using the
EEDF, which is obtained by solving the Boltzmann equation.
In that way a cross-calibration of the models is possible. This
includes exploring the assumptions and approximations, such
as, but not limited to, the approximation of the EEDF by two
Maxwellian distributions applied in the IRM [24] and its influ-
ence on the temporal development of the particle densities.

For the merged model, we take the particle fluxes in and
out of the IR from the IRM and use these as input to OBELIX.
This includes the Ar+, Ti+ and Ti2+ ion flux out of the IR
towards the cathode and the flux of neutral atoms, Ti, ArW

and ArH, as well as secondary electrons into the IR from the
cathode. Here, ArH denotes hot argon atoms in the ground
state, which return from the target immediately after the argon
ion impact event, with a typical sputter energy of a few eV,
and ArW denotes warm argon atoms in the ground state that
are assumed to be embedded in the target at the location of
ion impact, and then return to the surface and leave with the
target temperature, at most 0.1 eV [49, 79]. Out-diffusion of
film-forming species (Ti, Ti+ and Ti2+) and Ar working gas
species (Ar, Ar+, ArH, ArW, Ar(4s′[1/2]0), Ar(4s[3/2]2)) are
similarly taken from the IRM. The combined metastable lev-
els (Ar(4s′[1/2]0) + Ar(4s[3/2]2)) are denoted by Arm. Finally,
Ar diffusion into the IR to refill the volume is also taken from
the IRM. The electron diffusion rate out of the IR is calcu-
lated within OBELIX to obey charge neutrality. Cross sections
for volume reactions are used to calculate the electron impact
rate coefficients as the EEDF is known. The volume reaction
rates, i.e. excitation and ionization of Ar and Ti are then cal-
culated by OBELIX based on the heavy species densities..
Penning collisions and charge exchange collisions are simi-
larly taken into account based on the heavy species densities
in the OBELIX volume. The electron-electron interaction as
well as the electron-neutral interaction are treated in OBELIX
as described earlier. Energization of electrons is determined
by taking the energy flux of each of the two electron power
absorption channels from the IRM. These time-varying fluxes
are injected into the OBELIX discharge model at the correct
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moment in the pulse. The total power that goes to Ohmic heat-
ing is distributed over the energy intervals proportional to the
electron density in each interval. The electron flux Γe,heat is
then determined by the number of electrons that are moved
up one energy interval using that part of the distributed total
power of Ohmic heating that is deposited in the energy inter-
val. The numerical procedure implements the additional term
∂Γe,heat/∂Ee in equation (1) for the electron flux in energy due
to Ohmic heating and is described in section 3.1. A comparison
is made between the results from the IRM and the results from
the merged IRM and OBELIX. The latter we refer to simply
as results from OBELIX.

4. Results and discussion

4.1. Discharges and model inputs

To investigate the EEDF in a HiPIMS discharge and compare
the assumed EEDF used in the IRM to the EEDF calculated
self-consistently in the OBELIX model, we select one of the
discharges that was analyzed experimentally by Hajihoseini
et al [80, 81] and was already modeled using the IRM by
Rudolph et al [31, 47]. This discharge was operated with argon
working gas at 1 Pa using a 4 inch (102 mm diameter) Ti cath-
ode target. The ionized flux fraction Fflux and the deposition
rate were measured at 30 mm above the racetrack using a grid-
less ion meter [82]. For details on the experiments and the mag-
netic field topology, see Hajihoseini et al [80]. The discharge
was generated using a magnetic field configuration denoted
C0E0 [80], which indicated that both the center and edge mag-
nets sit next to the back of the cathode target and give the
highest magnetic field strength (parallel to the target surface)
in the cathode target vicinity just above the target racetrack.
The time-averaged power to the discharge was maintained at
300 W, the pulse length 100 μs, and the pulse repetition fre-
quency was f = 54 Hz. The measured discharge current and
voltage waveforms recorded for this magnet configuration are
shown in figure 2.

For the present work, the IRM is updated after a thorough
re-evaluation of cross sections, which leads to the substitution
of cross sections involving the two metastable levels, reactions
(R2)–(R7) in table 1 (see section 2.3). The revised model is run
using a well-established fitting procedure [24, 48]. This gives
slightly different values for the potential V IR that drops over the
IR and the target ion back-attraction factor βt,pulse, compared
to the values published earlier by Rudolph et al [47]. Table 2
summarizes the measured values and the IRM fitting parame-
ters relevant for this current study. Similar to the earlier studies
by Rudolph et al [31, 47], the electron recapture probability r
is set to 0.7.

The particle fluxes in and out of the IR from the constrained
IRM are then used as an input to OBELIX, where the volume
reaction rates are recalculated using the explicit treatment of
the electron kinetics, as well as the temporal evolution of the
particle densities. The EEDF is discretized using non-equal
energy intervals [38] between 0 eV and a value above the
energy that corresponds to the sheath voltage eVSH. The sec-
ondary electrons are injected into the discharge volume at an

Table 2. The measured discharge parameters from Hajihoseini et al
[80], the IRM fitting parameters [31], and the energy discretization
parameters for OBELIX.

IRM
ID,peak (A) 41
VD (V) 510
V IR/VD 0.099
βt,pulse 0.89
Fflux 0.17

OBELIX
Ee (eV) 0–481
Number of intervals 340
Smallest interval energy (eV) 1
Initial ne0(m−3) 1016

Initial Te0 (eV) 0.5

energy close to the energy corresponding to the sheath voltage
VSH = VD × (1 − V IR/VD). The cathode potential is 510 V for
the peak discharge current of 41 A [80]. The sheath voltage
is therefore VSH = 510 V ×(1 − 0.099) = 460 V. The energy
interval width is 1 eV for the first electron energy interval
(0 to 1 eV) and grows larger with increasing energy accord-
ing to equation (2), until it reaches a width of close to 2 eV for
the last energy interval at the highest energy considered.

To initiate the discharge (at t = 0 s), the IRM requires
the presence of some seed charge carriers. The initial condi-
tions for the cold electron temperature and density are chosen
Tec,0 = 0.5 eV and nec,0 = 1016 m−3, respectively. The ini-
tial hot electron density is chosen to be neh,0 = 103 m−3. For
OBELIX a similar seed charge density is chosen. The initial
cold electron population is a Maxwellian distribution with a
density of 1016 m−3 and electron temperature of 0.5 eV, while
no hot component is included initially. Note that the shape of
the initial EEDF has no influence on the shape of the EEDF at
a later stage. However, it has an influence on the computational
time, which is why we choose a Maxwellian distribution as an
initial EEDF.

In the merged model, OBELIX calculates the volume reac-
tion rates while the fluxes in and out of the IR are taken from
the IRM. Flux here refers to diffusion, kick-out, and sputter-
ing involving the species Ti, ArH, ArW, Arm, Ar+, Ti+ and
Ti2+. This could lead to an accumulation or depletion of cer-
tain species from slightly different volume production rates in
OBELIX and the IRM, that could, over time, lead to substan-
tial differences in density. In order to avoid this, for the merged
model, we adopt the flux from the IRM according to

Rk,OBELIX(t) =
nk,OBELIX(t)

nk,IRM(t)
Rk,IRM(t), (8)

where Rk(t) is the flux of species k at time t out of or into the
IR [24] and nk(t) is the volume-averaged density of species
k at time t. The adaption of the diffusion and kick-out rates
out of the IR is only a small adoption. This can be seen from
figure 3 which shows that the OBELIX densities remain within
an interval of ±40% of the IRM densities at the end of the
pulse.
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Figure 3. The temporal density evolution of the principal (a) argon
working gas species and (b) sputtered titanium species during a
pulse calculated from the IRM (full lines) and OBELIX (symbols)
for a discharge with 4 inch titanium target operated at 1 Pa with a
peak current of ID,peak = 41 A. The hatched area at the beginning of
the pulse (t < 5 μs) indicates a lack of precision for both models.

Excited Ar and excited Ti species are not explicitly mod-
eled in the IRM. Their diffusion rates and kick-out rates are
calculated according to

Rk,OBELIX =
nk,OBELIX(t)

nl,IRM(t)
Rl,IRM, (9)

where nl,IRM(t) and Rl,IRM are the density and diffusion rate
of an excited species from the IRM (e.g. Ar(4s′[1/2]0) etc),
respectively, and k stands for excited species of argon or
excited species of titanium from OBELIX.

4.2. Comparison between the IRM and the OBELIX model

Figure 3(a) shows the temporal evolution of the density
of the argon working gas species Ar(3p6), Ar(4s[3/2]2),
Ar(4s′[1/2]0), and Ar+, during the discharge pulse, calculated
by the IRM and by the OBELIX model. The first 4 μs are
dashed in the figure to indicate uncertain data. This data is
questionable as the OBELIX results depend on the IRM, which

Figure 4. The population density evolution of the Ar excited species
from the OBELIX calculations for a discharge with a 4 inch
titanium target operated at 1 Pa with a peak discharge current of
ID,peak = 41 A.

is believed to not yield reliable results at an early stage of the
pulse. This is due to the seed density of electrons at the pulse
start which is required for running the IRM. The seed density
remains a significant part of the modeled electron density in the
initial stages of the pulse. By varying the seed density in the
range 1015 − 1016 m−3 we find that the model has converged
at around 4 μs in the sense that the result is independent of
the seed value. Therefore, the first few μs are uncertain (the
hatched area in figures 3, 4, 6 and 7) (see also Raadu et al
[23]). In general, there is a very good match for the temporal
behavior of all species between the two models. However, the
argon metastable densities exhibits a much faster rise in the
beginning of the pulse as well as a slightly faster drop towards
the end of the pulse in OBELIX results compared to the IRM
results. Keep in mind that the treatment of the excited levels
is significantly more detailed in the OBELIX than in the IRM.
Figure 3(b) shows the temporal evolution of the density of the
sputtered species Ti, Ti+, and Ti2+. The comparison between
the results from IRM and OBELIX reveals an excellent match
for most of the species, except that the Ti+ and Ti2+ ion den-
sities are slightly lower in the OBELIX results 20–70 μs into
the pulse.

Figure 4 shows the temporal evolution of the population
densities of the excited argon species for the discharge cal-
culated by the OBELIX model. The fastest rise in densities
is experienced by the two metastable levels Ar(4s[3/2]2) and
Ar(4s′[1/2]0) as found earlier experimentally using tunable
diode-laser absorption spectroscopy [45]. At the beginning
of the pulse, the electron density is still low, so both argon
metastable levels lack a loss channel at this stage of the pulse.
As the electron density rises, electron impact excitation to
higher levels and ionization reduces the argon metastable den-
sity after an initial peak at around 10 μs. The highest popu-
lation densities are observed for the argon metastable levels
4s[3/2]2 and 4s′[1/2]0. They are followed by the (4p[3/2]1,2 +
4p[5/2]2,3) and the 4p[1/2]1 levels. This is no surprise as the
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Figure 5. The EEPF at different times in the discharge pulse (pulse initiation (5 μs), current rise (30 μs), and plateau region (80 μs)) for a
discharge with a 4 inch titanium target operated at 1 Pa with peak discharge current of ID,peak = 41 A. The (a) full energy range, (b) the
low-energy electron range, and (c) the high-energy electron range. Note that the combined 4s levels (Ar(4s[3/2]2), Ar(4s[3/2]1),
Ar(4s′[1/2]0) and Ar(4s′[1/2]1)) are denoted by Ar(4s).

effective level contains two individual levels that have quasi-
metastable character (mostly transitions to the metastable 4s
levels) and the individually modeled level is a quasi-metastable
level as well [83].

Figure 5 shows the electron energy probability function
(EEPF) determined by OBELIX and calculated based on the
assumption of a bi-Maxwellian distribution in the IRM. The
EEPF is defined as gp(Ee) = E−1/2

e ge(Ee) where ge(Ee) is the
EEDF. For a Maxwellian distribution ln(gp(Ee)) is linear with
Ee. The EEPF is shown at three different times during the pulse:
initiation (t = 5 μs), current rise (t = 30 μs), and finally
close to the end of the pulse (t = 80 μs), as indicated on
the discharge current and voltage waveforms in figure 2. The
EEPF absolute value increases, with increased electron den-
sity as the pulse evolves. Most of the electrons can be found
at low energy. This is where the hot electrons pile up after
they have lost most of their energy in both elastic and inelas-
tic collisions. At 5 μs into the pulse, the low energy part of
the EEPF determined by OBELIX exhibits a Druyvesteyn-
like distribution, which is an indication of elastic collisions
between electrons and neutral atoms or Ohmic electron heating
within the discharge. A Druyvesteyn distribution is shown in
figure 5(b) for comparison. As time evolves, the cold electron
population develops into a more Maxwellian-like distribution.
This is in agreement with experimental findings for the low
energy part of the EEPF, when measured with Langmuir probe.
The measured EEPF has been observed to be Druyvesteyn-
like early in the pulse and become more Maxwellian-like as
time evolves in discharges with tantalum [16] and copper [17,
84, 85] targets. At high electron densities, electron-electron
Coulomb collisions are an important energy transfer mech-
anism that leads to equalization of the electron distribution
temperature. At higher electron energy, a plateau-like high
energy tail appears. At 30 and 80 μs into the pulse the low
energy part has developed an almost linear decrease in elec-
tron density with increased electron energy, indicating that this
part is closely following a Maxwellian-like distribution. The

high energy tail remains present throughout the pulse. Further-
more, secondary electrons are accelerated across the cathode
sheath and enter the IR with an energy that corresponds to the
sheath voltage eVSH = 460 eV. These electrons show up as
a peak in the electron density at around 460 eV in the EEPF
calculated by OBELIX. Note that for a well established dis-
charge, this peak represents about 10−5 to 10−4 in relative
density compared to ‘cold’ electrons. These high-energy elec-
trons cool down through collisions with neutral species and
eventually become thermalized with the colder electron pop-
ulation. The most energetic electrons lose their energy largely
in collisions with the abundant argon ground state, which is
why a second peak shows up at ∼12 eV below the energy at
which the electrons are injected. These ∼12 eV correspond to
the first excitation energy of the argon ground state, to the 4s
levels (11.548–11.828 eV).

Besides this feature at the high-energy end of the dis-
tribution function, the EEPF calculated by OBELIX can be
separated into two parts, which both show an almost linear
decrease with increased electron energy, but with different
slopes. The comparison shows a very good agreement between
the EEPF calculated from the Boltzmann equation and the
two Maxwellian distributions used in the IRM, in particu-
lar close to the end of the pulse at t = 80 μs. At low ener-
gies, there is an almost perfect match between the two EEPFs.
At medium energies (∼30–60 eV) the IRM-assumed EEPF
slightly overestimates the electron population, while at ener-
gies around eVSH, the high energy peak is missing in the IRM
assumption. At this electron energy the IRM-assumed EEPF
underestimates the electron density by more than one order of
magnitude.

Figure 6 shows the temporal variation of the electron
impact excitation and ionization reaction rates from the IRM
for hot and cold electrons and the reaction rates calculated
by OBELIX. All the reaction rates involving electrons in
OBELIX are calculated from cross sections using the self-
consistently determined EEDF. Overall, the electron impact
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Figure 6. The temporal variation of the reaction rates (a) for
electron impact excitations to the metastable argon level from
ground state, (b) for electron impact ionization from the metastable
argon levels, (c) for electron impact ionization from the ground state
argon atom, and (d) for electron impact ionization of the titanium
atom and Ti+ to create Ti2+. The panels compare the reaction rates
used by the IRM (full and dashed lines) for hot and cold electrons
and the rate coefficients calculated by OBELIX (crosses). Note that
the combined metastable levels (Ar(4s[3/2]2) and Ar(4s′[1/2]0)) are
denoted by Arm.

Figure 7. The temporal variation of the COI for the production of
Ar+ ions during the pulse for the discharge with peak discharge
current ID,peak = 41 A. The blue curve shows the results from
OBELIX. The red curve is the COI used in the IRM properly
weighted with the relative ionization reaction rates from the cold
and the hot electron population.

Figure 8. Fractional loss of electron energy by electron impact,
elastic collisions, excitation and ionization as a function of electron
energy calculated by OBELIX 80 μs into the pulse. The loss
processes are electron elastic collisions (red), electron impact
excitation to the argon metastable states (orange), electron impact
excitation to other excited argon levels (green), electron impact
ionization from the higher excited levels (purple) and electron
impact ionization from the ground level (blue). To demonstrate the
energy discretization used in OBELIX, the second and third energy
intervals are indicated. Note that the loss to the excitation of the
argon atom is a net loss corrected for the energy gain from argon
collisional de-excitation.

reaction rates for the cold electrons in the IRM show excellent
agreement with the electron impact reaction rates calculated
by OBELIX using the EEDF from the self-consistent calcula-
tions. The electron impact reaction rates for excitation to the
metastable argon levels calculated by OBELIX are slightly
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Figure 9. The variation of the ionization rate with electron energy
for argon and titanium calculated by OBELIX at a time t = 80 μs
into the pulse.

higher than the ones used by the IRM for the cold electron
group as seen in figure 6(a). The reaction rates for excita-
tion to the metastable argon levels by hot electrons are much
smaller than for cold electrons. The reaction rates for electron
impact ionization from the metastable argon levels calculated
by OBELIX match well with the reaction rates for the cold
electron group used by the IRM, while the reaction rates for
hot electrons are much lower as seen in figure 6(b). The reac-
tion rate for electron impact ionization from the argon ground
state calculated by OBELIX is somewhat higher than the reac-
tion rate from the IRM for cold electrons, in particularly later
in the pulse, as shown in figure 6(c). The reaction rates for
electron impact ionization of argon from the ground state by
hot electrons used in the IRM are similar to those for the cold
electrons showing the importance of hot electrons for ioniza-
tion. The reaction rates for electron impact ionization from the
Ti ground state calculated by OBELIX show excellent agree-
ment with the reaction rates used by IRM for cold electrons.
The reaction rates for electron impact ionization of Ti+ to cre-
ate Ti2+ calculated by OBELIX show excellent agreement for
most of the duration of the pulse except towards the end where
it is slightly lower than the rate coefficients used by the IRM for
cold electrons as seen in figure 6(d). Note that in all cases the
hot electrons contribute much less to the overall reaction rate
than the cold electrons with the exception of electron impact
ionization from ground state argon, where the ionization rates
from the cold and the hot electron groups are almost equal.

4.3. The energy COI

The concept of collisional energy loss per electron–ion pair
created, or the energy COI, is often used to calculate the ion-
ization rate in a low temperature plasma discharge from a lim-
ited reaction set [49]. Since typically ionization takes place
along with electronic excitation and electron scattering, the
energy cost for each ionization event is larger than simply the
ionization threshold energy. COI represents the total energy
spent by energetic electrons to create an electron–ion pair.

COI varies depending on the effective electron temperature
associated with the assumed electron energy distribution. Fur-
thermore, the COI is treated in different ways in the IRM and
OBELIX. In the IRM, the EEDF is approximated using two
Maxwellian distributions, which is why the IRM includes two
parts of the COI function, one for low energy electrons (elec-
tron temperature range 1–7 eV) and another for high electron
energies (electron temperature range 200 to 1000 eV). Further-
more, the COI used in the IRM assumes only electron impact
excitation and ionization from the ground state atom. For com-
parison, the COI in OBELIX is obtained from cross sections
using the EEDF that is calculated self-consistently. The calcu-
lation takes into account electron impact excitation and ion-
ization from the ground state and all the excited levels of the
argon atom as well as elastic collisions with neutral argon. The
COI per electron-ion pair created E (X)

c , is given as [56]

E (X)
c =

∑
i
E (X)

iz,i k(X)
iz,i +

∑
i

∑
j
E (X)

exc, jik
(X)
exc, ji + k(X)

el
3me
m(X) Te

∑
i

k(X)
iz,i

, (10)

where E (X)
iz,i is the ionization energy of species X from the

ground state and the various excited levels i. E (X)
exc, ji and k(X)

exc, ji
are the excitation energy and rate coefficient for the ith exci-
tation process of species X from level j, respectively, k(X)

el is
the elastic scattering rate coefficient of species X, me is the
electron mass and m(X ) is the mass of species X. Here, we com-
pare the temporal variations of the COI for the creation of Ar+

ions used in the IRM, that was calculated prior to the run [49]
and the evolution of the COI during the pulse calculated by
the OBELIX model in figure 7. The COI for argon from the
OBELIX calculation peaks at the beginning of the pulse and
then falls and approaches 37.9 eV well into the pulse as seen
in figure 7. For comparison we show the COI used in the IRM
weighted for cold and hot electrons. It has the value 33.0 eV
for most of the pulse duration. Note however that the value of
the COI before 4 μs is questionable as discussed above. In gen-
eral, the COI for Ar considered in the IRM and calculated by
OBELIX match very well between the two models.

Figure 8 shows the fractional electron energy loss to the
various processes, electron impact elastic collision electron
impact excitation and electron impact ionization versus the
electron energy for argon determined by the OBELIX model.
Note that this diagram shows the electron energy loss 80 μs
into the pulse. It therefore considers the loss on Ar with pop-
ulated energy levels. As a result, electrons with energies as
low as few tens of meV can contribute to further excitation
of the argon atom as the higher levels of this atom are closely
spaced in energy. This is different from the COI calculation
used in the IRM which considers only electron impact exci-
tation from the ground state (see e.g. Lieberman and Lichten-
berg [56, section 3.5]). At 4 eV, multi-step ionization from the
metastable levels starts to make a contribution, but its contribu-
tion to the electron energy loss in that energy interval is small
or up to 1.6% while at around 10 eV its contribution is up to
35%. At 15.76 eV, ionization from the ground state sets in and
its role increases with increased electron energy. At 100 eV,
it takes roughly 85% of the electron energy loss. The COI for
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Figure 10. Comparison of electron impact excitation cross sections used in OBELIX and the IRM from the ground state Ar(3p6) to the (a)
metastable level Ar(4s[3/2]2) and to the (b) metastable level Ar(4s′[1/2]0) and a comparison of the electron impact ionization from the (c)
metastable levels Ar(4s[3/2]2) and Ar(4s′[1/2]0), and (d) the ground state Ar(3p6). Note that the combined metastable levels (Ar(4s′[1/2]0) +
Ar(4s[3/2]2)) are denoted by Arm.

high-energy electrons is always lower compared to the COI for
low-energy electrons. This is because at low electron energy, a
significant portion of the energy goes to excitation and elastic
collisions (figure 8). Therefore, taking only electrons at a high
energy of >50 eV, the COI is very close to the actual ioniza-
tion energy for the ground state argon atom. This is one of the
reasons why the HiPIMS discharges become more efficient at
higher discharge currents [86, 87].

A comparison of ionization rates from argon and titanium
is shown in figure 9. While high energy electrons are most effi-
cient in ionizing argon, the highest ionization rate is still pro-
duced by low energy electrons. This is due to the much higher
electron densities at low energies compared to high energies
(figure 5). The ionization rate from all argon levels as a func-
tion of electron energy is shown in figure 9. The ionization rate
peaks at 20.9 eV for argon, which lies between the maximum
of the ionization cross section and the maximum of the EEDF.
A second smaller peak is situated at 7.5 eV, which lies between
the maximum of the ionization cross-section from from the
argon metastable levels and the maximum of the EEDF. The

ionization rate falls from its peak value with increasing elec-
tron energy but peaks again at an energy corresponding to the
sheath potential eVSH. For comparison, the ionization rate of
titanium is shown in figure 9 as well. It peaks at 11.6 eV, an
energy between the maximum of the ionization cross section
and the maximum of the EEDF. At this energy, the ionization
rate of titanium is higher compared to that of argon. Overall,
however, the ionization rate of titanium remains well below
that of argon. Just as for argon, also for titanium, a peak in
ionization rate is observed at an energy corresponding to the
sheath potential eVSH. Although the ionization rate has a maxi-
mum at low electron energy, the secondary electrons contribute
substantially to the overall ionization rate. For argon, the ion-
ization rate at eVSH is around 10% of the maximum ionization
rate at the low energy peak. For Ti, this is around 5% of the
maximum ionization rate at the low energy peak. This substan-
tial contribution is despite the much lower electron density at
this high energy (figure 5) and is an effect of the more efficient
use of high energy electrons compared to low energy electrons
for ionization.
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5. Conclusion

We have applied the IRM and the OBELIX model to study
the electron kinetics in a HiPIMS discharge. The two mod-
els are merged in the sense that the results of the IRM is used
as an input for OBELIX. In the IRM, the bulk (cold) elec-
trons are assumed to exhibit a Maxwellian distribution and the
secondary electrons are taken as a high-energy tail, while in
OBELIX, the electron energy distribution is calculated self-
consistently using an isotropic Boltzmann equation. There is
generally a very good agreement between the two models for
the temporal evolution of the particle densities. Furthermore,
there is a very good agreement between the bi-Maxwellian
electron energy distribution assumed by the IRM and the elec-
tron energy distribution that is calculated using the OBELIX
model. Therefore, assuming a bi-Maxwellian EEDF that con-
stitutes cold bulk electron and hot secondary electron groups
appears to be a good approximation when modeling HiPIMS
discharges. Although this assumption was well justified [24,
25], a comparison with a self-consistent solution of the Boltz-
mann equation has not been shown to date. These results can
be taken as an additional step for the validation of the IRM
approach to model HiPIMS discharges. The purpose of the
IRM, with a minimum computational time, is to reproduce
internal HiPIMS discharge parameters accurately enough to
give insight into the physics. In the studies reported here,
an IRM run takes approximately 0.02% of the time for an
OBELIX run at the cost of only a minor loss in precision of
the discharge kinetics. This means that the IRM assumptions
of a bi-Maxwellian electron population, and of a simplified
excitation schemes, are justified.
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Appendix A. Comparison of cross sections

The cross sections used in the IRM and OBELIX are taken
from different sources. For the IRM, the rate coefficients

for the cold and hot electrons are calculated using the cho-
sen cross section assuming a Maxwellian EEDF as discussed
in section 2.3. Here we compare electron impact excita-
tion and ionization cross sections used for reactions in both
models. The cross sections used in OBELIX and IRM for
electron impact excitation from the ground state Ar(3p6) to
the metastable level Ar(4s[3/2]2) are shown in figure 10(a)
and to the metastable level Ar(4s′[1/2]0) in figure 10(b).
Figures 10(a) and (b) show that Drawin’s empirical electron
impact excitation cross sections using the most recent fit-
ting parameters [68] correspond well to the cross sections
given in a review by Yanguas-Gil et al [52], originating
from Khakoo et al [53]. Figure 10(c) shows the electron
impact ionization cross sections from the metastable levels
Ar(4s[3/2]2) and Ar(4s′[1/2]0) and figure 10(d) shows the elec-
tron impact ionization cross section from the ground state
Ar(3p6). Figures 10(c) and (d) show a good match between the
ionization cross sections from each of the two metastable states
(Ar(4s[3/2]2) and Ar(4s′[1/2]0)) and the experimentally deter-
mined cross section by Dixon et al [54] as well as the the cross
section from ground state and that experimentally determined
by Straub et al [76].
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