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#### Abstract

Many (discrete) stochastic systems are analyzed using the probability generating function (pgf) technique, which often leads to expressions in terms of the (complex) roots of a certain equation. In this paper, for a class of pgfs with a rational form, we show that it is not necessary to compute the roots in order to evaluate these expressions. Instead, one can use contour integrals, which is computationally a more reliable method than the classical root-finding approach. We also give the necessary and sufficient condition for the mean of the corresponding random variable, e.g., queue length, to be an additive function of the roots. In this case, the mean is found using one contour integral. Finally, we give the necessary and sufficient condition for the mean to be independent of the roots.
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1. Introduction. In this paper, we consider a particular class of stochastic systems, where finding the probability generating function (pgf) $X(z)$ of the queue length (or another random variable of interest) leads to a rational form with several unknown coefficients $x_{j}, j=0, \ldots, n$, in the numerator:

$$
\begin{equation*}
X(z)=\frac{\sum_{j=0}^{n} x_{j} f_{j}(z)}{D(z)}(z-1) \tag{1.1}
\end{equation*}
$$

where $f_{j}(z)$ for $j=0, \ldots, n$ and $D(z)$ are known analytic functions, $f_{j}(1) \neq 0$ for some $j$, and $D(z)$ has $n+1$ zeros in the closed unit disk, denoted by $\hat{z}_{0}=1, \hat{z}_{1}, \ldots, \hat{z}_{n}$. Equation (1.1) is well known in queuing theory, which motivated this research. An example of such a system is the bulk-service queue; see [3]. For this example, $X(z)$ is the pgf of the queue length, $n+1$ is the size of service bulk, $x_{j}$ is the probability of having $j$ customers in the queue, $f_{j}(z)=A(z) \sum_{k=j}^{n} z^{k}$, and $D(z)=z^{n+1}-A(z)$, where $A(z)$ is the pgf of the number of the arrivals during a time slot. This type of pgf occurs in many other queuing systems, e.g., in traffic models (see [19], [18]), but also in more general stochastic systems; see section 5 below.

[^0]The classical approach to finding the unknowns in the numerator is to consider the analyticity of the pgf in the unit disk and compute the zeros $\hat{z}_{1}, \ldots, \hat{z}_{n}$ of $D(z)$. Due to the analyticity of the pgf, the zeros of the denominator are also zeros of the numerator. This yields $n$ linear equations for the unknowns:

$$
\begin{equation*}
\sum_{j=0}^{n} x_{j} f_{j}\left(\hat{z}_{k}\right)=0, \quad k=1, \ldots, n \tag{1.2}
\end{equation*}
$$

One more equation follows from the normalization equation $X(1)=1$ and L'Hôpital's rule:

$$
1=X(1)=\lim _{z \rightarrow 1} \frac{\sum_{j=0}^{n} x_{j} f_{j}(z)(z-1)}{D(z)}=\frac{\sum_{j=0}^{n} x_{j} f_{j}(1)}{D^{\prime}(1)}
$$

which yields

$$
\begin{equation*}
\sum_{j=0}^{n} x_{j} f_{j}(1)=D^{\prime}(1) \tag{1.3}
\end{equation*}
$$

In a similar way, the roots of a characteristic equation are used in the analysis of many queuing systems of which the pgf not necessarily has the form (1.1). This often occurs in discrete-time models such as the $G_{D} / G_{D} / 1$ queue [21] and the multiserver queue $M / D / s$ [12], but also in continuous models; see, for example, [8], where the authors consider general interarrival times and a Markovian service process, or [20], where two interrelated queues are analyzed. This root-finding problem is not unique to queuing systems, but also occurs in the analysis of some Markov chains; for an example in risk theory, see [16]. In some special cases, there are formulas to compute the roots; see, e.g., [12] for the case of Poisson and binomial arrivals at the bulkservice queue. However, there is no explicit formula in general. Moreover, the derived solution can be very sensitive to the precision of the roots, which, in turn, can be poor even due to a small error in the coefficients; see, e.g., the study of the so-called Wilkinson polynomial [23]. For an example in queuing theory, see [18], where the authors consider the bulk-service queue and show that there are instances where the classical root-finding approach leads to a negative expected queue length.

The system of (1.2) and (1.3) can be rewritten in matrix form:

$$
\begin{equation*}
M\left(1, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)\left(x_{0}, \ldots, x_{n}\right)^{T}=\left(D^{\prime}(1), 0, \ldots, 0\right)^{T} \tag{1.4}
\end{equation*}
$$

where

$$
M\left(z, z_{1}, \ldots, z_{n}\right)=\left(\begin{array}{cccc}
f_{0}(z) & f_{1}(z) & \ldots & f_{n}(z)  \tag{1.5}\\
f_{0}\left(z_{1}\right) & f_{1}\left(z_{1}\right) & \ldots & f_{n}\left(z_{1}\right) \\
\vdots & \vdots & \ddots & \vdots \\
f_{0}\left(z_{n}\right) & f_{1}\left(z_{n}\right) & \ldots & f_{n}\left(z_{n}\right)
\end{array}\right)
$$

Here and later, we use $\hat{z}_{1}, \ldots, \hat{z}_{n}$ for the zeros of the denominator and $z_{1}, \ldots, z_{n}$ for complex variables. In this paper, we use the properties of the matrix $M\left(z, z_{1}, \ldots, z_{n}\right)$ and of symmetric polynomials to find the pgf without computing the roots. We represent the pgf using a determinant of a certain matrix, where each entry is a symmetric function of the roots, which can be computed using contour integrals. The same matrix can be used to find the coefficients $x_{0}, \ldots, x_{n}$. The advantages of using contour integrals are that the results are generally more reliable compared to the
classical root-finding approach (see [18]) and can be used as an intermediate step for further results (see, e.g., [13]). The entries of the matrix can also be computed using the roots, when they are known or easy to find. This modified root-finding approach avoids the numerical inaccuracies that arise when solving (1.4). In the numerical results, we compare the classical root-finding method with our contour-integral and modified root-finding approaches for the case of the classical bulk-service queue. We show that our approaches give accurate results for the whole range of considered service-batch sizes, while the classical system (1.4) becomes ill-conditioned for large $n$.

This paper extends the results of [18], which focuses on the special case that the functions $f_{j}(z)$ form a geometric sequence with a certain common ratio. In that case, the pgf has two properties. First, the pgf can be represented in a special product form, where each term of the product depends on not more than one root. Second, the mean of the corresponding random variable, e.g., the queue length, is an additive function of the roots and, under additional conditions, can be found using one contour integral. In this paper, we give a necessary and sufficient condition in terms of the functions $f_{j}(z)$ for these properties to hold. The special product form of the pgf exists if and only if the functions $f_{j}(z)$ form, after a linear transformation, a geometric sequence, where the common ratio of the sequence may be more general than in [18]. We provide an algorithm that, for a set of functions $f_{j}(z)$, checks the existence of such a linear transformation. For the additive-mean property, we distinguish two cases. In the first case, which we call the degenerate case, the mean is independent of the roots and, therefore, is always an additive function of the roots. We give a simple necessary and sufficient condition for the degenerate case in terms of values $f_{j}(1)$ and $f_{j}^{\prime}(1)$ for $j=0, \ldots, n$. For the nondegenerate case, the additive-mean property is equivalent to the existence of the special product form of the pgf. The systems with these properties include the bulk-service queue (see [3]); the multiserver $M / D / s$ and $G e o / D / s$ queues, which are in some sense equivalent to the bulk-service queue with Poisson and binomial arrivals (see [12] and [14]); and the fixed-cycle traffic-light queue (see [18]). The traffic-light queue for a lane with detectors (see [19]) is an example of a queuing system with a pgf of the form (1.1) without these properties. For this queue, we can use the results for the systems with a general matrix $M\left(z, z_{1}, \ldots, z_{n}\right)$; see section 3 .

The paper is structured as follows. In section 2, we give the definitions and required properties of symmetric polynomials and symmetric functions. In section 3, we obtain the pgf and the unknowns in terms of symmetric functions for a general numerator and give numerical results. Then we analyze a special subclass of pgfs in section 4. In section 5 , we apply the results of sections 3 and 4 to several stochastic systems. Finally, we conclude the paper in section 6 . The proofs of the intermediate results are given in Appendix A, with the exception of some short proofs that are included in the text.
2. Preliminaries. In this section, we give the required definitions and the preliminary results. First, in subsection 2.1, we define symmetric, skew-symmetric, and additive functions and alternant matrices. Then we relate linearly dependent functions and singular matrices; see subsection 2.2. In subsection 2.3, we describe two types of symmetric polynomials and their properties. In subsection 2.4, we analyze the determinant of an alternant matrix, which will be used later in section 3 to obtain the pgf and the unknowns as symmetric functions of the roots. Finally, in subsection 2.5, we obtain the values of symmetric functions at certain points in terms of contour integrals.
2.1. Definitions. Consider a function $f\left(z_{1}, \ldots, z_{n}\right)$ of $n$ complex variables. We focus on two types of functions: symmetric and skew-symmetric.

Definition 2.1. A function $f\left(z_{1}, \ldots, z_{n}\right)$ is called symmetric if

$$
f\left(z_{1}, \ldots, z_{n}\right)=f\left(z_{s(1)}, \ldots, z_{s(n)}\right)
$$

for any permutation $s \in \boldsymbol{S}_{n}$, where $\boldsymbol{S}_{n}$ is the set of all permutations of the set $\{1, \ldots, n\}$.

Definition 2.2. A function $f\left(z_{1}, \ldots, z_{n}\right)$ is called skew-symmetric if

$$
f\left(z_{1}, \ldots, z_{n}\right)=\operatorname{sgn}(s) f\left(z_{s(1)}, \ldots, z_{s(n)}\right)
$$

for any permutation $s \in \boldsymbol{S}_{n}$. Here, $\operatorname{sgn}(s)$ is the sign of the permutation $s$ and is equal to $(-1)^{m_{s}}$, where $m_{s}$ denotes the number of transpositions, i.e., permutations that interchange two elements, needed to construct s. The sign is independent of the representation of $s$ as a product of transpositions.

In the analysis in the following sections, we also use a subtype of symmetric functions, namely, additive functions.

Definition 2.3. A function $f\left(z_{1}, \ldots, z_{n}\right)$ is called additive if

$$
f\left(z_{1}, \ldots, z_{n}\right)=\sum_{k=1}^{n} g\left(z_{k}\right)
$$

for some function $g(z)$.
In the analysis in sections 3 and 4 , we mainly work with alternant matrices.
DEFINITION 2.4. Consider the functions $f_{1}(z), \ldots, f_{n}(z)$ and points $z_{1}, \ldots, z_{n}$. The matrix

$$
\Lambda\left(z_{1}, \ldots, z_{n}\right)=\left(\begin{array}{ccc}
f_{1}\left(z_{1}\right) & \ldots & f_{n}\left(z_{1}\right) \\
\vdots & \ddots & \vdots \\
f_{1}\left(z_{n}\right) & \ldots & f_{n}\left(z_{n}\right)
\end{array}\right)
$$

is called an alternant matrix.
An example of an alternant matrix is a Vandermonde matrix, where $f_{j}(z)=$ $z^{j-1}$. The determinant of the Vandermonde matrix is denoted by $V\left(z_{1}, \ldots, z_{n}\right)=$ $\prod_{1 \leqslant j<k \leqslant n}\left(z_{k}-z_{j}\right)$. Note that the determinant of an alternant matrix is a skewsymmetric function of $z_{1}, \ldots, z_{n}$. This follows immediately from the fact that if one interchanges two rows (or columns) in a square matrix, such an operation changes the sign of the determinant; see [22].

Remark 2.5 (equality of rational functions). In what follows, we will work with rational functions of several variables, i.e., $f\left(z_{1}, \ldots, z_{n}\right) / g\left(z_{1}, \ldots, z_{n}\right)$. Suppose that both the numerator and the denominator are analytic functions and $g\left(z_{1}, \ldots, z_{n}\right)$ is not identically equal to 0 . For the case of one variable, i.e., $n=1$, there are not more than a finite number of points where this rational function is not defined, namely, where $g\left(z_{1}\right)=0$. However, for $n>1$ this is not true. For example, the function $1 /\left(z_{1}+z_{2}\right)$ is not defined on the plane $z_{1}=-z_{2}$. Suppose that the functions $f\left(z_{1}, \ldots, z_{n}\right)$ and $g\left(z_{1}, \ldots, z_{n}\right)$ are defined on the set $\Delta_{1}^{n}=\left\{\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{C}^{n}:\left|z_{k}\right|<\right.$ $1, k=1, \ldots, n\}$. Then one can prove that the function $f\left(z_{1}, \ldots, z_{n}\right) / g\left(z_{1}, \ldots, z_{n}\right)$ is defined on a dense open subset of $\Delta_{1}^{n}$, because the set of the zeros of the function
$g\left(z_{1}, \ldots, z_{n}\right)$ is closed and has an empty interior; see [10]. In what follows, when we say that two rational functions are equal, we mean that they are equal on an open dense subset of $\Delta_{1}^{n}$, where both of them are defined.
2.2. Singular matrices and linear independence. In this subsection, we relate linear dependency between functions and singular matrices; see the following properties. For the proofs of Properties 2.6 and 2.7 , we refer the reader to [6] and Appendix A.1, respectively.

Property 2.6. The analytic functions $f_{1}(z), \ldots, f_{n}(z)$ are linearly dependent if and only if the Wronskian

$$
\operatorname{det} W(z)=\operatorname{det}\left(\begin{array}{ccc}
f_{1}(z) & \ldots & f_{n}(z)  \tag{2.1}\\
\vdots & \ddots & \vdots \\
f_{1}^{(n-1)}(z) & \ldots & f_{n}^{(n-1)}(z)
\end{array}\right)
$$

is identically equal to 0 .
Property 2.7. Consider numbers $a_{j} \in \mathbb{C}, j=0, \ldots, n$. Suppose the matrix

$$
\Lambda_{a}=\left(\begin{array}{ccc}
a_{0} & \ldots & a_{n} \\
f_{0}\left(z_{1}\right) & \ldots & f_{n}\left(z_{1}\right) \\
\vdots & \ddots & \vdots \\
f_{0}\left(z_{n}\right) & \ldots & f_{n}\left(z_{n}\right)
\end{array}\right)
$$

is singular for all $z_{1}, \ldots, z_{n}$. If $a_{j} \neq 0$ for some $j$, then the functions $f_{0}(z), \ldots, f_{n}(z)$ are linearly dependent.

From Property 2.7, it follows that if the matrix $\Lambda_{a}$ is singular for all $z_{1}, \ldots, z_{n}$ and the functions $f_{0}(z), \ldots, f_{n}(z)$ are linearly independent, then $a_{j}=0$ for $j=0, \ldots, n$.
2.3. Symmetric polynomials and their properties. In this subsection, we introduce two types of symmetric polynomials and their properties. The elementary symmetric polynomials are given by

$$
\begin{equation*}
\sigma_{m}=\sigma_{m}\left(z_{1}, \ldots, z_{n}\right)=\sum_{1 \leqslant k_{1}<\cdots<k_{m} \leqslant n} z_{k_{1}} \cdots z_{k_{m}} \tag{2.2}
\end{equation*}
$$

The above formula is used for $m=1, \ldots, n$. For convenience, $\sigma_{0}=1$, and $\sigma_{m}=0$ if either $m>n$ or $m<0$. The elementary symmetric polynomials naturally arise in Vieta's formulas that relate the coefficients of a polynomial with its roots. Namely, consider a polynomial $\sum_{j=0}^{n} a_{j} z^{j}$ with roots $\tilde{z}_{1}, \ldots, \tilde{z}_{n}$, then it can be written as

$$
\begin{equation*}
a_{n} \prod_{k=1}^{n}\left(z-\tilde{z}_{k}\right)=a_{n} \sum_{j=0}^{n}(-1)^{j} \sigma_{j}\left(\tilde{z}_{1}, \ldots, \tilde{z}_{n}\right) z^{n-j} \tag{2.3}
\end{equation*}
$$

The proof of (2.3) requires the expansion of the left-hand side of (2.3); see [22].
In the analysis below, we mainly use the complete homogeneous symmetric polynomials defined as

$$
\zeta_{m}=\zeta_{m}\left(z_{1}, \ldots, z_{n}\right)=\sum_{1 \leqslant k_{1} \leqslant \cdots \leqslant k_{m} \leqslant n} z_{k_{1}} \cdots z_{k_{m}}
$$

Note the difference in the definitions of the elementary and complete homogeneous symmetric polynomials: the indexes $k_{j}$ and $k_{j+1}$ for the latter case may coincide for some or all $j$. This allows us to use the above formula for $m>n$. For $m=0$, we define $\zeta_{0}=1$, and, for $m<0, \zeta_{m}=0$. The following property can be used to recursively find all complete homogeneous polynomials from the elementary symmetric polynomials. The proof is given in Appendix A.2.

Property 2.8. For $m>0$, the following equality holds:

$$
\begin{equation*}
\zeta_{m}=\sum_{j=1}^{n}(-1)^{j-1} \sigma_{j} \zeta_{m-j} \tag{2.4}
\end{equation*}
$$

The upper limit of summation in (2.4) can be changed to any number that is at least $\min \{n, m\}$, since $\zeta_{m-j}=0$ for $j>m$ and $\sigma_{j}=0$ for $j>n$.

When we are interested in the values of the complete homogeneous and elementary symmetric polynomials at point $\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)$, where $\hat{z}_{1}, \ldots, \hat{z}_{n}$ are the roots of a certain equation, these values can be found without actually knowing the roots; see subsection 2.5 . In subsection 2.4 below, for an analytic function of one variable, we construct a symmetric function of $n$ variables using the complete homogeneous symmetric polynomials. Such functions on $\Delta_{1}^{n}$ are later used to rewrite the determinant of an alternant matrix as a product of a skew-symmetric Vandermonde determinant and a symmetric function.
2.4. Symmetric functions and alternant matrices. In this subsection, we represent the determinant of the alternant matrix in terms of the Vandermonde determinant and symmetric functions. We use such determinants in section 3 to give an alternative representation of the considered type of pgf. First, we define a transformation rule of an analytic function in $\Delta_{1}=\{z \in \mathbb{C}:|z|<1\}$ to a symmetric function defined in $\Delta_{1}^{m} \subset \mathbb{C}^{m}$. Then we give several properties of this transformation. The main result of this subsection is presented in Lemma 2.11.

Consider an analytic function $f(z)$, with the Taylor expansion at 0 given by $f(z)=\sum_{l=0}^{\infty} \alpha_{l} z^{l}$. Let

$$
\begin{equation*}
F_{k}^{m}=F_{k}^{m}\left(z_{1}, \ldots, z_{m}\right)=\sum_{l=k}^{\infty} \alpha_{l} \zeta_{l-k}\left(z_{1}, \ldots, z_{m}\right) \tag{2.5}
\end{equation*}
$$

where $m$ corresponds to the number of variables. We call $F_{k}^{m}$ the ( $k, m$ )-transformation of the function $f(z)$. The $(k, m)$-transformation of the function $f_{j}(z)$ is denoted by $F_{j, k}^{m}$. Note that the function $F_{k}^{m}\left(z_{1}, \ldots, z_{m}\right)$ is a symmetric function of $z_{1}, \ldots, z_{m}$.

In the analysis in section 4, we use the following properties.
Property 2.9. If $m \leqslant n$, then

$$
F_{k}^{n}\left(z_{1}, \ldots, z_{m}, 0, \ldots, 0\right)=F_{k}^{m}\left(z_{1}, \ldots, z_{m}\right)
$$

Property 2.10. For $k \geqslant 0$, consider the function $f(z)=\sum_{l=0}^{\infty} \alpha_{l} z^{l}$ and its $(k+j, n)$-transformations $F_{k+j}^{n}$ for $j=0, \ldots, n$. Then

$$
F_{k}^{n}+\sum_{j=1}^{n}(-1)^{j} \sigma_{j} F_{k+j}^{n}=\alpha_{k}
$$

Property 2.9 follows from the definition of complete homogeneous symmetric polynomials and only requires the observation that $\zeta_{l}\left(z_{1}, \ldots, z_{m}, 0, \ldots, 0\right)=\zeta_{l}\left(z_{1}, \ldots, z_{m}\right)$.

Property 2.10 follows from Property 2.8 and equality $\zeta_{0}=1$. In the following lemma, we show that the determinant of an alternant matrix can be written as the product of a Vandermonde determinant and a matrix composed from $(k, n)$-transformations of the functions $f_{1}(z), \ldots, f_{n}(z)$ that are used in the alternant matrix. The proof is given in Appendix A.3.

Lemma 2.11. Suppose that the functions $f_{1}(z), \ldots, f_{n}(z)$ are analytic in $\Delta_{r}=$ $\{z \in \mathbb{C}:|z|<r\}$. Then, for $z_{k} \in \Delta_{r}, k=1, \ldots n$,

$$
\operatorname{det}\left(\begin{array}{cccc}
f_{1}\left(z_{1}\right) & f_{2}\left(z_{1}\right) & \ldots & f_{n}\left(z_{1}\right)  \tag{2.6}\\
f_{1}\left(z_{2}\right) & f_{2}\left(z_{2}\right) & \ldots & f_{n}\left(z_{2}\right) \\
\vdots & \vdots & \ddots & \vdots \\
f_{1}\left(z_{n}\right) & f_{2}\left(z_{n}\right) & \ldots & f_{n}\left(z_{n}\right)
\end{array}\right)=V\left(z_{1}, \ldots, z_{n}\right) \operatorname{det} \Phi\left(z_{1}, \ldots, z_{n}\right)
$$

where $V\left(z_{1}, \ldots, z_{n}\right)$ is the Vandermonde determinant and

$$
\Phi\left(z_{1}, \ldots, z_{n}\right)=\left(\begin{array}{cccc}
F_{1,0}^{n} & F_{2,0}^{n} & \ldots & F_{n, 0}^{n}  \tag{2.7}\\
F_{1,1}^{n} & F_{2,1}^{n} & \ldots & F_{n, 1}^{n} \\
\vdots & \vdots & \ddots & \vdots \\
F_{1, n-1}^{n} & F_{2, n-1}^{n} & \ldots & F_{n, n-1}^{n}
\end{array}\right)
$$

Remark 2.12 (symmetry and singularity). Lemma 2.11 is an important result for our analysis in sections 3 and 4 . Note that the matrix $\Phi\left(z_{1}, \ldots, z_{n}\right)$ in (2.7) consists of symmetric functions of $z_{1}, \ldots, z_{n}$. It is, in general, nonsingular for $z_{k}=z_{j}$, which will allow us in section 4 to give proofs using induction in the number of variables, $n$. Moreover, $\operatorname{det} \Phi\left(z_{1}, \ldots, z_{n}\right)$ is not identically equal to 0 even when $z_{1}=\cdots=z_{n}$, provided that the functions $f_{1}(z), \ldots, f_{n}(z)$ are analytic and linearly independent. The reason for this is that the function $\operatorname{det} \Phi(z, \ldots, z)$ is up to a nonzero constant equal to the Wronskian (2.1) of the functions $f_{1}(z), \ldots, f_{n}(z)$ which is not identically equal to $0 ;$ see Property 2.6. To relate $\operatorname{det} \Phi(z, \ldots, z)$ with the Wronskian, it is sufficient to note that

$$
F_{j, k}^{n}(z, \ldots, z)=\sum_{l=k}^{n-1} \frac{(n-1-k)!}{l!(l-k)!(n-1-l)!} z^{l-k} f_{j}^{(l)}(z)
$$

for $k=0, \ldots, n-1$. The last equation follows from

$$
\begin{aligned}
& \zeta_{m}(\underbrace{z, \ldots, z}_{n})=\binom{n+m-1}{m} z^{m}=\frac{1}{(n-1)!} \frac{d^{n-1}}{d z^{n-1}} z^{m+n-1} \\
& =\frac{1}{(n-1)!} \frac{d^{n-1}}{d z^{n-1}}\left(z^{n-1-k} z^{m+k}\right)=\frac{1}{(n-1)!} \sum_{l=k}^{n-1}\binom{n-1}{l} \frac{d^{n-1-l}}{d z^{n-1-l}} z^{n-1-k} \frac{d^{l}}{d z^{l}} z^{m+k} \\
& \quad=\sum_{l=k}^{n-1} \frac{(n-1-k)!}{l!(l-k)!(n-1-l)!} z^{l-k} \frac{d^{l}}{d z^{l}} z^{m+k}
\end{aligned}
$$

for $k=0, \ldots, n-1$.
2.5. Roots and contour integrals. In this subsection, we provide a way of computing the values of symmetric polynomials at special points. Consider the analytic function $D(z)$. Suppose $1, \hat{z}_{1}, \ldots, \hat{z}_{n}$ are the only roots of the equation

$$
\begin{equation*}
D(z)=0 \tag{2.8}
\end{equation*}
$$

in the closed unit disk $\bar{\Delta}_{1}=\{z \in \mathbb{C}:|z| \leqslant 1\}$. Then it is possible to compute $\zeta_{m}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)$ without finding the roots. The first step is to represent the complete homogeneous symmetric polynomials in terms of the elementary symmetric polynomials; see Property 2.8. Then we recursively use Newton's formula (see [17]),

$$
\begin{equation*}
k \sigma_{k}=\sum_{j=1}^{k}(-1)^{j-1} \sigma_{k-j} \eta_{j}, \quad k=1, \ldots, n \tag{2.9}
\end{equation*}
$$

to find the elementary symmetric polynomials in terms of the power sums $\eta_{j}=$ $\eta_{j}\left(z_{1}, \ldots, z_{n}\right)=\sum_{k=1}^{n} z_{k}^{j}, j=1, \ldots, n$. The power sums, in turn, are found using Cauchy's residue theorem; see [15]. Namely,

$$
\begin{equation*}
\eta_{j}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)+1=\frac{1}{2 \pi \mathbf{i}} \oint_{\mathrm{S}_{1+\varepsilon}} \frac{D^{\prime}(z)}{D(z)} z^{j} d z \tag{2.10}
\end{equation*}
$$

where $\varepsilon>0$ is defined so that there are no roots of (2.8) with $1<|z| \leqslant 1+\varepsilon$, and $\mathrm{S}_{r}=\{z \in \mathbb{C}:|z|=r\}$.

Remark 2.13 (zero at 1). If (2.8) has no zero at 1 , one needs to change the left-hand side of $(2.10)$ to just $\eta_{j}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)$. We explicitly consider the case that 1 is a root since the denominators of the pgfs analyzed in section 3 have a zero at 1 .

Remark 2.14 (functions $F_{k}^{n}$ and contour integrals). If the function $f(z)$ is a polynomial, then $F_{k}^{n}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)$ is a finite sum of the complete homogeneous symmetric polynomials and can be found using (2.10), (2.9), and (2.4), hence, without explicitly computing the roots. The application of the Cauchy residue theorem (see (2.10)) is a crucial step from the root-finding approach to the contour-integral approach. If the function $f(z)$ is not a polynomial, one can truncate the infinite summation in $F_{k}^{n}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)$ using the following bound:

$$
\begin{equation*}
\left|F_{k}^{n}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)-\sum_{l=0}^{M} \alpha_{l+k} \zeta_{l}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)\right| \leqslant C r^{k}\binom{M+n}{n-1} \frac{(q r)^{M+1}}{(1-q r)^{n}} \tag{2.11}
\end{equation*}
$$

where $\left|\hat{z}_{k}\right| \leqslant q$ for $k=1, \ldots, n,\left|\alpha_{l}\right| \leqslant C r^{l}$ for $l=0,1, \ldots, f(z)=\sum_{l=0}^{\infty} \alpha_{l} z^{l}$, and $q r<1$; see the proof in Appendix A.4. In this way, the determinant of the matrix $\Phi\left(z_{1}, \ldots, z_{n}\right)$ in (2.7) can be found without computing the roots.

Remark 2.15 (functions $F_{k}^{n}$ and minimal polynomials). For the sake of completeness, we also give an alternative way of finding $F_{k}^{n}$ at $\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)$ without truncation (2.11). Let $Q(z)=\prod_{k=1}^{n}\left(z-\hat{z}_{k}\right)$ be the minimal polynomial, i.e., the polynomial of the lowest degree, with roots $\hat{z}_{1}, \ldots, \hat{z}_{n}$. Due to (2.3),

$$
Q(z)=\sum_{j=0}^{n}(-1)^{j} \sigma_{j}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right) z^{n-j}
$$

which means that this polynomial can be found without computing the roots; see (2.9) and (2.10). Then (see [4])

$$
\zeta_{m}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)=\sum_{k=1}^{n} \frac{\hat{z}_{k}^{n+m-1}}{Q^{\prime}\left(\hat{z}_{k}\right)}
$$

By applying the Cauchy residue theorem, we obtain

$$
\zeta_{m}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)=\frac{1}{2 \pi \mathbf{i}} \oint_{\mathrm{S}_{1}} \frac{z^{n+m-1}}{Q(z)} d z
$$

Hence, we find

$$
F_{k}^{n}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)=\frac{1}{2 \pi \mathbf{i}} \oint_{\mathrm{S}_{1}} \frac{f(z)-\sum_{l=0}^{k-1} \alpha_{l} z^{l}}{Q(z)} z^{n-k-1} d z
$$

Using this formula for each entry of the matrix (2.7), i.e., $n^{2}$ times, can be computationally demanding. Still, it can be useful in some special cases. For example, if $f_{1}(z)=f_{0}(z) z^{k}$, then $F_{1, m}^{n}=F_{0, m+k}^{n}$, which reduces the number of required computations, when $k$ is small; see such examples in section 5 .

Remark 2.16 (additive functions and contour integrals). Suppose that the function $f\left(z_{1}, \ldots, z_{n}\right)$ is an additive function, i.e., $f\left(z_{1}, \ldots, z_{n}\right)=\sum_{k=1}^{n} g\left(z_{k}\right)$. If the function $g(z)$ is analytic in $\Delta_{1+\epsilon} \backslash\{1\}$, then the value of $f\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)$ is given by one contour integral:

$$
f\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)=\frac{1}{2 \pi \mathbf{i}} \oint_{\mathrm{S}_{1+\varepsilon}} \frac{D^{\prime}(z)}{D(z)} g(z) d z-r_{1}
$$

where $\varepsilon<\epsilon$ is defined as in (2.10), and $r_{1}$ is the residue of the function $D^{\prime}(z) g(z) / D(z)$ at 1 .
3. General case. In this section, we consider pgfs of the form (1.1). Recall that such a pgf has a rational form:

$$
\begin{equation*}
X(z)=\frac{\sum_{j=0}^{n} x_{j} f_{j}(z)}{D(z)}(z-1) \tag{1.1revisited}
\end{equation*}
$$

where coefficients $x_{j}$ can be found using (1.4), $f_{j}(z)$ are analytic functions, and $D(z)$ is an analytic function with $n+1$ zeros inside the unit disk including 1 , which we denote by $\hat{z}_{0}=1, \hat{z}_{1}, \ldots, \hat{z}_{n}$. The goal of this section is twofold. First, we represent the pgf $X(z)$ as a symmetric function of the roots and provide an alternative way to compute the unknowns $x_{0}, \ldots, x_{n}$; see Theorems 3.6 and 3.7 below. These results allow us to find $X(z)$ and $x_{0}, \ldots, x_{n}$ without computing the roots. Second, we compare the numerical solutions of the classical system (1.4) and of the system proposed in Theorem 3.7.

Remark 3.1 (alternative representation). In the representation of the pgf, the term $(z-1)$ is usually included in the functions $f_{j}(z)$. One can also rewrite (1.1) as

$$
X(z)=\frac{\sum_{j=0}^{n} x_{j} f_{j}(z)}{\tilde{D}(z)}
$$

where $\tilde{D}(z)=D(z) /(z-1)$ is a function with $n$ zeros, $\hat{z}_{1}, \ldots, \hat{z}_{n}$, inside the unit disk. Since $z=1$ is a zero of $D(z)$, if the function $D(z)$ is analytic in the open disk $\Delta_{r}=\{z:|z|<r\}$ for some $r>1$, then so is $\tilde{D}(z)$.

Example 3.2 (general bulk-service queue). Examples of systems with a pgf of the form (1.1) are the bulk-service queue (see [3]), the multiserver queue (see [12]), and
certain traffic-light queues (see [19] and [18]). Each of these examples can be represented as a more general discrete-time bulk-service queue with arrivals that depend on the queue length prior to service. This queuing system is defined as follows. Let $n+1$ be the server capacity, i.e., the maximum number of customers that can be served simultaneously during a time slot. Suppose there are $m$ customers in the queue at the start of a time slot. Then, during this time slot, $\min (m, n+1)$ customers are served and there are $Y_{m}$ arrivals with pgf $Y_{m}(z)$, where $Y_{m}=Y$ is independent of $m$ for $m \geqslant n+1$ and, otherwise, may depend on $m$. Let $X(z)$ be the pgf of the queue length at the start of a time slot in steady state, let $x_{j}$ be the probability of having $j$ customers in the queue at the start of a time slot, and let $Y(z)$ be the pgf of $Y$. In steady state, the pgf of the queue length at the start of the next time slot coincides with $X(z)$. Thus,

$$
\begin{equation*}
X(z)=\frac{X(z)-\sum_{j=0}^{n} x_{j} z^{j}}{z^{n+1}} Y(z)+\sum_{j=0}^{n} x_{j} Y_{j}(z) \tag{3.1}
\end{equation*}
$$

which can be rewritten in a fractional form as (1.1) by isolating $X(z)$ :

$$
\begin{equation*}
X(z)=\frac{\sum_{j=0}^{n} x_{j}\left(z^{n+1} Y_{j}(z)-z^{j} Y(z)\right)}{z^{n+1}-Y(z)} \tag{3.2}
\end{equation*}
$$

where $f_{j}(z)=\left(z^{n+1} Y_{j}(z)-z^{j} Y(z)\right) /(z-1)$ and $D(z)=z^{n+1}-Y(z)$.
3.1. Pgf and unknowns as symmetric functions of roots. As we showed in the introduction, the unknowns in the numerator can be found using the equation

$$
\begin{equation*}
M\left(1, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)\left(x_{0}, \ldots, x_{n}\right)^{T}=\left(D^{\prime}(1), 0, \ldots, 0\right)^{T} \tag{1.4revisited}
\end{equation*}
$$

where
(1.5 revisited)

$$
M\left(z, z_{1}, \ldots, z_{n}\right)=\left(\begin{array}{cccc}
f_{0}(z) & f_{1}(z) & \ldots & f_{n}(z) \\
f_{0}\left(z_{1}\right) & f_{1}\left(z_{1}\right) & \ldots & f_{n}\left(z_{1}\right) \\
\vdots & \vdots & \ddots & \vdots \\
f_{0}\left(z_{n}\right) & f_{1}\left(z_{n}\right) & \ldots & f_{n}\left(z_{n}\right)
\end{array}\right)
$$

Note that system (1.4) has the following properties. In $M\left(z, z_{1}, \ldots, z_{n}\right)$ only the first row depends on $z$, and on the right-hand side of (1.4), only the first element of the vector is nonzero. In the following lemma, we provide the solution of a system of linear equations with these two properties. Application of this result to (1.4) gives a representation of the numerator in (1.1) in terms of the matrix $M\left(z, z_{1}, \ldots, z_{n}\right)$. As a by-product of this representation, we obtain the following interesting result: it is not necessary to know $x_{j}, j=0, \ldots, n$, to evaluate the numerator of (1.1).

Lemma 3.3. Suppose the matrix

$$
K(z)=\left(\begin{array}{cccc}
f_{0}(z) & f_{1}(z) & \ldots & f_{n}(z) \\
\alpha_{10} & \alpha_{11} & \ldots & \alpha_{1 n} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_{n 0} & \alpha_{n 1} & \ldots & \alpha_{n n}
\end{array}\right)
$$

is nonsingular at $z=1$, and the vector $\left(x_{0}, \ldots, x_{n}\right)$ is a solution of the equation

$$
\begin{equation*}
K(1)\left(x_{0}, \ldots, x_{n}\right)^{T}=(a, 0, \ldots, 0)^{T} \tag{3.3}
\end{equation*}
$$

then

$$
\begin{equation*}
\sum_{j=0}^{n} x_{j} f_{j}(z)=a \frac{\operatorname{det} K(z)}{\operatorname{det} K(1)} \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{j}=(-1)^{j} a \frac{\operatorname{det} K_{j}}{\operatorname{det} K(1)}, \tag{3.5}
\end{equation*}
$$

where $K_{j}$ is the matrix $K(z)$ without the first row and the $(j+1)$ st column.
Proof. Since the matrix $K(1)$ is nonsingular, (3.3) has a unique solution (3.5), which is found by Cramer's rule. Using the Laplace expansion for the first row of matrix $K(z)$, we readily obtain that (3.5) gives (3.4), which concludes the proof.

Corollary 3.4. Suppose the matrix $M\left(1, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)$ is nonsingular, and the vector $\left(x_{0}, \ldots, x_{n}\right)$ is a solution of (1.4); then

$$
\begin{equation*}
\sum_{j=0}^{n} x_{j} f_{j}(z)=D^{\prime}(1) \frac{\operatorname{det} M\left(z, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)}{\operatorname{det} M\left(1, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)} . \tag{3.6}
\end{equation*}
$$

Remark 3.5 (on symmetry in (3.6)). The determinant $\operatorname{det} M\left(z, z_{1}, \ldots, z_{n}\right)$ is a skew-symmetric function of the roots. Hence, the right-hand side of (3.6), which is equal to the numerator of (1.1), is a symmetric function. However, the form (3.6) does not show how to find the value of the numerator without finding the roots $\hat{z}_{1}, \ldots, \hat{z}_{n}$. Therefore, we need an equivalent representation; see also Remark 2.5 .

Consider the matrix

$$
\bar{M}\left(z, z_{1}, \ldots, z_{n}\right)=\left(\begin{array}{cccc}
f_{0}(z) & f_{1}(z) & \ldots & f_{n}(z)  \tag{3.7}\\
F_{0,0}^{n} & F_{1,0}^{n} & \ldots & F_{n, 0}^{n} \\
\vdots & \vdots & \ddots & \vdots \\
F_{0, n-1}^{n} & F_{1, n-1}^{n} & \ldots & F_{n, n-1}^{n}
\end{array}\right),
$$

where $F_{j, k}^{n}$ is the $(k, n)$-transformation of the function $f_{j}(z)$, defined in (2.5). From Lemma 2.11, we find that $\operatorname{det} M\left(z, z_{1}, \ldots, z_{n}\right)=V\left(z_{1}, \ldots, z_{n}\right) h\left(z, z_{1}, \ldots, z_{n}\right)$, where $V\left(z_{1}, \ldots, z_{n}\right)$ is the Vandermonde determinant and

$$
\begin{equation*}
h\left(z, z_{1}, \ldots, z_{n}\right)=\operatorname{det} \bar{M}\left(z, z_{1}, \ldots, z_{n}\right) . \tag{3.8}
\end{equation*}
$$

In particular,

$$
\frac{\operatorname{det} M\left(z, z_{1}, \ldots, z_{n}\right)}{\operatorname{det} M\left(1, z_{1}, \ldots, z_{n}\right)}=\frac{h\left(z, z_{1}, \ldots, z_{n}\right)}{h\left(1, z_{1}, \ldots, z_{n}\right)}
$$

is a symmetric function of the roots. Therefore, from Corollary 3.4, we obtain the following theorem.

Theorem 3.6. Suppose the matrix $M\left(1, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)$ is nonsingular, and the vector $\left(x_{0}, \ldots, x_{n}\right)$ is a solution of (1.4); then

$$
\sum_{j=0}^{n} x_{j} f_{j}(z)=D^{\prime}(1) \frac{h\left(z, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)}{h\left(1, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)}
$$

and

$$
\begin{equation*}
X(z)=\frac{D^{\prime}(1) h\left(z, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)}{D(z) h\left(1, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)}(z-1) . \tag{3.9}
\end{equation*}
$$

Using Remark 2.14, we can find $h\left(z, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)$ without knowing the roots $\hat{z}_{1}, \ldots$, $\hat{z}_{n}$ by computing $n$ contour integrals. Thus, Theorem 3.6 provides a way of calculating the pgf $X(z)$ at an arbitrary point $z$ without computing roots and the unknowns $x_{0}, \ldots, x_{n}$. Moreover, the analytic form of the representation (3.9) may be used directly to obtain further results. For example, the mean $X^{\prime}(1)$ of the corresponding random variable can be found as follows:

$$
\begin{aligned}
X^{\prime}(1) & =\left.D^{\prime}(1)\left(\frac{d}{d z} \frac{z-1}{D(z)}\right)\right|_{z=1}+\left.D^{\prime}(1)\left(\frac{z-1}{D(z)}\right)\right|_{z=1} \frac{h^{\prime}\left(1, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)}{h\left(1, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)} \\
& =\left.D^{\prime}(1)\left(\frac{D(z)-(z-1) D^{\prime}(z)}{D^{2}(z)}\right)\right|_{z=1}+\frac{h^{\prime}\left(1, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)}{h\left(1, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)} \\
& =-\frac{D^{\prime \prime}(1)}{2 D^{\prime}(1)}+\frac{h^{\prime}\left(1, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)}{h\left(1, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)}
\end{aligned}
$$

where we applied L'Hôpital's rule to find the values at $z=1$, and, for simplicity, used $h^{\prime}\left(1, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)$ instead of $\left.\left(\partial / \partial z h\left(z, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)\right)\right|_{z=1}$. In section 4 , we consider a special case, in which $X^{\prime}(1)$ may be found using a single contour integral.

To analyze the corresponding system, it can be important to compute the coefficients $x_{j}$ for $j=0, \ldots, n$. The following theorem shows how to find them using the $\operatorname{matrix} M\left(1, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)$.

Theorem 3.7. Suppose the matrix $M\left(1, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)$ is nonsingular, and the vector $\left(x_{0}, \ldots, x_{n}\right)$ is a solution of the equation

$$
\begin{equation*}
\bar{M}\left(1, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)\left(x_{0}, \ldots, x_{n}\right)^{T}=\left(D^{\prime}(1), 0, \ldots, 0\right)^{T} \tag{3.10}
\end{equation*}
$$

then the vector $\left(x_{0}, \ldots, x_{n}\right)$ is also the unique solution of (1.4).
This theorem follows by applying Lemma 2.11 to the solution (3.5) of the system in (1.4) and Lemma 3.3 to (3.10).

Remark 3.8 (advantages of using matrix $\left.\bar{M}\left(z, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)\right)$. Theorems 3.6 and 3.7 provide a reliable way to use the roots $\hat{z}_{j}$. In the classical approach, one needs to solve (1.4), which involves matrix $M\left(1, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)$. This matrix becomes singular if two roots coincide. Thus, it is close to singular (in terms of a matrix norm) when the distance between a pair of roots is small, which renders system (1.4) ill-conditioned and may lead to serious numerical errors. This problem can occur when there are many roots; see subsection 3.2 below. In contrast, the matrix $\bar{M}\left(z, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)$ is, in general, nonsingular even if all roots coincide; see Remark 2.12. Therefore, using (3.10) yields more reliable results than system (1.4); see subsection 3.2 for more details.
3.2. Numerical examples. In this subsection, we compare different numerical approaches to finding the unknowns $x_{j}$; for the source code, see [1]. The classical approach consists of two steps: finding the zeros of the denominator $D(z)$ and solving a system of linear equations; see (1.4). In general, there is no explicit formula for the zeros. Thus, the existing zero-finding algorithms are often iterative, meaning the precision of the found zeros depends on the number of iterations and the rate of convergence. Numerical errors that arise in this first step affect the solution of (1.4). When the matrix $M\left(1, \hat{z}_{1}, \ldots, z_{n}\right)$ is close to singular (see Remark 3.8), even a small error in the entries of the matrix may result in a huge error in the resulting coefficients $x_{0}, \ldots, x_{n}$. The other two approaches are based on (3.10) and differ in the way the matrix $\bar{M}\left(1, \hat{z}_{1}, \ldots, z_{n}\right)$ is computed: using the roots or using the contour
integrals. We refer to these methods as the modified root-finding approach and the contour-integral approach, respectively.

We illustrate the numerical problems of the standard approach using the classical bulk-service queue; see [3], as an example. This queuing system is a special case of Example 3.2 for which $Y_{m}(z)=Y(z)$ for all $m$. As before, the size of the service batches is fixed and equals $n+1$. We consider binomial arrivals with $\operatorname{pgf} Y(z)=$ $(\lambda z+1-\lambda)^{2(n+1)}$, where $\lambda<1 / 2$ to guarantee stability of the system. For such arrivals, $f_{j}(z)=\left(Y_{j}(z) z^{n+1}-z^{j} Y(z)\right) /(z-1)=\left(z^{j}+\cdots+z^{n}\right) Y(z)$ and the denominator is equal to

$$
\begin{equation*}
D(z)=z^{n+1}-(\lambda z+1-\lambda)^{2(n+1)} . \tag{3.11}
\end{equation*}
$$

Therefore, the pgf $X(z)$ of the queue length is given by

$$
\begin{equation*}
X(z)=\frac{\sum_{j=0}^{n} x_{j}\left(z^{j}+\cdots+z^{n}\right)}{z^{n+1}-(\lambda z+1-\lambda)^{2(n+1)}}(\lambda z+1-\lambda)^{2(n+1)}(z-1) . \tag{3.12}
\end{equation*}
$$

In subsections 3.2.1 and 3.2.2, we consider both steps of the classical approach of computing the unknowns $x_{0}, \ldots, x_{n}$.
3.2.1. Finding the zeros. In this subsection, we explain two ways of finding the zeros of the denominator (3.11). The first one is based on the expression for the zeros obtained in [12] under special conditions, such as $Y(z)$ to be zero-free in a certain region. For binomial arrivals, these conditions hold, and, in our case, we obtain

$$
\begin{equation*}
\hat{z}_{k}=\sum_{l=1}^{\infty} \frac{1}{l} \lambda^{l+1}(1-\lambda)^{l-1}\binom{2 l}{l-1} w_{k}^{l}, \tag{3.13}
\end{equation*}
$$

where $w_{k}=e^{2 \pi \mathrm{i} k /(n+1)}, k=0, \ldots, n$. For numerical purposes, one needs to truncate the series on the right-hand side of (3.13), resulting in an approximation:

$$
\begin{equation*}
\hat{z}_{k} \approx \hat{z}_{k, N}=\sum_{l=1}^{N} \frac{1}{l} \lambda^{l+1}(1-\lambda)^{l-1}\binom{2 l}{l-1} w_{k}^{l} . \tag{3.14}
\end{equation*}
$$

We use $N=N(\delta)=\min \left\{M:\left|1-\hat{z}_{0, M}\right|<\delta\right\}$. Observe that this choice guarantees the precision of the roots, i.e., $\left|\hat{z}_{k}-\hat{z}_{k, N(\delta)}\right| \leqslant\left|\hat{z}_{0}-\hat{z}_{0, N(\delta)}\right|<\delta$ for $k=0, \ldots, n$, since the coefficients $\lambda^{l+1}(1-\lambda)^{l-1}\binom{2 l}{l-1} / l$ are nonnegative. However, it may be computationally expensive to compute $N(\delta)$ when the rate of convergence in (3.13) is slow.

The second way provides an explicit formula for the zeros by exploiting the special form of (3.11). To find the zeros of the denominator, we separate the equation

$$
z^{n+1}=(\lambda z+1-\lambda)^{2(n+1)}
$$

into $n+1$ quadratic equations

$$
z=w_{k}(\lambda z+1-\lambda)^{2}
$$

for $k=0, \ldots, n$. Solving for $z$ yields

$$
\begin{equation*}
z=\frac{1-2 w_{k} \lambda(1-\lambda) \pm \sqrt{1-4 w_{k} \lambda(1-\lambda)}}{2 w_{k} \lambda^{2}} . \tag{3.15}
\end{equation*}
$$

Using (3.15) for $k=0, \ldots, n$, we obtain $2(n+1)$ zeros of the denominator, from which we pick those that are inside the unit disk.
3.2.2. Solving the linear system. In this subsection, we compare the numerical solutions of (1.4) and (3.10). As a benchmark, we use the explicit solution of these systems, derived below.

Note that the functions $f_{j}(z)$ in the numerator of $X(z)$ have a common factor $Y(z)$. To simplify the computations, we will consider functions $\tilde{f}_{j}(z)=f_{j}(z) / Y(z)=$ $z^{j}+\cdots+z^{n}$ instead. Such a change corresponds to a pgf of the queue length just after the start of the service, i.e., before the arrivals during the current time slot. Note that this change does not affect the solutions of (1.4) and (3.10).

For the classical bulk-service queue, one can find the solution of (1.4) explicitly in terms of the symmetrical functions of the zeros, which is the case for all pgfs that have the factorization property; see section 4 for details. First, note that the numerator of (3.12) is a polynomial of degree $n$ and vanishes at $z=\hat{z}_{k}$ for $k=1, \ldots, n$. Observe also that $\hat{z}_{k} \neq \hat{z}_{j}$ for $k \neq j$. Therefore, from (2.3), we obtain

$$
\sum_{l=0}^{n} x_{l}\left(z^{l}+\cdots+z^{n}\right)=\left(\sum_{l=0}^{n} x_{l}\right) \sum_{j=0}^{n}(-1)^{n-j} \sigma_{n-j}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right) z^{j}
$$

Comparing the coefficients at $z^{j}$ on both sides of the equation, we find

$$
\sum_{l=0}^{j} x_{l}=(-1)^{n-j} \sigma_{n-j}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)\left(\sum_{l=0}^{n} x_{l}\right)
$$

or, equivalently,

$$
\begin{equation*}
x_{j}=(-1)^{n-j}\left(\sigma_{n-j}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)+\sigma_{n-j+1}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)\right)\left(\sum_{l=0}^{n} x_{l}\right) \tag{3.16}
\end{equation*}
$$

for $j=0, \ldots, n$, where, by definition, $\sigma_{n+1}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)=0$; see subsection 2.3. Second, since $\sum_{j=0}^{n} x_{j} f_{j}(1)=D^{\prime}(1)($ see (1.3)), we obtain

$$
\sum_{j=0}^{n} x_{j}(n-j+1)=\left(\sum_{l=0}^{n} x_{l}\right) \sum_{j=0}^{n}(-1)^{n-j} \sigma_{n-j}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)=(n+1)(1-2 \lambda)
$$

which, together with (3.16), gives

$$
\begin{equation*}
x_{j}=(n+1)(1-2 \lambda) \frac{(-1)^{n-j}\left(\sigma_{n-j}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)+\sigma_{n-j+1}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)\right)}{\sum_{l=0}^{n}(-1)^{n-l} \sigma_{n-l}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)} . \tag{3.17}
\end{equation*}
$$

We use (3.17) with the zeros computed by (3.15) as a benchmark for the numerical solutions of (1.4) and (3.10). We consider the maximum of the absolute error, i.e., $\max _{j=0, \ldots, n}\left|x_{j}-\tilde{x}_{j}\right|$, where $\tilde{x}_{j}$ is computed using either the classical approach, the modified root-finding approach, or the contour-integral approach. For $\lambda=0.3$, $0.4,0.45$, we plot the results depending on the batch size $n+1$; see Figure 1. For the classical and modified root-finding approaches we compute the zeros by (3.14) with the truncation bound $N=N(\delta), \delta=10^{-10}$. The contour integral is computed using Python method scipy.integrate.quad. This method accepts an optional argument of the desired absolute accuracy, for which we also use $\delta=10^{-10}$.

As can be seen from Figure 1, the classical approach of finding the probabilities $x_{0}, \ldots, x_{n}$ leads to serious errors for large $n$. For example, for $\lambda=0.45$ and $n \geqslant 27$,


FIG. 1. The absolute error of the numerical solutions for (a) the classical approach, (b) the modified root-finding approach, and (c) the contour-integral approach.
even though the roots are computed with an error of less than $\delta$, the error in the probabilities is about $10^{11} \delta$. Using the matrix $\bar{M}\left(1, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)$ leads to errors of order $\delta$ or less. For small values of $n$, using contour integrals gives better results than using roots in (3.10), but for large $n$ the results are similar. Also both approaches give better results for higher values of $\lambda$. We conclude that using (3.10) provides more reliable results than the classical system (1.4).
4. Factorization of the pgf. In this section, we give necessary and sufficient conditions for the pgf $X(z)$ of the form (1.1) to have some special properties. The first property is the factorization property, i.e., that the numerator of the pgf (1.1) can be represented as a product, where each of the terms depends on not more than one root:

$$
\begin{equation*}
X(z)=D^{\prime}(1) \frac{g(z) \prod_{k=1}^{n} g\left(z, \hat{z}_{k}\right)}{D(z)}(z-1) \tag{4.1}
\end{equation*}
$$

for some functions $g(z)$ and $g(z, w)$. This representation of the sum as a product is analogous to Vieta's formulas; see (2.3). For an example of the numerator that cannot be represented as such a product, consider three functions $f_{0}(z)=1, f_{1}(z)=z$, and $f_{2}(z)=z^{3}$. Then $\sum_{j=0}^{2} x_{j} f_{j}(z)$ is a polynomial of degree 3 with roots $z_{1}$ and $z_{2}$. Thus, for some $w$, it is equal, up to a constant, to $\left(z-z_{1}\right)\left(z-z_{2}\right)(z-w)$. As the coefficient at $z^{2}$ is zero, we have $w=-z_{1}-z_{2}$, which makes the product form (4.1) impossible.

The second property is the additive-mean property; i.e., $X^{\prime}(1)$, which represents the mean of the corresponding random variable, is an additive function of the roots. One can easily see that the factorization property implies the additive-mean property. Indeed, from (4.1), L'Hôpital's rule gives us

$$
\begin{equation*}
1=X(1)=g(1) \prod_{k=1}^{n} g\left(1, \hat{z}_{k}\right) \tag{4.2}
\end{equation*}
$$

and the mean of the corresponding random variable is given by a symmetric additive function of the roots:

$$
\begin{equation*}
X^{\prime}(1)=-\frac{D^{\prime \prime}(1)}{2 D^{\prime}(1)}+\frac{g^{\prime}(1)}{g(1)}+\left.\sum_{k=1}^{n} \frac{\partial}{\partial z} \frac{g\left(z, \hat{z}_{k}\right)}{g\left(1, \hat{z}_{k}\right)}\right|_{z=1} \tag{4.3}
\end{equation*}
$$

To find the above equation, take the derivative of (4.1) and use equality (4.2). An additive form, as in (4.3), implies that under some conditions, the mean value can be found using one contour integral; see Remark 2.16. Note that for certain functions $g(z, w)$, it is possible to represent the pgf as an exponent of a contour integral; see [7].

The following theorem gives the relation between factorization and additive-mean properties in terms of the function $h\left(z, z_{1}, \ldots, z_{n}\right)$, and Corollary 4.3 summarizes the necessary and sufficient conditions for these properties.

THEOREM 4.1. Suppose the functions $f_{j}(z)$ are analytic in $\Delta_{1}=\{z:|z|<1\}$, the matrix $M\left(z, z_{1}, \ldots, z_{n}\right)$ is defined by (1.5), and the function $h\left(z, z_{1}, \ldots, z_{n}\right)$ is given by (3.8). Consider the following conditions:
(a) There exist a nonsingular matrix

$$
A=\left(\begin{array}{ccc}
a_{0,0} & \ldots & a_{0, n} \\
\vdots & \ddots & \vdots \\
a_{n, 0} & \ldots & a_{n, n}
\end{array}\right)
$$

an analytic function $B(z)$ in $\Delta_{1}$, and a nonconstant meromorphic function $C(z)$ in $\Delta_{1}$ such that $f_{j}(z)=\sum_{k=0}^{n} a_{j, k} \tilde{f}_{k}(z)$, where

$$
\begin{equation*}
\tilde{f}_{k}(z)=B(z) C(z)^{k} \tag{4.4}
\end{equation*}
$$

(b) There exist meromorphic functions $g(z)$ and $g(z, w)$ such that

$$
\begin{equation*}
\frac{h\left(z, z_{1}, \ldots, z_{n}\right)}{h\left(1, z_{1}, \ldots, z_{n}\right)}=g(z) \prod_{k=1}^{n} g\left(z, z_{k}\right) \tag{4.5}
\end{equation*}
$$

(c) There exist a constant $c$ and a meromorphic function $f(z)$ such that

$$
\begin{equation*}
\left.\frac{\partial}{\partial z} \frac{h\left(z, z_{1}, \ldots, z_{n}\right)}{h\left(1, z_{1}, \ldots, z_{n}\right)}\right|_{z=1}=c+\sum_{k=1}^{n} f\left(z_{k}\right) \tag{4.6}
\end{equation*}
$$

If
(*) the matrix $M\left(1, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)$ is nonsingular for some $\hat{z}_{1}, \ldots, \hat{z}_{n}$,
then conditions (a) and (b) are equivalent and (c) follows from them. If, moreover, $(* *) \quad$ there exist $1 \leqslant j<k \leqslant n$ such that $f_{j}^{\prime}(1) f_{k}(1) \neq f_{k}^{\prime}(1) f_{j}(1)$,
then all three conditions are equivalent. Also, if (**) does not hold, then (c) is satisfied for a constant function $f(z)$. Furthermore, if conditions (a) and (*) hold, then conditions (b) and (c) hold for

$$
\begin{align*}
g(z) & =\frac{B(z)}{B(1)}, & g(z, w) & =\frac{C(z)-C(w)}{C(1)-C(w)}  \tag{4.7}\\
c & =\frac{B^{\prime}(1)}{B(1)}, & f(w) & =\frac{C^{\prime}(1)}{C(1)-C(w)} .
\end{align*}
$$

The proof of the theorem is given in the following subsections, where we prove the implications $(\mathrm{a}) \Rightarrow(\mathrm{b})$ (under $(*)),(\mathrm{b}) \Rightarrow(\mathrm{c}),(\mathrm{c}) \Rightarrow(\mathrm{a})$ (under conditions $(*)$ and $(* *)$ ), and $(\mathrm{b}) \Rightarrow(\mathrm{a})$ (under $(*))$. Afterwards, in subsection 4.5 , we provide a way to check condition (a) for an arbitrary set of functions $f_{0}(z), \ldots, f_{n}(z)$.

Remark 4.2 (condition $(*)$ ). The nonsingularity condition $(*)$ means that equation (1.4) is well-defined at least for one choice of $\hat{z}_{1}, \ldots, \hat{z}_{n}$, which is a natural requirement for the analysis of (1.1). Since $f_{j}(1) \neq 0$ for some $j=0, \ldots, n$, condition $(*)$ is equivalent to linear independence between the functions $f_{0}(z), \ldots, f_{n}(z)$; see Property 2.7 for $\Lambda_{a}=M\left(1, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)$.

Corollary 4.3. Suppose the functions $f_{j}(z)$ are analytic in $\Delta_{1}$ and linearly independent. Then

- the pgf (1.1) has the factorization property if and only if the functions $f_{j}(z)$, up to a linear transformation, form a geometric sequence (4.4);
- the pgf (1.1) has the additive-mean property if and only if the functions $f_{j}(z)$ either satisfy $f_{j}^{\prime}(1) f_{k}(1)=f_{k}^{\prime}(1) f_{j}(1)$ for all $j, k=0, \ldots, n$, or, up to a linear transformation, form a geometric sequence (4.4).
Remark 4.4 (comparison with [18]). Theorem 4.1 was partially proven for a specific function $C(z)$ in [18]. There the focus was on proving (4.6) for certain systems such as the bulk-service queue and the fixed-cycle traffic-light queue. This result allows us to use contour integrals for finding the average queue length. Theorem 4.1 generalizes the result of [18] and describes all systems for which (4.6) applies. However, it does not imply that these are the only queuing systems for which the mean value can be found using one contour integral. In this paper, we have considered a special class of the pgf; see (1.1). If one is able to find the pgf in a factorized form, e.g., as in (4.1), then the mean will be an additive function of the roots. For example, this result can be applied to the $G_{D} / G_{D} / 1$ queue considered in [21].

Remark 4.5 (degenerate case). Note that from definition (3.8) of the function $h\left(z, z_{1}, \ldots, z_{n}\right)$, it follows that if condition (**) does not hold, then (4.6) holds for $f(z)=0$ and $c=f_{0}^{\prime}(1) / f_{0}(1)$. In Example 4.6, we give an example of a queuing system without condition $(* *)$.

Example 4.6 (degenerate case). Consider a special bulk-service queue with vacations depending on the queue size. The arrivals are Poisson with rate 1. The size of the batch is 3 and the service time is deterministic and equal to some $d$ such that $2<d<3$. If the server visits the queue and finds at least three customers, it immediately starts serving the first three customers. If upon a visit the server finds the queue with $j$ customers, $j<3$, it serves them instantly and takes a vacation of deterministic time $v_{j}$ with

$$
v_{0}=-1+\sqrt{d^{2}-4 d+7}, \quad v_{1}=-1+\sqrt{d^{2}-3 d+3}, \quad v_{2}=d-2
$$

Note that for $d>2$, this time $v_{j}$ is positive for $j=0,1,2$. It is possible to find the pgf $X(z)$ of the queue length at the times when the server visits the queue, i.e., after a service or a vacation,

$$
X(z)=\frac{\sum_{j=0}^{2} x_{j} \hat{f}_{j}(z)}{z^{3}-e^{d(z-1)}}
$$

where $x_{j}$ is the probability of finding $j$ customers in the queue upon a visit, and $\hat{f}_{j}(z)=(z-1) f_{j}(z)=e^{v_{j}(z-1)} z^{3}-z^{j} e^{d(z-1)}$. One can check that $f_{j}^{\prime}(1)=\hat{f}_{j}^{\prime \prime}(1) / 2=$ $2 f_{j}(1)=\hat{f}_{j}^{\prime}(1)$ for all $j=0,1,2$, which means that $(* *)$ does not hold, and, therefore,
that (c) holds for $f(z)=0$. Thus, the mean queue length upon the server arrival is independent of the roots of the characteristic equation $z^{3}=e^{d(z-1)}$ :

$$
X^{\prime}(1)=\left.\left(\frac{z-1}{z^{3}-e^{d(z-1)}}\right)^{\prime}\right|_{z=1}(3-d)+\frac{\sum_{j=0}^{2} x_{j} f_{j}^{\prime}(1)}{\sum_{j=0}^{2} x_{j} f_{j}(1)}=\frac{d^{2}-4 d+6}{6-2 d}
$$

4.1. Proof of Theorem 4.1: (a) $\Rightarrow$ (b). Consider the matrix $M\left(z, z_{1}, \ldots, z_{n}\right)$ at some point $\left(z, z_{1}, \ldots, z_{n}\right)$ such that the matrix is nonsingular. Given (a), the matrix $M\left(z, z_{1}, \ldots, z_{n}\right)$ is a linear transformation of an alternant matrix with the functions $\tilde{f}_{k}(z)=B(z) C(z)^{k}:$

$$
M\left(z, z_{1}, \ldots, z_{n}\right)\left(A^{T}\right)^{-1}=\left(\begin{array}{ccc}
B(z) & \ldots & B(z) C(z)^{n} \\
\vdots & \ddots & \vdots \\
B\left(z_{n}\right) & \ldots & B\left(z_{n}\right) C\left(z_{n}\right)^{n}
\end{array}\right)
$$

which is similar to a Vandermonde matrix. Hence, its determinant is equal to

$$
\operatorname{det}\left(M\left(z, z_{1}, \ldots, z_{n}\right)\left(A^{T}\right)^{-1}\right)=B(z) \prod_{k=1}^{n} B\left(z_{k}\right) V_{C}\left(z, \ldots, z_{n}\right)
$$

where $V_{C}\left(z, \ldots, z_{n}\right)=V\left(C(z), C\left(z_{1}\right), \ldots, C\left(z_{n}\right)\right)$ is the Vandermonde determinant for variables $C(z), C\left(z_{1}\right), \ldots, C\left(z_{n}\right)$. Therefore, given the fact that the matrices $A$ and $M\left(1, z_{1}, \ldots, z_{n}\right)$ are nonsingular, we obtain

$$
\begin{equation*}
\frac{h\left(z, z_{1}, \ldots, z_{n}\right)}{h\left(1, z_{1}, \ldots, z_{n}\right)}=\frac{\operatorname{det}\left(M\left(z, z_{1}, \ldots, z_{n}\right)\left(A^{T}\right)^{-1}\right)}{\operatorname{det}\left(M\left(1, z_{1}, \ldots, z_{n}\right)\left(A^{T}\right)^{-1}\right)}=\frac{B(z)}{B(1)} \prod_{k=1}^{n} \frac{C(z)-C\left(z_{k}\right)}{C(1)-C\left(z_{k}\right)} \tag{4.9}
\end{equation*}
$$

This is exactly (4.5) with the functions $g(z)$ and $g(z, w)$ defined as in (4.7). Note that due to the continuity of the functions on the left-hand side and the right-hand side of (4.9) in their support, the equality holds also at points where the matrix $M\left(1, z_{1}, \ldots, z_{n}\right)$ is singular, but $h\left(1, z_{1}, \ldots, z_{n}\right) \neq 0$; see also Remarks 2.5 and 2.12.
4.2. Proof of Theorem 4.1: (b) $\Rightarrow$ (c). This implication does not require $(*)$ or $(* *)$. Note that from (4.5) it follows that $g(1) \prod_{k=1}^{n} g\left(1, z_{k}\right)=1$. Hence,

$$
\left.\frac{\partial}{\partial z} \frac{h\left(z, z_{1}, \ldots, z_{n}\right)}{h\left(1, z_{1}, \ldots, z_{n}\right)}\right|_{z=1}=\left.\frac{\partial}{\partial z}\left(\frac{g(z)}{g(1)} \prod_{k=1}^{n} \frac{g\left(z, z_{k}\right)}{g\left(1, z_{k}\right)}\right)\right|_{z=1}=\frac{g^{\prime}(1)}{g(1)}+\left.\sum_{k=1}^{n} \frac{\partial}{\partial z} \frac{g\left(z, z_{k}\right)}{g\left(1, z_{k}\right)}\right|_{z=1}
$$

Thus, one can choose $c=g^{\prime}(1) / g(1)$ and $f(w)=\partial / \partial z g(z, w) /\left.g(1, w)\right|_{z=1}$. If the functions $g(z)$ and $g(z, w)$ are defined as in (4.7), then $c$ and $f(w)$ are defined as in (4.8).
4.3. Proof of Theorem 4.1: (c) $\Rightarrow$ (a). This is the most involved part of the proof. Here, we use several results, given as lemmas, that are proved separately in the appendix. First, we consider a linear transformation of the functions $f_{j}(z)$, given by the following lemma; see proof in Appendix A.5.

Lemma 4.7. If the functions $f_{j}(z)$ are analytic in $\Delta_{1}$ and linearly independent, then there exist a point $z^{*} \in \Delta_{1}$ and functions $\tilde{f}_{k}(z)$ such that $f_{j}(z)=\sum_{k=0}^{n} \tilde{a}_{j, k} \tilde{f}_{k}(z)$ and

$$
\begin{equation*}
\tilde{f}_{k}(z)=\left(z-z^{*}\right)^{k}+o\left(\left(z-z^{*}\right)^{k}\right) \text { as } z \rightarrow z^{*} \tag{4.10}
\end{equation*}
$$

Moreover, $z^{*}$ can be any point in $\Delta_{1}$ except a finite set of points, and the function $\tilde{f}_{n-1}(z)$ can be chosen such that $\tilde{f}_{n-1}(1) \neq 0$.

In our case, we can apply Lemma 4.7 , because the matrix $M\left(1, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)$ is nonsingular, and, therefore, the functions $f_{0}(z), \ldots, f_{n}(z)$ are linearly independent. Since $z^{*}$ can be any point in the unit disk except a finite number of points, we can assume, without loss of generality, that $z^{*}=0, a_{j, k}=\delta_{j k}$, and $\tilde{f}_{n-1}(1) \neq 0$, where $\delta_{j k}$ is the Kronecker delta.

Now, suppose that (4.6) holds. We will focus on determining $f_{k+1}(z) / f_{k}(z)$. For this, we will consider the cases where $z_{k+1}=\cdots=z_{n}=0$ for $k=1, \ldots, n$. The following lemma gives the value of $h\left(z, z_{1}, \ldots, z_{n}\right) / h\left(1, z_{1}, \ldots, z_{n}\right)$ for each $k$. The proof is given in Appendix A.6.

Lemma 4.8. For $k>0$,

$$
\begin{equation*}
\frac{h\left(z, z_{1}, \ldots, z_{k}, 0, \ldots, 0\right)}{h\left(1, z_{1}, \ldots, z_{k}, 0, \ldots, 0\right)}=\frac{\operatorname{det} \Lambda_{k}\left(z, z_{1}, \ldots, z_{k}\right)}{\operatorname{det} \Lambda_{k}\left(1, z_{1}, \ldots, z_{k}\right)} \tag{4.11}
\end{equation*}
$$

where

$$
\Lambda_{k}\left(z, z_{1}, \ldots, z_{k}\right)=\left(\begin{array}{ccc}
f_{n-k}(z) & \ldots & f_{n}(z) \\
f_{n-k}\left(z_{1}\right) & \ldots & f_{n}\left(z_{1}\right) \\
\vdots & \ddots & \vdots \\
f_{n-k}\left(z_{k}\right) & \ldots & f_{n}\left(z_{k}\right)
\end{array}\right)
$$

To find the function $f(z)$ in (4.6), we consider $k=1$. Using Lemma 4.8, we find

$$
\begin{equation*}
\frac{h\left(z, z_{1}, 0, \ldots, 0\right)}{h\left(1, z_{1}, 0, \ldots, 0\right)}=\frac{f_{n}\left(z_{1}\right) f_{n-1}(z)-f_{n}(z) f_{n-1}\left(z_{1}\right)}{f_{n}\left(z_{1}\right) f_{n-1}(1)-f_{n}(1) f_{n-1}\left(z_{1}\right)} \tag{4.12}
\end{equation*}
$$

Let $C(z)=f_{n}(z) / f_{n-1}(z)$. Note that the function $C(z)$ is not a constant since the functions $f_{n}(z)$ and $f_{n-1}(z)$ are linearly independent. Using the function $C(z)$, we can rewrite (4.12) as

$$
\begin{equation*}
\frac{h\left(z, z_{1}, 0, \ldots, 0\right)}{h\left(1, z_{1}, 0, \ldots, 0\right)}=\frac{f_{n-1}(z)}{f_{n-1}(1)} \frac{C(z)-C\left(z_{1}\right)}{C(1)-C\left(z_{1}\right)} \tag{4.13}
\end{equation*}
$$

Note that $C(1)$ and the right-hand side of (4.13) are well-defined since $f_{n-1}(1)=$ $\tilde{f}_{n-1}(1) \neq 0$; see the choice of $z^{*}$. Taking the derivative gives us

$$
\left.\frac{\partial}{\partial z} \frac{h\left(z, z_{1}, 0, \ldots, 0\right)}{h\left(1, z_{1}, 0, \ldots, 0\right)}\right|_{z=1}=\frac{f_{n-1}^{\prime}(1)}{f_{n-1}(1)}+\frac{C^{\prime}(1)}{C(1)-C\left(z_{1}\right)}
$$

Equation (4.6) defines the constant $c$ and the function $f(w)$ up to a constant, i.e., constant $c$ can be arbitrarily chosen. Therefore, we redefine $f(w)$ as $C^{\prime}(1) /(C(1)-C(w))$. This leads to $c=f_{n-1}^{\prime}(1) / f_{n-1}(1)-(n-1) C^{\prime}(1) / C(1)$ since $f(0)=C^{\prime}(1) / C(1)$. Here, we used the fact that $C(0)=\lim _{z \rightarrow 0} f_{n}(z) / f_{n-1}(z)=\lim _{z \rightarrow 0} z^{n} / z^{n-1}=0$.

Now, it is left to prove that condition (a) follows from the equation

$$
\begin{equation*}
\left.\frac{\partial}{\partial z} \frac{h\left(z, z_{1}, \ldots, z_{n}\right)}{h\left(1, z_{1}, \ldots, z_{n}\right)}\right|_{z=1}=\frac{f_{n-1}^{\prime}(1)}{f_{n-1}(1)}-(n-1) \frac{C^{\prime}(1)}{C(1)}+\sum_{k=1}^{n} \frac{C^{\prime}(1)}{C(1)-C\left(z_{k}\right)} \tag{4.14}
\end{equation*}
$$

with $B(z)=f_{n}(z) / C(z)^{n}$. Recursive application of the following lemma together with a linear transformation of the functions $f_{j}(z)$ concludes the proof of implication $(\mathrm{c}) \Rightarrow(\mathrm{a})$. The proof of Lemma 4.9 is given in Appendix A.7.

Lemma 4.9. Consider $k \geqslant 2$. Suppose that ( $* *$ ) is satisfied and (4.14) holds for $z_{k+1}=\cdots=z_{n}=0$. Suppose also that $f_{j+1}(z) / f_{j}(z)=C(z)$ for $j=n-k+$ $1, \ldots, n-1$. Then there exist coefficients $\beta_{j}, j=0, \ldots, k$, such that

$$
f_{n-k}(z)=\beta_{0} f_{n-k+1}(z) / C(z)+\sum_{j=1}^{k} \beta_{j} f_{n-k+j}(z)
$$

Remark 4.10 (importance of linear transformation). It would be sufficient to prove that $f_{j+1}(z)=C(z) f_{j}(z)$ for $j=0, \ldots, n-2$. However, it may be not true. For example, the functions $1+z, z$, and $z^{2}$ satisfy conditions (a)-(c) and (4.10), but $z /(1+z) \neq z=z^{2} / z$.
4.4. Proof of Theorem 4.1: (b) $\Rightarrow$ (a). We prove (b) $\Rightarrow$ (a) under (*) similarly to $(\mathrm{c}) \Rightarrow(\mathrm{a})$ under $(*)$ and $(* *)$. We proceed from (4.13) and define $g(z, w)$ as in (4.7). Note that equality (4.13) does not require condition ( $* *$ ), which we used only in Lemma 4.9. Using (4.13) and the definition of $g(z, w)$, we find that

$$
g(z)=\frac{f_{n-1}(z)(C(1))^{n-1}}{f_{n-1}(1)(C(z))^{n-1}}
$$

Thus, from (4.5), we obtain

$$
\begin{equation*}
\frac{h\left(z, z_{1}, \ldots, z_{n}\right)}{h\left(1, z_{1}, \ldots, z_{n}\right)}=\frac{f_{n-1}(z)(C(1))^{n-1}}{f_{n-1}(1)(C(z))^{n-1}} \prod_{k=1}^{n} \frac{C(z)-C\left(z_{k}\right)}{C(1)-C\left(z_{k}\right)} \tag{4.16}
\end{equation*}
$$

Similarly to the case $(c) \Rightarrow(a)$, we conclude the proof by recursively applying the following lemma together with a linear transformation of the functions $f_{k}(z)$. The proof of Lemma 4.11 is similar to that of Lemma 4.9 and is given in Appendix A.8.

Lemma 4.11. Consider $k \geqslant 2$. Suppose that (4.16) holds for $z_{k+1}=\cdots=z_{n}=0$, and that $f_{j+1}(z) / f_{j}(z)=C(z)$ for $j=n-k+1, \ldots, n-1$. Then there exist coefficients $\beta_{j}, j=0, \ldots, k$, such that (4.15) holds.
4.5. Factorization property and linear transformations. In this subsection, we show how to check whether the pgf (1.1) has the factorization property and, consequently, also the additive-mean property. Assuming condition (a) of Theorem 4.1, we give an algorithm for finding the required matrix $A$ and the functions $B(z)$ and $C(z)$. Afterwards, one only needs to check that the equality (4.4) holds.

Consider linearly independent functions $f_{0}(z), \ldots, f_{n}(z)$. Without loss of generality, we can assume that their Wronskian $\operatorname{det} W(z)$, defined in (2.1), is not equal to 0 at $z=0$. Then, as shown in the proof of Lemma 4.7 in Appendix A.5, matrix $W(0)$ gives such a linear transformation of the functions $f_{j}(z), j=0, \ldots, n$, that the resulting functions $\tilde{f}_{j}(z)$ satisfy (4.10) for $z^{*}=0$; see (A.2). From the proof of the implication $(\mathrm{b}) \Rightarrow(\mathrm{a})$ it follows that if the functions $\tilde{f}_{j}(z)$ satisfy condition (a) and property (4.10) for $z^{*}=0$, then one can choose $C(z)=\tilde{f}_{n}(z) / \tilde{f}_{n-1}(z)$, and there exist such coefficients $\beta_{j, k}, j=0, \ldots, n-2, k=j, \ldots, n$, that

$$
\begin{equation*}
\tilde{f}_{j}(z)=\beta_{j, j} \frac{z}{C(z)} \frac{\tilde{f}_{j+1}(z)}{z}+\beta_{j, j+1} \tilde{f}_{j+1}(z)+\cdots+\beta_{j, n} \tilde{f}_{n}(z) \tag{4.17}
\end{equation*}
$$

see Lemma 4.11. Here the functions $z / C(z)$ and $\tilde{f}_{j+1}(z) / z$ are both analytic in a neighborhood of 0 . To find coefficients $\beta_{j, k}$, consider the Taylor expansion of both
sides of (4.17) at $z=0$. Since the functions $\tilde{f}_{j}(z)$ satisfy property $(4.10)$ for $z^{*}=0$, the first $j$ terms in the expansions are equal to 0 . The next $n+1-j$ terms give a linear system of equations for $\beta_{j, k}, k=j, \ldots, n$, with a unitriangular matrix. Plugging the solution of this system back in (4.17), one gets a functional equality for each $j$ if and only if condition (a) of Theorem 4.1 holds.
5. Applications. The results of this paper may be applied to many queuing systems. Example 3.2 describes a generic system where the customers are served in batches when the queue is long. Note that the batch size may be random, and only its maximum size is fixed. In case the queue is short, the arrival and the service processes can be arbitrary and can even depend on the queue length. Such a batching service occurs in numerous applications. For example, in traffic models, an intersection can serve a number of vehicles during a green period, but when there is no queue, the vehicles may proceed without stopping with a higher speed than those that need to wait. As a result, more vehicles may pass the intersection; see [19], [18]. For the multiserver queues $M / D / s$ and $G e o / D / s$, the queue length at times $m d$, where $d$ is the deterministic length of service, $m \in \mathbb{N}$, behaves as the classical bulk-service queue length just after service with Poisson or binomial arrivals, respectively; see [12], [14]. In many manufacturing systems, production at each stage takes place in batches, due to often large setup or changeover times to prepare for a particular product type. Also the transportation between stages of production or facilities is done in batches to use the transportation means economically. In these systems, the service only starts if at least a minimum load or number of products is available; see [11]. In subsection 3.2, we considered a special case of a classical bulk-service queue. This system has the factorization property, which allowed us to give the explicit solution (3.17). However, not every general bulk-service queue has this property; see subsection 5.1.

The roots of a characteristic equation may appear in other cases as well. For example, it often happens if the distributions of the involved random variables have a specific form. For a queuing example, we refer the reader to [21], where a $G_{D} / G_{D} / 1$ queue is analyzed for the case when either interarrival or service times have a rational pgf. In subsections 5.2 and 5.3 , we give two nonqueuing examples.
5.1. A general bulk-service queue. Consider a general bulk-service queue introduced in Example 3.2. Recall that $f_{j}(z)=\left(z^{n+1} Y_{j}(z)-z^{j} Y(z)\right) /(z-1)$, where $Y_{j}(z)$ (resp., $Y(z)$ ) is the pgf of the number of arrivals if there are $j<n+1$ (resp., at least $n+1$ ) customers in the queue prior to service, and the service capacity is $n+1$.

First, we consider the case when $Y(0) \neq 0$. Then the functions $f_{j}(z) / Y(0)$ satisfy property (4.10) for $z^{*}=0$. Therefore, the Wronskian (2.1) of the functions $f_{j}(z)$ is not equal to zero at $z=0$, which means that the functions $f_{j}(z)$ are linearly independent.

For this bulk-service queue, (4.17) can be rewritten as

$$
\begin{align*}
& Y_{j}(z) z^{n+1}=z^{j} Y(z)+\beta_{j, j} \frac{Y_{n-1}(z) z^{2}-Y(z)}{Y_{n}(z) z-Y(z)}\left(Y_{j+1}(z) z^{n}-z^{j} Y(z)\right)  \tag{5.1}\\
& \quad+\beta_{j, j+1}\left(Y_{j+1}(z) z^{n+1}-z^{j+1} Y(z)\right)+\ldots+\beta_{j, n}\left(Y_{n}(z) z^{n+1}-z^{n} Y(z)\right)
\end{align*}
$$

Note that the system for coefficients $\beta_{j, k}$ is independent of $Y_{j}(z)$. Thus, $Y_{j}(z)$ is completely defined by the functions $Y_{j+1}(z), \ldots, Y_{n}(z)$ and $Y(z)$. If (5.1) holds for $j=0, \ldots, n-2$, we get that functions $Y_{0}(z), \ldots, Y_{n-2}(z)$ are fully determined by $Y_{n-1}(z), Y_{n}(z)$, and $Y(z)$. Thus, a general bulk-service queue with the factorization property can be defined by the value of $n$ and three functions. Note, however, that not all combinations of pgfs $Y_{n-1}(z), Y_{n}(z)$, and $Y(z)$ result in feasible functions $Y_{j}(z)$,
meaning there is no such bulk-service queue with the factorization property and such pgfs $Y_{j}(z)$.

Now, suppose $Y(0)=0$. In this case, $z=0$ is a zero of the denominator and of each function $f_{j}(z)$. Thus, the matrix (1.5) has at least one row of zeros, and the solution of (1.4) is not well-defined. To resolve this problem, consider $X(0)=x_{0}$, which is the probability of having an empty queue at the start of a time slot. Plugging $z=0$ in (3.1), we obtain a balance equation $x_{0}\left(1-Y_{0}(0)\right)=\sum_{j=1}^{n} x_{j} Y_{j}(0)$, which is nontrivial for $x_{0}$ if $Y_{0}(0) \neq 1$. Note that if $Y_{0}(0)=1$, the queue always stays empty if it becomes empty once. Plugging the value of $x_{0}$ into the numerator of $X(z)$ and dividing both the numerator and the denominator by $z$, we obtain another representation of $X(z)$ as (1.1) with only $n$ functions. This procedure can be repeated in case $Y^{\prime}(0)=\cdots=Y^{(k)}(0)=0$ for some $k \geqslant 1$. Afterwards, one can use (4.17) to check whether the pgf has the factorization property.
5.2. Item-degradation model. In condition-based maintenance, the maintenance decisions are based on the system degradation, e.g., wear, fatigue, and corrosion; see [2]. The degradation is monitored systematically using an appropriate sensors technology that reveals the item condition. Consider an item that is subject to discrete-value random degradation, which is independent of the current condition of the item. The item is maintained according to the control limit policy (see [5]), as follows. There is a preventive degradation threshold, $y_{p}$ (in units of degradation), upon which and beyond the item receives preventive maintenance. If the failure degradation threshold, $y_{c}\left(\geqslant y_{p}\right)$, is reached, the item has failed and must be repaired. Preventive maintenance and failure repair take one unit of time and bring the item back to zero degradation value (as-good-as-new state). The maintenance and the repair action costs may depend on the degradation value at which these actions are taken.

The item's degradation evolution over time can be modeled as a discrete-time Markov chain with infinite state space $\{0\} \cup \mathbb{N}$, where state $k$ corresponds to $k$ units of degradation. From the state $k<y_{p}$, the Markov chain jumps to state $k+j$ with probability $p_{j}, j \geqslant 0$. For the state $k \geqslant y_{p}$, the only transition is to state 0 with probability 1 . Let $x_{k}$ be the steady-state probability for state $k$, and let $X(z)$ be the corresponding pgf. The pgf of the distribution of $p_{j}$ is denoted by $F(z)$. Then the balance equations are given by

$$
\begin{aligned}
& x_{0}=p_{0} x_{0}+\sum_{j=0}^{\infty} x_{y_{p}+j}, \\
& x_{k}=\sum_{j=0}^{\min \left\{k, y_{p}-1\right\}} p_{k-j} x_{j} \quad \text { for } k \geqslant 1 .
\end{aligned}
$$

This system can be written in terms of pgfs as follows:

$$
\begin{equation*}
X(z)=X(z) F(z)+\sum_{j=0}^{\infty} x_{y_{p}+j}\left(1-z^{y_{p}+j} F(z)\right) \tag{5.2}
\end{equation*}
$$

Now suppose that the distribution of the degradation random variable has a geometric tail starting at $n+1$ for some $n \geqslant 0$, i.e., for some $\rho<1, p_{n+j+1}=\rho^{j} p_{n+1}$ for $j \geqslant 0$ and $p_{n+1} \neq \rho p_{n}$. Then, from the balance equations, we obtain $x_{y_{p}+n+j}=$ $\rho^{j} x_{y_{p}+n}, j \geqslant 0$, which means that the distribution of the item's degradation also has

$$
\begin{equation*}
X(z)=\frac{\sum_{j=0}^{n-1} x_{y_{p}+j}\left(1-z^{y_{p}+j} F(z)\right)(1-\rho z)+x_{y_{p}+n}\left(\frac{1-\rho z}{1-\rho}-z^{y_{p}+n} F(z)\right)}{(1-F(z))(1-\rho z)} \tag{5.3}
\end{equation*}
$$

There are $n+1$ unknowns in the numerator of the pgf, namely, $x_{y_{p}}, \ldots, x_{y_{p}+n}$. The denominator $D(z)=(1-F(z))(1-\rho z)=1-\rho z-\sum_{j=0}^{n} p_{j} z^{j}(1-\rho z)-p_{n+1} z^{n+1}$ is a polynomial of power $n+1$ and, therefore, has $n+1$ zeros, $\hat{z}_{0}, \ldots, \hat{z}_{n}$, in the complex plain, including $\hat{z}_{0}=1$. Note that $D(1 / \rho) \neq 0$, which means that $\hat{z}_{j} \neq 1 / \rho$, $j=0, \ldots, n$. The form (5.3) suggests that $x_{m}=c \rho^{m}+\sum_{j=1}^{n} c_{j} / \hat{z}_{j}^{m}$ for large $m$. Since $x_{m+1}=\rho x_{m}$ for large $m$, we get that $c_{j}=0$, which means that the numerator of (5.3) is zero at $\hat{z}_{j}, j=1, \ldots, n$. Thus, we obtain a linear system of equations of type (1.4).

Note that $D(z) /(z-1)$ gives, up to a constant coefficient, the minimal polynomial for $\hat{z}_{1}, \ldots, \hat{z}_{n}$, and, therefore, the values of the elementary symmetric polynomials $\sigma_{m}$; see (2.2) and (2.3). To simplify the computations, one can substitute $F(z)$ by 1 in the functions of the numerator, which results in the same values of $f_{j}\left(\hat{z}_{k}\right)$, but simplifies $(k, n)$-transforms, given in (2.5), of the functions. In this case, $f_{j}(z), j=0, \ldots, n$, are given by a linear combination of the functions $1, z$, and $z^{y_{p}}, \ldots, z^{y_{p}+n}$. Note that the $(k, n)$-transform of $z^{y_{p}+j}$ coincides with $(k+1, n)$-transform of $z^{y_{p}+1}$. Thus, the number of required computations is linear in $n$.
5.3. Renewal risk model. Consider a discrete-time Sparre Andersen risk process, defined as follows. Suppose there is an initial surplus $u \in\{0\} \cup \mathbb{N}$ with a constant premium rate 1. The claims arrive according to a renewal process with interarrival times $W_{i} \in \mathbb{N}$ with the $\operatorname{pgf} k(z)$ and claim sizes $X_{i} \in \mathbb{N}$ with the $\operatorname{pgf} p(z), i=1,2, \ldots$. It is assumed that $\mathbb{E}\left(X_{i}\right)<\mathbb{E}\left(W_{i}\right)$. Let $N(n)=\max \left\{k: W_{1}+W_{2}+\cdots+W_{k} \leqslant n\right\}$ be the number of claims up to time $n$. Then the assets at time $n$ are given by

$$
U(n)=u+n-\sum_{i=1}^{N(n)} X_{i}, \quad n=1,2, \ldots
$$

see [16]. Let $T=\min \{n \in \mathbb{N}: U(n)<0\}$ be the time of ruin. Suppose there is a nonnegative penalty function $w(x, y)$ for the surplus, $x$, just before ruin and the deficit, $y$, at ruin, meaning $U(T-1)=x,|U(T)|=y$. Let $v \in(0,1)$ be the discount factor over one time interval. Consider the expected discounted penalty (Gerber-Shiu) function:

$$
\phi(u)=\mathbb{E}\left(v^{T} w(U(T-1),|U(T)|) \mathbb{1}\{T<\infty\} \mid U(0)=u\right)
$$

where $\mathbb{1}\{A\}$ is the indicator function of the event $A$. Let $\hat{\phi}(z)=\sum_{u=0}^{\infty} z^{u} \phi(u)$ be the generating function of $\phi(u)$.

Suppose that the interarrival times $W_{i}$ have a discrete $K_{n}$ distribution, i.e., $k(z)=k_{1}(z) / k_{2}(z)$, where $k_{1}(z)$ is a polynomial of power not more than $n, k_{2}(z)=$ $\prod_{j=1}^{n}\left(1-q_{j} z\right)$ for some $0<q_{j}<1$. This class of distributions includes (shifted) geometric distribution, negative binomial distribution, and convolution of several geometric distributions. In this case (see [16]), $\hat{\phi}(z)$ can be written in a fractional form:

$$
\hat{\phi}(z)=\frac{\omega(z) k_{1}(v / z) z^{n}+Q_{n-1}(z)}{(1 / k(v / z)-p(z)) k_{1}(v / z) z^{n}}
$$

where $\omega(z)=\sum_{y=1}^{\infty} z^{y} \sum_{x=y+1}^{\infty} w(y-1, x-y) \mathbb{P}\left(X_{1}=x\right)$, and $Q_{n-1}(z)$ is an unknown polynomial of power $n-1$. Note that $k_{1}(v / z) z^{n}$ is a polynomial of power at
most $n$, and, therefore, $\omega(z) k_{1}(v / z) z^{n}$ is an analytic function. In [16], it is shown, that $1 / k(v / z)-p(z)$ has $n$ zeros $\hat{z}_{1}, \ldots, \hat{z}_{n}$ in the unit circle with $0<\left|z_{k}\right|<1$, and that they also should be zeros of the numerator. This gives a linear system of equations of type (1.2), with $f_{0}(z)=\omega(z) k_{1}(v / z) z^{n}, f_{j}(z)=z^{j-1}$ for $j=1, \ldots, n$, and fixed $x_{0}=1$. The only difference with the system (1.4), studied in this paper, is in the normalization equation, i.e., $x_{0}=1$ instead of (1.3). Thus, the solution will differ from the solution of (1.4) by a constant multiplier, which can be found using (3.5) for $j=0$. In this way, we obtain

$$
\hat{\phi}(z)=\frac{\operatorname{det} \bar{M}\left(z, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)}{D(z) \operatorname{det} \bar{M}_{0}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)},
$$

where $D(z)=(1 / k(v / z)-p(z)) k_{1}(v / z) z^{n}$, and $\bar{M}_{0}$ is the matrix $\bar{M}\left(z, \hat{z}_{1}, \ldots, \hat{z}_{n}\right)$, defined in (3.7), without the first row and column. We note that the function $\hat{\phi}(z)$ can be used, for example, to obtain the ruin probability; see [16] for the details.
6. Conclusions. In this paper, we have analyzed a class of pgfs that often occurs in the analysis of queuing systems and other stochastic models. The pgf contains several unknowns that can be found using the roots of the characteristic equation. We have given an explicit matrix representation of the pgf in terms of the roots (see Theorem 3.6), where the matrix entries are symmetric functions of the roots. The same matrix can be used to obtain the unknowns; see Theorem 3.7. Our representation allows one to use the roots even if they are close to each other or coincide without encountering the corresponding numerical problems. Moreover, it is possible to find the pgf and the unknowns using contour integrals instead of computing the roots, which can further improve the accuracy.

We have studied the cases where the pgf has a special product form, and where the mean value is an additive function of the roots. We have shown that these properties are equivalent under a nondegeneracy condition and have given a necessary and sufficient condition for them; see Theorem 4.1. For systems with these properties, both the pgf at a point and the mean may be found using one contour integral. If the nondegeneracy condition does not hold, the mean is independent of the roots.

One of the directions for further research is to generalize our results to other queuing systems that involve roots of a certain equation but do not have a rational pgf such as the one studied in this paper. For example, this may happen when a system is analyzed using Laplace-Stieltjes transforms (see, e.g., [9]) or matrices (see, e.g., [8]). Since the roots are usually numbered in an arbitrary order (except for $z_{0}=1$ ), the dependency of the unknowns on these roots should be symmetric. For this reason, we believe that the ideas of this paper can be used in the analysis of such systems, and, therefore, the unknowns can be expressed in terms of contour integrals. Another research direction would be to describe all symmetric functions that can be represented as contour integrals. Also, it would be interesting to find such model conditions that guarantee the special product form of the pgf studied in Theorem 4.1. Finally, our closed-form integral results might be used to obtain structural results for the considered models.

Appendix A. Proofs of the auxiliary results. In this appendix, we give the proofs of the auxiliary results: Properties 2.7 and 2.8, Lemmas 2.11, 4.7-4.9, and 4.11, and bound (2.11).
A.1. Proof of Property 2.7. In this subsection, we prove Property 2.7. We use induction by $n$. Consider $n=1$. Suppose the matrix $\binom{a_{0}}{f_{0}\left(z_{1}\right) f_{1}\left(z_{1}\right)}$ is singular for all
$z_{1}$. Then $a_{0} f_{1}\left(z_{1}\right)=a_{1} f_{0}\left(z_{1}\right)$ for all $z_{1}$. If either $a_{0}$ or $a_{1}$ is nonzero, the functions are linearly dependent. Suppose we proved the statement for $n-1$. Using the Laplace expansion for the second row of $\Lambda_{a}$, we find $0=\operatorname{det} \Lambda_{a}=\sum_{j=0}^{n}(-1)^{j+1} \operatorname{det} \Lambda_{a, j} f_{j}\left(z_{1}\right)$, where $\Lambda_{a, j}$ is the matrix $\Lambda_{a}$ without the second row and the $(j+1)$ st column. If $\operatorname{det} \Lambda_{a, j}$, as a function of $z_{2}, \ldots, z_{n}$, is not identically 0 for some $j$, then the functions $f_{0}\left(z_{1}\right), \ldots, f_{n}\left(z_{1}\right)$ are linearly dependent. Now suppose that $\operatorname{det} \Lambda_{a, j}$ is identically 0 for all $j=0, \ldots, n$. Without loss of generality, we can assume $a_{1} \neq 0$. Applying the induction hypothesis to the $n \times n$ matrix $\Lambda_{a, 0}$, we find that the functions $f_{1}(z), \ldots, f_{n}(z)$ are linearly dependent, and so are the functions $f_{0}(z), \ldots, f_{n}(z)$.
A.2. Proof of Property 2.8. In this subsection, we prove Property 2.8. Recall that we need to prove that $\sum_{j=0}^{n}(-1)^{j} \sigma_{j} \zeta_{m-j}=0$ for any $m>0$. The proof will be done using generating functions. First, we note that

$$
\sum_{m=0}^{\infty} \zeta_{m} z^{m}=\prod_{k=1}^{n} \sum_{l=0}^{\infty}\left(z_{k} z\right)^{l}=\prod_{k=1}^{n} \frac{1}{1-z_{k} z}
$$

The above equality holds for sufficiently small $z$, i.e., for $|z|<\min _{k=1, \ldots, n-1} 1 /\left|z_{k}\right|$. Second, from (2.3), we get

$$
\prod_{k=1}^{n}\left(1-z_{k} z\right)=z^{n} \prod_{k=1}^{n}\left(z^{-1}-z_{k}\right)=\sum_{j=0}^{n}(-1)^{j} \sigma_{j} z^{j}
$$

Hence,

$$
1=\prod_{k=1}^{n} \frac{1-z_{k} z}{1-z_{k} z}=\sum_{m=0}^{\infty} \zeta_{m} z^{m} \sum_{j=0}^{n}(-1)^{j} \sigma_{j} z^{j}
$$

Note that the last equation is an equality of two analytic functions. Thus, the coefficients at powers of $z$ should coincide. Result (2.4) follows from considering the coefficient at $z^{m}$ for $m>0$.
A.3. Proof of Lemma 2.11. In this subsection, we prove Lemma 2.11. We use the first Jacobi-Trudi formula (see [4]), which can be written as

$$
\operatorname{det}\left(\begin{array}{ccc}
z_{1}^{m_{1}} & \ldots & z_{1}^{m_{n}}  \tag{A.1}\\
\vdots & \ddots & \vdots \\
z_{n}^{m_{1}} & \ldots & z_{n}^{m_{n}}
\end{array}\right)=V\left(z_{1}, \ldots, z_{n}\right) \operatorname{det}\left(\begin{array}{ccc}
\zeta_{m_{1}} & \ldots & \zeta_{m_{n}} \\
\vdots & \ddots & \vdots \\
\zeta_{m_{1}-n+1} & \ldots & \zeta_{m_{n}-n+1}
\end{array}\right)
$$

It is used for the Schur polynomials, for which $m_{1}>\cdots>m_{n}$. However, the result is general. In particular, a permutation of rows gives the result for any $m_{1}, \ldots, m_{n}$ such that $m_{k} \neq m_{j}$ for any $k \neq j$. Note also that if $m_{k}=m_{j}$ for $k \neq j$, then both sides of (A.1) are equal to 0 . Lemma 2.11 follows from (A.1) by summing it for all possible combinations $\left(m_{1}, \ldots, m_{n}\right)$ with coefficients $\prod_{j=1}^{n} \alpha_{j, m_{j}}$. Note also that (A.1) is a special case of Lemma 2.11.
A.4. Proof of bound (2.11). In this subsection, we prove bound (2.11). Suppose $\left|\hat{z}_{k}\right| \leqslant q$ for $k=1, \ldots, n$, and $\left|\alpha_{l}\right| \leqslant C r^{l}$ for $l=0,1, \ldots$, where $f(z)=\sum_{l=0}^{\infty} \alpha_{l} z^{k}$. The latter condition holds if the function $f(z)$ is analytic in a disk with radius greater
than $1 / r$. Suppose also that $q r<1$. Then we can give the following bound:

$$
\begin{gathered}
\left|F_{k}^{n}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)-\sum_{l=0}^{M} \alpha_{k+l} \zeta_{l}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)\right|=\left|\sum_{l=M+1}^{\infty} \alpha_{l+k} \zeta_{l}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)\right| \\
\leqslant \sum_{l=M+1}^{\infty}\left|\alpha_{l+k}\right|\left|\zeta_{l}\left(\hat{z}_{1}, \ldots, \hat{z}_{n}\right)\right| \leqslant C r^{k} \sum_{l=M+1}^{\infty} r^{l} \zeta_{l}\left(\left|\hat{z}_{1}\right|, \ldots,\left|\hat{z}_{n}\right|\right) \\
\leqslant C r^{k} \sum_{l=M+1}^{\infty} r^{l} \zeta_{l}(q, \ldots, q) \leqslant C r^{k} \sum_{l=M+1}^{\infty}\binom{l+n-1}{l}(q r)^{l} \\
\stackrel{!}{=} C r^{k}\binom{M+n}{M} \frac{\sum_{l=1}^{n}(-1)^{l+1}\binom{n}{l} \frac{l}{M+l}(q r)^{M+l}}{(1-q r)^{n}} \\
=C r^{k}\binom{M+n}{M} \frac{n \sum_{l=0}^{n-1}(-1)^{l}\binom{n-1}{l} \frac{1}{M+l+1}(q r)^{M+l+1}}{(1-q r)^{n}} \\
=C r^{k}\binom{M+n}{n} \frac{n \int_{0}^{q r} x^{M}(1-x)^{n-1} d x}{(1-q r)^{n}} \leqslant C r^{k}\binom{M+n}{n} \frac{n \int_{0}^{q r} x^{M} d x}{(1-q r)^{n}} \\
=C r^{k}\binom{M+n}{n} \frac{n(q r)^{M+1}}{(M+1)(1-q r)^{n}}=C r^{k}\binom{M+n}{n-1} \frac{(q r)^{M+1}}{(1-q r)^{n}}
\end{gathered}
$$

Equality $\stackrel{!}{=}$ can be proven using induction by $M$ as follows. Consider $S_{n, M}=$ $S_{n, M}(x)=\sum_{l=M+1}^{\infty}\binom{l+n-1}{l} x^{l}$. Observe that $\binom{l+n-1}{l}$ is equal to the number of ways to put $l$ objects into $n$ boxes. Therefore, for $M=0$, we get

$$
S_{n, 0}=\left(\sum_{j=0}^{\infty} x^{j}\right)^{n}-1=\frac{1}{(1-x)^{n}}-1=\frac{\sum_{l=1}^{n}(-1)^{l+1}\binom{n}{l} x^{l}}{(1-x)^{n}}
$$

Now suppose we have proved the statement for $S_{n, M-1}$. Consider $S_{n, M}$ :

$$
\begin{aligned}
& S_{n, M}(1-x)^{n}=\left(S_{n, M-1}-\binom{M+n-1}{M} x^{M}\right)(1-x)^{n} \\
& =\binom{M+n-1}{M-1} \sum_{l=1}^{n}(-1)^{l+1}\binom{n}{l} \frac{l}{M+l-1} x^{M+l-1}-\binom{M+n-1}{M} x^{M}(1-x)^{n} \\
& =\binom{M+n-1}{M-1} \sum_{l=0}^{n-1}(-1)^{l}\binom{n}{l+1} \frac{l+1}{M+l} x^{M+l}-\binom{M+n-1}{M} \sum_{l=0}^{n}(-1)^{l}\binom{n}{l} x^{M+l} \\
& \quad=\sum_{l=0}^{n}(-1)^{l}\left[\frac{(M+n-1)!(n-l)}{(M-1)!l!(n-l)!(M+l)}-\frac{(M+n-1)!n}{M!l!(n-l)!}\right] x^{M+l} \\
& \quad=\sum_{l=0}^{n}(-1)^{l} \frac{(M+n-1)!}{(M-1)!l!(n-l)!}\left(\frac{n-l}{M+l}-\frac{n}{M}\right) x^{M+l} \\
& =\sum_{l=0}^{n}(-1)^{l+1} \frac{(M+n)!}{M!l!(n-l)!} \frac{l}{M+l} x^{M+l}=\binom{M+n}{M} \sum_{l=1}^{n}(-1)^{l+1}\binom{n}{l} \frac{l}{M+l} x^{M+l}
\end{aligned}
$$

A.5. Proof of Lemma 4.7. In this subsection, we prove Lemma 4.7. Recall that we need to prove that there exists a point $z^{*} \in \Delta_{1}$ such that the functions
$f_{j}(z)$ after a linear transformation give the functions $\tilde{f}_{k}(z)$ that are locally equal to $\left(z-z^{*}\right)^{k}+o\left(\left(z-z^{*}\right)^{k}\right)$.

Functions $f_{j}(z), j=0, \ldots, n$, are analytic and linearly independent. Therefore, the Wronskian $\operatorname{det} W(z)$ of functions $f_{0}(z), \ldots, f_{n}(z)$ is not identically 0 ; see Property 2.6. Note that $\operatorname{det} W(z)$ is an analytic function in $\Delta_{1}$ and, therefore, it has not more than a finite number of zeros in $\Delta_{1}$. Let $z^{*} \in \Delta_{1}$ be such that det $W\left(z^{*}\right) \neq 0$. Define the functions $\tilde{f}_{0}(z), \ldots, \tilde{f}_{n}(z)$ by the following linear combination:

$$
\left(\begin{array}{llll}
\tilde{f}_{0}(z) / 0! & \tilde{f}_{1}(z) / 1! & \ldots & \tilde{f}_{n}(z) / n!
\end{array}\right)=\left(\begin{array}{llll}
f_{0}(z) & f_{1}(z) & \ldots & f_{n}(z) \tag{A.2}
\end{array}\right)\left(W\left(z^{*}\right)\right)^{-1} .
$$

Consider the matrix $\tilde{W}(z)$ for the functions $\tilde{f}_{0}(z) / 0!, \ldots, \tilde{f}_{n}(z) / n!$ defined as

$$
\tilde{W}(z)=\left(\begin{array}{cccc}
\tilde{f}_{0}(z) & \tilde{f}_{1}(z) & \ldots & \tilde{f}_{n}(z) / n! \\
\tilde{f}_{0}^{\prime}(z) & \tilde{f}_{1}^{\prime}(z) & \ldots & \tilde{f}_{n}^{\prime}(z) / n! \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{f}_{0}^{(n)}(z) & \tilde{f}_{1}^{(n)}(z) & \ldots & \tilde{f}_{n}^{(n)}(z) / n!
\end{array}\right) .
$$

At point $z^{*}$, we get that $\tilde{W}\left(z^{*}\right)=W\left(z^{*}\right)\left(W\left(z^{*}\right)\right)^{-1}$ becomes the identity matrix. Thus, $\tilde{f}_{k}^{(l)}\left(z^{*}\right)=0$ for $l<k$ and $\tilde{f}_{k}^{(k)}\left(z^{*}\right) / k!=1$, which means that the functions $\tilde{f}_{0}(z), \ldots, \tilde{f}_{n}(z)$ satisfy (4.10).

Remark A. 1 (nonzero value at 1). Given condition (*) (see Theorem 4.1), one can choose $z^{*}$ and the functions $\tilde{f}_{k}(z)$ such that for a particular index $k, \tilde{f}_{k}(1) \neq 0$. To see this, let us first consider the case $k=n$. Since $f_{j}(1) \neq 0$ for at least one $j$, we can consider a linear transformation of the functions $f_{k}(z)$ such that $f_{0}(1) \neq 0$, and $f_{k}(1)=0$ for all $k \neq 0$. Then $\tilde{f}_{n}(1) \neq 0$ if and only if the coefficient of $f_{0}(z)$ in the definition of $\tilde{f}_{n}(z)$ (see (A.2)) is nonzero. This coefficient, up to multiplication by $\operatorname{det} W\left(z^{*}\right)$ and a sign, is equal to the Wronskian for the functions $f_{1}(z), \ldots, f_{n}(z)$ at point $z^{*}$, which is nonzero for all possible $z^{*}$ except a finite set. Note that if $\tilde{f}_{n}(1) \neq 0$, then either $\tilde{f}_{k}(1) \neq 0$ or $\tilde{f}_{k}(1)+\tilde{f}_{n}(1) \neq 0$. Therefore, the result for all $k$ follows from the fact that $\tilde{f}_{k}(z)+\tilde{f}_{n}(z)$ satisfies (4.10) for $i=k$.
A.6. Proof of Lemma 4.8. In this subsection, we prove Lemma 4.8. We need to prove (4.11), i.e.,

$$
\frac{h\left(z, z_{1}, \ldots, z_{k}, 0, \ldots, 0\right)}{h\left(1, z_{1}, \ldots, z_{k}, 0, \ldots, 0\right)}=\frac{\operatorname{det} \Lambda_{k}\left(z, z_{1}, \ldots, z_{k}\right)}{\operatorname{det} \Lambda_{k}\left(1, z_{1}, \ldots, z_{k}\right)},
$$

where $\Lambda_{k}\left(z, z_{1}, \ldots, z_{k}\right)$ is an alternant matrix constructed using the functions $f_{n-k}(z)$, $\ldots, f_{n}(z)$ and the points $z, z_{1}, \ldots, z_{k}$.

Recall that the function $h\left(z, z_{1}, \ldots, z_{k}, 0, \ldots, 0\right)$ is the determinant of the ma$\operatorname{trix} \bar{M}\left(z, z_{1}, \ldots, z_{k}, 0, \ldots, 0\right)$, whose entries are $F_{j, m}^{n}\left(z_{1}, \ldots, z_{k}, 0, \ldots, 0\right)$. From Property 2.9, we get $F_{j, m}^{n}\left(z_{1}, \ldots, z_{k}, 0, \ldots, 0\right)=F_{j, m}^{k}\left(z_{1}, \ldots, z_{k}\right)$. Now, according to Property 2.10, $F_{j, m}^{k}+\sum_{l=1}^{k}(-1)^{l} \sigma_{l}\left(z_{1}, \ldots, z_{k}\right) F_{j, m+l}^{k}=\alpha_{j, m}$, where $f_{j}(z)=\sum_{l=0}^{\infty} \alpha_{j, l} z^{l}$. Thus, after a linear transformation, we get that the matrix $\bar{M}\left(z, z_{1}, \ldots, z_{k}, 0, \ldots, 0\right)$
changes to

$$
\left(\begin{array}{ccc}
f_{0}(z) & \cdots & f_{n}(z) \\
\alpha_{0,0} & \cdots & \alpha_{n, 0} \\
\vdots & \ddots & \vdots \\
\alpha_{0, n-k-1} & \cdots & \alpha_{n, n-k-1} \\
F_{0, n-k}^{k} & \cdots & F_{n, n-k}^{k} \\
\vdots & \ddots & \vdots \\
F_{0, n-1}^{k} & \cdots & F_{n, n-1}^{k}
\end{array}\right)
$$

Here, we added the $(m+l+2)$ nd row multiplied by $(-1)^{l} \sigma_{l}\left(z_{1}, \ldots, z_{k}\right)$ to the $(m+2)$ nd row for $l=1, \ldots, k$ and $m=0, \ldots, n-k-1$. Now, note that $\alpha_{j, k}=0$ for $j>k$ and $\alpha_{j, j}=1$, which means that the matrix in (A.3) is equal to

Hence, the determinant is equal to

$$
h\left(z, z_{1}, \ldots, z_{k}, 0, \ldots, 0\right)=(-1)^{n-k} \operatorname{det}\left(\begin{array}{ccc}
f_{n-k}(z) & \cdots & f_{n}(z)  \tag{A.4}\\
F_{n-k, n-k}^{k} & \ldots & F_{n, n-k}^{k} \\
\vdots & \ddots & \vdots \\
F_{n-k, n-1}^{k} & \cdots & F_{n, n-1}^{k}
\end{array}\right)
$$

At this moment, we can use Lemma 2.11 to find that up to multiplication by the Vandermonde determinant $V\left(z_{1}, \ldots, z_{k}\right)$, the determinant of the matrix on the righthand side of (A.4) is equal to the determinant of an almost alternant matrix

$$
V\left(z_{1}, \ldots, z_{k}\right) \operatorname{det}\left(\begin{array}{ccc}
f_{n-k}(z) & \ldots & f_{n}(z)  \tag{A.5}\\
F_{n-k, n-k}^{k} & \ldots & F_{n, n-k}^{k} \\
\vdots & \ddots & \vdots \\
F_{n-k, n-1}^{k} & \ldots & F_{n, n-1}^{k}
\end{array}\right)=\operatorname{det}\left(\begin{array}{ccc}
f_{n-k}(z) & \ldots & f_{n}(z) \\
\frac{f_{n-k}\left(z_{1}\right)}{z_{1}^{n-k}} & \ldots & \frac{f_{n}\left(z_{1}\right)}{z_{1}^{n-k}} \\
\vdots & \ddots & \vdots \\
\frac{f_{n-k}\left(z_{k}\right)}{z_{k}^{n-k}} & \ldots & \frac{f_{n}\left(z_{k}\right)}{z_{k}^{n-k}}
\end{array}\right)
$$

which is not identically equal to 0 due to the linear independence of the functions $f_{n-k}(z), \ldots, f_{n}(z)$. Here, we used the fact that $f_{j}(z), j=n-k, \ldots, n$, satisfies (4.10) and, therefore, has first $n-k-1$ coefficients in the Taylor expansion equal to 0 . Hence, the $(m, k)$-transformation of the function $f_{j}(z) / z^{n-k}=\sum_{l=n-k}^{\infty} \alpha_{j, l} z^{l-n+k}$ is equal to $F_{j, n-k+m}^{k}=\sum_{l=n-k+m}^{\infty} \alpha_{j, l} \zeta_{l-n+k-m}$. Combining (A.4) and (A.5) gives (4.11), thereby concluding the proof.
A.7. Proof of Lemma 4.9. In this subsection, we prove Lemma 4.9. In this lemma, we assume that (4.14) holds for $z_{k+1}=\cdots=z_{n}=0$, i.e.,

$$
\left.\frac{\partial}{\partial z} \frac{h\left(z, z_{1}, \ldots, z_{k}, 0, \ldots, 0\right)}{h\left(1, z_{1}, \ldots, z_{k}, 0, \ldots, 0\right)}\right|_{z=1}=\frac{f_{n-1}^{\prime}(1)}{f_{n-1}(1)}-(k-1) \frac{C^{\prime}(1)}{C(1)}+\sum_{j=1}^{k} \frac{C^{\prime}(1)}{C(1)-C\left(z_{j}\right)}
$$

and that $f_{j+1}(z)=C(z) f_{j}(z)$ for $j=n-k+1, \ldots, n-1$. We need to prove that the function $f_{n-k}(z)$ is equal (up to a linear combination of the functions $\left.f_{n-k+1}(z), \ldots, f_{n}(z)\right)$ to $\beta_{0} f_{n-k+1} / C(z)$.

First, we apply Lemma 4.8 and get

$$
\begin{equation*}
\frac{h\left(z, z_{1}, \ldots, z_{k}, 0, \ldots, 0\right)}{h\left(1, z_{1}, \ldots, z_{k}, 0, \ldots, 0\right)}=\frac{f_{n-k+1}(z) \operatorname{det} M_{G}\left(z, z_{1}, \ldots, z_{k}\right)}{f_{n-k+1}(1) \operatorname{det} M_{G}\left(1, z_{1}, \ldots, z_{k}\right)} \tag{A.6}
\end{equation*}
$$

where

$$
M_{G}\left(z, z_{1}, \ldots, z_{k}\right)=\left(\begin{array}{cccc}
\frac{1}{G(z)} & 1 & \ldots & C(z)^{k-1}  \tag{A.7}\\
\frac{1}{G\left(z_{1}\right)} & 1 & \ldots & C\left(z_{1}\right)^{k-1} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{G\left(z_{k}\right)} & 1 & \ldots & C\left(z_{k}\right)^{k-1}
\end{array}\right)
$$

and $G(z)=f_{n-k+1}(z) / f_{n-k}(z)$.
Second, we find the derivative of (A.6) at 1:

$$
\begin{equation*}
\left.\frac{\partial}{\partial z} \frac{h\left(z, z_{1}, \ldots, z_{k}, 0, \ldots, 0\right)}{h\left(1, z_{1}, \ldots, z_{k}, 0, \ldots, 0\right)}\right|_{z=1}=\frac{f_{n-k+1}^{\prime}(1)}{f_{n-k+1}(1)}+\left.\frac{\partial}{\partial z} \frac{\operatorname{det} M_{G}\left(z, z_{1}, \ldots, z_{k}\right)}{\operatorname{det} M_{G}\left(1, z_{1}, \ldots, z_{k}\right)}\right|_{z=1} \tag{A.8}
\end{equation*}
$$

Note that $f_{n-1}(z)=f_{n-k+1}(z) C(z)^{k-2}$. Thus,

$$
\begin{equation*}
\frac{f_{n-1}^{\prime}(1)}{f_{n-1}(1)}=\frac{f_{n-k+1}^{\prime}(1)}{f_{n-k+1}(1)}+(k-2) \frac{C^{\prime}(1)}{C(1)} . \tag{A.9}
\end{equation*}
$$

Combining (4.14), (A.8), and (A.9), we get that

$$
\begin{equation*}
\left.\frac{\partial}{\partial z} \frac{\operatorname{det} M_{G}\left(z, z_{1}, \ldots, z_{k}\right)}{\operatorname{det} M_{G}\left(1, z_{1}, \ldots, z_{k}\right)}\right|_{z=1}=-\frac{C^{\prime}(1)}{C(1)}+\sum_{l=1}^{k} \frac{C^{\prime}(1)}{C(1)-C\left(z_{l}\right)} \tag{A.10}
\end{equation*}
$$

Third, we prove that the functions $C\left(z_{1}\right) / G\left(z_{1}\right), 1, \ldots, C\left(z_{1}\right)^{k}$ are linearly dependent if $C^{\prime}(1) \neq 0$, which we show later. Let $\mu_{j}(z)$ be the determinant of the matrix $M_{G}\left(z, z_{1}, \ldots, z_{k}\right)$ without the second row and $(j+1)$ st column, multiplied by $(-1)^{j}$. Note that $\mu_{j}(z)$ does not depend on $z_{1}$. Fix any $z_{2}, \ldots, z_{k}$ such that $\mu_{0}(1) \neq 0$, which is possible since the function $C(z)$ is not constant. By multiplying both sides of (A.10) by $-\operatorname{det} M_{G}\left(1, z_{1}, \ldots, z_{k}\right)$, we get

$$
\begin{align*}
& \text { (A.11) } \frac{1}{G\left(z_{1}\right)} \mu_{0}^{\prime}(1)+\sum_{j=0}^{k-1} \mu_{j+1}^{\prime}(1) C\left(z_{1}\right)^{j}=-\frac{1}{G\left(z_{1}\right)} \mu_{0}(1) \frac{C^{\prime}(1)}{C(1)}  \tag{A.11}\\
& +\frac{1}{G\left(z_{1}\right)} \mu_{0}(1) \sum_{l=1}^{k} \frac{C^{\prime}(1)}{C(1)-C\left(z_{l}\right)}+\sum_{j=0}^{k-1} \mu_{j+1}(1) C\left(z_{1}\right)^{j}\left(-\frac{C^{\prime}(1)}{C(1)}+\sum_{l=1}^{k} \frac{C^{\prime}(1)}{C(1)-C\left(z_{l}\right)}\right)
\end{align*}
$$

Note that $\mu_{0}(z)=V\left(C(z), C\left(z_{2}\right), \ldots, C\left(z_{k}\right)\right)$. Hence, $\mu_{0}^{\prime}(1)=\mu_{0}(1) \sum_{l=2}^{k} \frac{C^{\prime}(1)}{C(1)-C\left(z_{l}\right)}$. Therefore, we can rewrite (A.11) as

$$
\begin{align*}
& \frac{C\left(z_{1}\right)}{G\left(z_{1}\right)} \mu_{0}(1) \frac{C^{\prime}(1)}{C(1)\left(C(1)-C\left(z_{1}\right)\right)}  \tag{A.12}\\
& \quad=\sum_{j=0}^{k-1} C\left(z_{1}\right)^{j}\left(\mu_{j+1}^{\prime}(1)+\mu_{j+1}(1) \frac{C^{\prime}(1)}{C(1)}-\mu_{j+1}(1) \sum_{l=1}^{k} \frac{C^{\prime}(1)}{C(1)-C\left(z_{l}\right)}\right) .
\end{align*}
$$

Note that multiplying both sides by $C(1)-C\left(z_{1}\right)$ will give a linear dependency between the functions $C\left(z_{1}\right) / G\left(z_{1}\right), 1, \ldots, C\left(z_{1}\right)^{k}$, in which the coefficient for $C\left(z_{1}\right) / G\left(z_{1}\right)$ is nonzero (if $\left.C^{\prime}(1) \neq 0\right)$. To get (4.15), one needs to multiply both sides of (A.12) by $f_{n-k+1}\left(z_{1}\right) C(1)\left(C(1)-C\left(z_{1}\right)\right) /\left(C\left(z_{1}\right) \mu_{0}(1) C^{\prime}(1)\right)$.

Finally, we prove that $C^{\prime}(1) \neq 0$. Suppose $C^{\prime}(1)=0$. We will prove that this contradicts $(* *)$. Note that $c=f_{n-1}^{\prime}(1) / f_{n-1}(1)$ and, due to $(4.14), h^{\prime}\left(1, z_{1}, \ldots, z_{n}\right)=$ $\operatorname{ch}\left(1, z_{1}, \ldots, z_{n}\right)$. This means that the matrix

$$
\left(\begin{array}{ccc}
f_{0}^{\prime}(1)-c f_{0}(1) & \ldots & f_{n}^{\prime}(1)-c f_{n}(1) \\
f_{0}\left(z_{1}\right) & \ldots & f_{n}\left(z_{1}\right) \\
\vdots & \ddots & \vdots \\
f_{0}\left(z_{n}\right) & \cdots & f_{n}\left(z_{n}\right)
\end{array}\right)
$$

is singular for all $z_{1}, \ldots, z_{n}$. Since the functions $f_{0}(z), \ldots, f_{n}(z)$ are linearly independent, we get that $f_{i}^{\prime}(1)=c f_{i}(1)$ for $i=0, \ldots, n$, which contradicts $(* *)$.
A.8. Proof of Lemma 4.11. In this subsection, we prove Lemma 4.11 similarly to Lemma 4.9. Suppose that (4.16) holds for $z_{k+1}=\cdots=z_{n}=0$, i.e.,

$$
\frac{h\left(z, z_{1}, \ldots, z_{k}, 0, \ldots, 0\right)}{h\left(1, z_{1}, \ldots, z_{k}, 0, \ldots, 0\right)}=\frac{f_{n-1}(z)(C(1))^{k-1}}{f_{n-1}(1)(C(z))^{k-1}} \prod_{j=1}^{k} \frac{C(z)-C\left(z_{j}\right)}{C(1)-C\left(z_{j}\right)}
$$

and that $f_{j+1}(z)=C(z) f_{j}(z)$ for $j=n-k+1, \ldots, n-1$. We need to prove that the function $f_{n-k}(z)$ is equal (up to a linear combination of the functions $\left.f_{n-k+1}(z), \ldots, f_{n}(z)\right)$ to $\beta_{0} f_{n-k+1} / C(z)$.

Using (A.6) and $f_{n-1}(z)=f_{n-k+1}(z) C(z)^{k-2}$, we obtain

$$
\begin{equation*}
\frac{\operatorname{det} M_{G}\left(z, z_{1}, \ldots, z_{k}\right)}{\operatorname{det} M_{G}\left(1, z_{1}, \ldots, z_{k}\right)}=\frac{C(1)}{C(z)} \prod_{j=1}^{k} \frac{C(z)-C\left(z_{j}\right)}{C(1)-C\left(z_{j}\right)} \tag{A.13}
\end{equation*}
$$

where the matrix $M_{G}\left(z, z_{1}, \ldots, z_{k}\right)$ is defined in (A.7).
From (A.13), we prove that the functions $C(z) / G(z), 1, \ldots, C(z)^{k}$ are linearly dependent. Let $\mu_{j}$ be the determinant of the matrix $M_{G}\left(z, z_{1}, \ldots, z_{k}\right)$ without the first row and $(j+1)$ st column, multiplied by $(-1)^{j}$. Fix any $z_{1}, \ldots, z_{k}$ such that $\mu_{0} \neq 0$, which is possible since the function $C(z)$ is not constant. By multiplying both sides of $(\mathrm{A} .13)$ by $\operatorname{det} M_{G}\left(1, z_{1}, \ldots, z_{k}\right) C(z)$, we obtain

$$
\frac{C(z)}{G(z)} \mu_{0}+\sum_{l=1}^{k} \mu_{l} C(z)^{l}=C(1)\left(\frac{C(1)}{G(1)} \mu_{0}+\sum_{l=1}^{k} \mu_{l} C(1)^{l}\right) \prod_{j=1}^{k} \frac{C(z)-C\left(z_{j}\right)}{C(1)-C\left(z_{j}\right)}
$$

Note that the product on the right-hand side can be rewritten as a linear combination of the functions $1, \ldots, C(z)^{k}$. This observation concludes the proof.

Remark A. 2 (comparison to the proof of Lemma 4.9). In the proof in Appendix A.7, we expand an alternant matrix over the row that depends on $z_{1}$. In this case, the result requires an additional condition $C^{\prime}(1) \neq 0$, which follows from $(* *)$. In this subsection, we can expand a similar matrix over the first row that depends on $z$ (in the proof of Lemma 4.9 this is a constant row, and we cannot use such an expansion). For this reason, we do not need the extra condition $(* *)$.

Acknowledgment. We would like to thank the referees and the editor for their valuable remarks and suggestions for improvement.

## REFERENCES

[1] Source Code for the Numerical Results, https://github.com/aoblakova/roots_and_integrals.
[2] S. Alaswad and Y. Xiang, A review on condition-based maintenance optimization models for stochastically deteriorating system, Reliab. Engrg. Syst. Safety, 157 (2017), pp. 54-63, https://doi.org/10.1016/j.ress.2016.08.009.
[3] N. T. J. Bailey, On queueing processes with bulk service, J. Roy. Statist. Soc. Ser. B, 16 (1954), pp. 80-87.
[4] B. M. Bekker, O. A. Ivanov, and A. S. Merkurjev, An algebraic identity and the JacobiTrudi formula, Vestnik St. Petersburg Univ. Math., 49 (2016), pp. 1-4.
[5] B. Bergman, Optimal replacement under a general failure model, Adv. in Appl. Probab., 10 (1978), pp. 431-451, https://doi.org/10.2307/1426944.
[6] M. Bôcher, The theory of linear dependence, Ann. of Math. (2), 2 (1900), pp. 81-96.
[7] M. A. A. Boon, A. J. E. M. Janssen, J. S. H. van Leeuwaarden, and R. W. Timmerman, Pollaczek contour integrals for the fixed-cycle traffic-light queue, Queueing Syst., 91 (2019), pp. 89-111, https://doi.org/10.1007/s11134-018-9595-9.
[8] M. L. Chaudhry, S. K. Samanta, and A. Pacheco, Analytically explicit results for the GI/CMSP/1/ $\infty$ queueing system using roots, Probab. Engrg. Inform. Sci., 26 (2012), pp. 221244, https://doi.org/10.1017/S0269964811000349.
[9] J. W. Cohen, The Single Server Queue, North-Holland Amsterdam, 1969.
[10] R. C. Gunning and H. Rossi, Analytic Functions of Several Complex Variables, American Mathematical Society, 2009.
[11] W. J. Hopp and M. L. Spearman, Factory Physics, Waveland Press, 2011.
[12] A. J. E. M. Janssen and J. S. H. van Leeumandden, Back to the roots of the $M / D / s$ queue and the works of Erlang, Crommelin and Pollaczek, Statist. Neerlandica, 62 (2008), pp. 299313, https://doi.org/10.1111/j.1467-9574.2008.00395.x.
[13] A. J. E. M. Janssen and J. S. H. van Leeuwaarden, Spitzer's identity for discrete random walks, Oper. Res. Lett., 46 (2018), pp. 168-172, https://doi.org/10.1016/j.orl.2017.12.003.
[14] N. K. Kim and M. L. Chaudhry, Equivalences of batch-service queues and multi-server queues and their complete simple solutions in terms of roots, Stoch. Anal. Appl., 24 (2006), pp. 753-766, https://doi.org/10.1080/07362990600751852.
[15] K. Knopp, Theory of Functions, Dover, 1996.
[16] S. Li, On a class of discrete time renewal risk models, Scand. Actuar. J., 2005 (2005), pp. 241260, https://doi.org/10.1080/03461230510009745.
[17] D. G. Mead, Newton's identities, Amer. Math. Monthly, 99 (1992), pp. 749-751, https://doi. org/10.1080/00029890.1992.11995923.
[18] A. Oblakova, A. Al Hanbali, R. J. Boucherie, J. C. W. van Ommeren, and W. H. M. ZIJM, An exact root-free method for the expected queue length for a class of discretetime queueing systems, Queueing Syst., 92 (2019), pp. 257-292, https://doi.org/10.1007/ s11134-019-09614-1.
[19] A. I. Oblakova, Queueing Models for Urban Traffic Networks, Ph.D. thesis, University of Twente, 2019, https://doi.org/10.3990/1.9789036548472.
[20] E. Perel and U. Yechiali, Queues where customers of one queue act as servers of the other queue, Queueing Syst., 60 (2008), pp. 271-288.
[21] J. C. W. van Ommeren, The discrete-time single-server queue, Queueing Syst., 8 (1991), pp. 279-294.
[22] E. B. Vinberg, A Course in Algebra, Grad. Stud. Math. 56, American Mathematical Society, 2003.
[23] J. H. Wilkinson, The perfidious polynomial, Stud. Numer. Anal., 24 (1984), pp. 1-28.


[^0]:    *Received by the editors September 19, 2019; accepted for publication (in revised form) July 28, 2021; published electronically October 26, 2021.
    https://doi.org/10.1137/19M1287729
    Funding: This work was supported by the project Dynafloat, which was supported by the Topconsortia voor Kennis en Innovatie Logistiek and Nederlandse Organisatie voor Wetenschappelijk Onderzoek grant 438-13-206.
    ${ }^{\dagger}$ Faculty of Electrical Engineering, Mathematics and Computer Science, Department of Stochastic Operations Research, University of Twente, Enschede, 7522 NB, The Netherlands (oblakovaanna@mail.ru, r.j.boucherie@utwente.nl, j.c.w.vanommeren@utwente.nl).
    $\ddagger$ Systems Engineering Department and Interdisciplinary Research Center for Smart Mobility and Logistics, King Fahd University of Petroleum and Minerals, Dhahran, 31261, Saudi Arabia (ahmad. alhanbali@kfupm.edu.sa).
    ${ }^{\S}$ Faculty of Behavioural, Management and Social Sciences, Department of Industrial Engineering and Business Information Systems, University of Twente, Enschede, 7522 NB, The Netherlands (w.h.m.zijm@utwente.nl).

