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Abstract. Currently, smartwatches are mainly used as an extension of smartphones. However, equipped with various motion
sensors, they are also effective devices for human activity recognition, particularly for those involving hand and arm movements.
In this paper, we investigate the smoking recognition problem with motion sensors on smartwatches using supervised learning
algorithms. For this purpose, we collected a dataset from 11 participants including ten different activities. The dataset includes
different smoking variations in four different postures, such as smoking while standing, as well as similar activities, such as
eating, and other activities, such as walking. Instead of approaching the problem as a binary classification problem, such as
smoking and other, we are interested in differentiating smoking in different postures. Our aim is to explore the parameter space
that may affect the recognition process on a large and complex dataset, considering 4 different window sizes and overlaps, 63
different features extracted from each sensor, 4 different sensors, 2 different sensor combinations, 3 classifiers and 10 different
activities. Additionally, we analyze the impact of participants’ height on the recognition performance. The results show that,
simple time-domain features and the combination of accelerometer and gyroscope sensors perform the best. When we consider
the impact of height on the recognition performance, the results show that it does not have a significant effect when all activities
are considered, however, it does have an effect on smoking while standing, particularly for participants with a significant height
difference than others.
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1. Introduction

Smartwatches integrated with various sensors are
emerging as ideal platforms for human activity recog-
nition, particularly for sports and well-being applica-
tions [15]. Compared to smartphones, they have ad-
vantages, such as ease of carrying, being attached to
the wrist instead of being carried in a pocket or bag.
Moreover, they make it easier to recognize more com-
plex activities, especially those involving hand and
arm movements, such as eating, typing, and drinking.
Nowadays, the most common uses of smartwatches
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include getting the notifications on the watch rather
than on the phone, watching the time and following
the steps taken by the user, as a step-tracker. However,
with the variety of the sensors included in the smart-
watches, they can be used to recognize more complex
activities and assist the user to track his or her routines
and patterns [10].

One of the behavioral patterns that the users may
be interested to track is the smoking pattern, such as
the number of cigarettes smoked, periods, and time of
smoking. Such tracking can be useful for the user to
get an insight into his or her smoking behavior and it
can be useful in an effective intervention for behav-
ior change, such as quitting smoking or reducing the
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number of cigarettes smoked per day. Particularly, for
smoking cessation programs, self reporting puts a bur-
den on the user, but smartwatches can enable auto-
mated self reporting and provide more context to the
smoking activity [26]. However, it is challenging to de-
tect smoking compared to simpler locomotion activi-
ties, such as walking, running, because it is not a peri-
odic activity unlike these simple activities. Moreover,
it can be performed in various postures (sitting, walk-
ing, standing) and in combination with different activ-
ities (in a group while chatting, alone, while drinking
coffee). It can also be confused with similar activities,
such as eating, drinking, that involve similar hand ges-
tures. Height of the users may also impact the recogni-
tion performance.

In this paper, we investigate the recognition of
smoking activity with the motion sensors available
on smartwatches. For this purpose, we collected a
dataset from 11 participants including ten different
activities. The data includes four different smoking
variations: smoking while sitting (smokeST), smok-
ing while standing (smokeSD), smoking in a group
(smokeGroup), and smoking while walking (smoke-
Walk), to address the challenge of smoking recogni-
tion in different postures. Moreover, it would be inter-
esting to detect the posture/context while smoking for
a behavioral change. For example, if a smoker often
smokes within a group, this may show that he smokes
for socializing and recognizing this may increase his
awareness about his behaviour. The dataset is not only
composed of smoking but also includes activities with
similar hand/arm gestures: eating while sitting (eat),
drinking while sitting (drinkST), drinking while stand-
ing (drinkSD). Standing (stand), sitting (sit) and walk-
ing (walk) activities are also performed alone to dif-
ferentiate these activities in combination with smok-
ing.The dataset contains 45 hours of activity and 17
hours of smoking in different postures and to the best
of our knowledge, this is the largest smoking dataset
compared to previous studies. Our dataset is publicly
available for reproducibility which can be found at [7].

Our aim is to analyze the recognition of smoking ac-
tivity in detail, with a focus particularly on using dif-
ferent sensors, different and comprehensive set of fea-
tures. Seventeen features from four dimensions (x, y, z
and magnitude) of accelerometer, gyroscope, and lin-
ear acceleration sensors are extracted. The linear ac-
celeration sensor can be considered as a virtual sensor.
It is calculated from the raw accelerometer readings by
subtracting the gravity effect on x, y and z dimensions
[27]. Another set of seventeen features from pitch and

roll values computed from the accelerometer readings
[4] is also used in the analysis. Pitch and roll values
are calculated using Equation (1) and Equation (2), re-
spectively. Variable x, y and z represent the accelerom-
eter readings in three dimensions and g represents the
gravity of Earth, i.e., 9.81 m/sz.
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As the final parameter, we investigate the impact
of height on smoking recognition performance. To the
best of our knowledge, this has not been investigated in
previous studies. We analyze the impact of height both
using regression analysis and by grouping the users
with dissimilar heights. We use three different classi-
fiers, namely support vector machine, random forest
and multilayer perceptron which are commonly used
for activity recognition [21,24,29]. Scikit-learn (Ver-
sion 0.18.1) is used for the analysis of our dataset.
Moreover, these classifiers are shown to perform well
in terms of resource consumption, such as battery,
memory and CPU cycles when implemented on smart
watches [22]. Although we do not study the analysis
of resource consumption in this paper, in a previous
study [22], we analyzed the impact of using different
classifiers, sensors, sampling rates and window sizes
and here we investigate the recognition performance
by focusing on resource-aware parameters.

Compared to previous works on smoking recogni-
tion [19,26], we do not study the recognition of puffs
(hand-to-mouth gesture) to identify smoking periods.
In the data collection phase, this makes it easy to la-
bel only the start and end of smoking sessions instead
of a fine-grain gesture labeling and enables continuous
recognition. The main contributions and highlights of
the paper are summarized as follows:

— We explore the parameter space of activity recog-
nition that may affect the performance on a large
and complex dataset in the context of smoking,
considering 4 different postures, 4 different win-
dow sizes and overlaps, 63 different features ex-
tracted from each sensor, 4 different sensors and
2 different sensor combinations and 3 classifiers.
We show that average recognition performance
considering 10 activities with accelerometer us-
ing simple features is around 77% and when it
is combined with gyroscope it is around 83% (in
terms of F1-score).
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— Instead of recognizing only smoking or not, we
explore the performance of recognition in dif-
ferent smoking postures, such as smoking while
sitting, while standing, while walking and while
in a group. We show that smoking while sitting
and standing are recognized with 70% F1-score,
while walking is with 94% and while in a group is
with 63% F1-score. Smoking in a group is found
to be more difficult to recognize due to different
patterns exhibited by the participants.

— We also investigate the impact of subject’s height
on the smoking recognition performance and the
results show that, the recognition performances
of smoking while standing and sitting are re-
duced when tested on a participant with a signif-
icantly different height than those participants in
the training data, however impact of height is not
very clear in other activities.

The rest of the paper is organized as follows: In
Section 2, we present the related studies that focus on
smoking recognition with wearable devices. In Sec-
tion 3, we present our methodology for analysis, in-
cluding the dataset, feature sets, classification meth-
ods. In Section 4, we present the results of our analysis
in terms of feature set, classifier performance, sensor
or sensor-combination performance and user height,
together with a discussion on the presented results. Fi-
nally, in Section 5, we present the conclusions and fu-
ture work.

2. Related work

The common use of smartwatches provides an op-
portunity to realize human activity recognition on
these devices and for the activity recognition process,
there are many parameters to explore, such as the types
of sensors, sampling rates, window sizes, features, and
classifiers.

The authors in [19] focused on the detection of only
the smoking activity using a wrist-worn accelerometer-
based device. Smoking sessions were performed by
four participants. The authors reported a precision of
51.2% and a person-dependent recall of 70%. Simi-
larly, the authors in [28] used a sensor device attached
to the wrist of three participants. The data was col-
lected in a controlled environment and subjects were
asked to repeatedly perform six different activities in-
cluding smoking. Particularly for smoking, they uti-
lized movement detection, including arm moving up

followed by the arm moving down after taking the
puff. In [2], a respiratory inductive plethysmography
(RIP) sensor, which collects respiration data with in-
halation and exhalation of smoking and is worn around
the chest area, was used rather than a wrist-worn de-
vice. They use a dataset collected from 10 partici-
pants over 13 individual smoking sessions. In another
study [8], authors introduced the PACT2.0 system that
consists of an instrumented lighter, hand module, and
chest module with an embedded data log capability.
The lighter records the time and duration of lighting,
the hand module includes inertial sensors for tracking
hand-to-mouth gestures and the chest module monitors
breathing patterns and cardiac activity (ECG sensor).

In [26], the authors use a dataset of 11.8 hours where
six participants performed smoking activities, such as
smoking while sitting, standing, eating, walking, us-
ing a phone, and talking in a group and they used two
accelerometers at wrist position. They propose a two-
layer model for automatic detection of puffs and smok-
ing activities. They achieve an Fl-score of 70% for
puffing and 79% for smoking detection using person-
dependent cross validation.

In [14], the smoking detection problem is studied
using a wristband, containing three sensors, includ-
ing accelerometer, gyroscope and magnetometer. They
used a dataset collected from 15 participants for a to-
tal of 17 smoking, 10 eating, 6 drinking sessions. For
smoking, they reported a precision of 91% and a recall
of 81%.

In a recent study [3], the focus is on the success-
ful detection of smoking events with an accelerometer
sensor on a smartwatch. 120 hours of data is collected
from ten participants. Using artificial neural networks,
they aim to classify the raw data into two groups:
smoking and non-smoking. They achieve an accuracy
of approximately 90% for the smoking activity.

In [25], the authors evaluated a smartwatch-based
system to detect smoking activity using accelerometer
and gyroscope. Unlike other studies, this system does
not require a connected smartphone and runs on a low-
cost smartwatch. They performed a preliminary vali-
dation in a laboratory setting with 13 participants and
free-living conditions. In this system, an instance of
smoking is comprised of three movements which are
hand raising to mouth, hand stationary at mouth, hand
moving away from mouth. They report 86% precision
and 71% recall in free-living conditions.

In another recent study [1], it is proposed to apply
a convolutional neural network (CNN) on the same
dataset as in our study. The data is divided into 3
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groups according to the activities and as a result, they
obtained an Fl-score of 92-96%. Although the main
focus of this paper is not on deep learning methods, in
Section 4.3, we briefly discuss our findings when deep
learning algorithms are applied on this dataset.

In [24], we proposed a two-layer hierarchical smok-
ing detection algorithm (HLSDA) and analyzed its per-
formance on the same dataset. Our aim was to see the
impact of using a lazy context rule-based correction
method that utilizes neighboring data segments on the
performance of activity recognition. In that study, we
only used 6 features, including mean, standard devi-
ation, minimum, maximum, kurtosis, and skewness.
We showed that using HLSDA increases the perfor-
mance up to 11% in terms of Fl-measure. In a recent
study [23], we implemented the HLSDA algorithm on
a smartwatch and analyzed its performance for on-
line smoking recognition on the watch and the phone.
Compared to[23,24], in this paper we explore all the
parameters of the whole parameter space that may af-
fect the recognition process, identify smoking in dif-
ferent postures rather than only detecting smoking and
we also investigate the impact of smoker’s height on
the smoking recognition performance.

A detailed comparison of studies that mainly use
wrist-worn sensors is summarized in terms of these
parameters in Table 1 to show the differences of this
study than those in the literature.! In some studies,

ISensors: A: Accelerometer, G: Gyroscope, LA: Linear Accel-
eration, M: Magnetometer, BMP:bioimpedance, PEDO:pedometer,
PROX:proximity, RIP:respiratory inductive plethysmograph. Fea-
tures: max: maximum, min: minimum, std: standard deviation, snr:
signal to noise ratio, rms: root mean square, corr: correlation coef-
ficient, mse: mean squared error, absdiff: absolute difference, erd:
euclidean related distance, levens: levenstein distance. Classifiers:
HLSDA: Hierarchical Smoking Detection Algorithm, RF: Random
Forest, TB: Threshold Based, GMM: Gaussian Mixture Model, DT:
Decision Tree, KNN: K Nearest Neighbors, SVM: Support Vector
Machine, CRF: Conditional Random Field, DTa: Decision Table,
NB: Naive Bayes, MLP: Multi-Layer Perceptron, ANN: Artificial
Neural Networks, RBAI: Rule-Based Atrtificial Intelligence. Activi-
ties: S: smoking, Sg7: smoking while sitting, Sgp: while standing,
SG: while in a group, Sy : while walking, Sg: while eating, Sp:
while drinking, Sy p: while using phone, D: drinking, Dg7: drink-
ing while sitting, Dgp: while standing, E: eating, S7': sitting, SD:
standing, W: walking, T': giving a talk, W R: writing, TY: typing, J:
jogging, B: biking, Wy;: walking upstairs, Wp: walking downstairs,
R: running, ST R: stretching, SC: scrubbing, F'L: folding laundry,
BT: brushing teeth, R : riding elevator, Rgg: riding escalator,
Wcy: walking carrying items, W OC: working on computer, £ D:
eating or drinking, RD: reading, ST T strength-training, V': vacu-
uming, L D: lying down, C'S: climbing stairs, 7O C: typing on com-
puter, 7' S: tying shoes, J A: jacks. NP: not provided.

very few features have been used. For example, in [19]
only mean and variance, in [23] only min, max, mean
and standard deviation are used as a feature set. How-
ever, in this paper, we extract 17 features from each
four dimensions (x, y, z and, magnitude) of each of
the sensors, as mentioned. There are also studies that
investigate the use of different features extracted from
each sensor [2,18,26]. But these studies use all the
features in a single feature set and they did not cre-
ate different feature combinations to better observe
their effect on the performance of activity recognition.
Most of the studies approached the problem as a bi-
nary classification problem, such as smoking and not,
or few classes are targeted, however we are interested
in classifying smoking, eating, drinking in different
postures as well as other activities. We evaluated the
performance of recognition with four sensors (the ac-
celerometer, the linear acceleration, the gyroscope and
the pitch-roll) individually and some of them in com-
bination.

3. Methodology for smoking recognition

In this section the methodology for smoking recog-
nition is explained, together with the characteristics of
the collected dataset.

3.1. Dataset and preprocessing

45 hours of sensor data is collected with eleven par-
ticipants including ten different activities. The data
was collected mainly for the detection of smoking ac-
tivity, however, as mentioned, it contains variations
of smoking activity, other similar activities, and other
activities. More explicitly, the activities are smok-
ing while standing (smokeSD), smoking while sit-
ting (smokeST), eating (eat), drinking while stand-
ing (drinkSD), drinking while sitting (drinkST), stand-
ing (stand), sitting (sitting), smoking while walking
(smokeWalk), walking (walk) and smoking in a group
conversation (smokeGroup). Each participant repeated
the activities five times. All activities were performed
for 5.23 hours except smoking while walking, walk-
ing and smoking in a group conversation were per-
formed for 2.31, 2.31 and 4.17 hours, respectively.
More details about the duration of activities can be
found in [24].

During the collection of data, one smartphone and
one smartwatch were used by every participant. The
smartphones (Samsung Galaxy S2 or S3) were placed
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Table 1

Comparative analysis of related work and our study

Ref. Sensors Window size-overlap Features Classifiers Activities Classes
[26] AQ2) 1,3,5,7,9, 15, mean, std, max, min, RF, TB Ssp. Sst, SG.» S, puffing
20, 25, 35 median, kurtosis, skewness, Sw, SE, Sp, Sup
sec-50% percentile, snr, rms,
peak-peak amplitude, peak
rate, corr, crossing rate
between axes, slope, mse,
r-squared
[24] A, G 30 sec-0% max, min, kurtosis, HLSDA Sst, Ssp, DsT, S, E, D, inactive
skewness Dgsp, E, ST, SD,
S, Sw. W
[19] A 5.4 sec-NP mean, variance GMM Ssp, others S/Not
[28] A, G 32%#0:05 sec-50% mean, max, std, peak-peak, SVM Ssp, W, SD, Ssp, W, SD,
RMS, corr WR,JA,J WR,JA,J
[8] A, G, PED, 13.63 sec-NP NP NP S N
ECG, GPS,
RIP, PROX
[14] A, G, M 20 sec-NP duration, speed, distZ, RF, CRF Ssp, SsG» Sw, S, E
distXY, dist, roll velocity, E, D, others
roll, pitch
[3] A 5 sec-NP NP ANN,RBAI S, E,D, W, S/not, abnormal,
TOC, TS improper use
[25] A, G NP NP DT S,E,D S/Not
[1] A, G 30 sec max, min, skewness, CNN Sst, Ssp, DsT, Sst,Ssp. DsT,
kurtosis Dgsp, E, Sg, Sw Dgsp, E, Sg, Sw
[23] A, G 30 sec-0% mean, min, max, std DT, RF, Sst, Ssp, DsT, S/Not
SVM, MLP Dsp, E, ST, SD,
S, Sw. W
This study A, G,LA 20, 30 sec-0%, mean, std, skewness, SVM, RF, Sst, Ssp, DsT, Sst,Ssp. DsT,
50% kurtosis, min, max, range, MLP Dgsp, E, ST, SD, Dgsp, E, ST, SD,
integration, corr, rms, SG, Sw. W S, Sw, W
absdiff, spectral energy,
entropy, coefficient sum,
erd, levens
in the pocket of their right pants and the smartwatches — Case 1: Window size of 20 seconds with a 0%
(LG Watch R, LG Watch Urbane or Sony Watch 3) overlap.
on the wrist of the their dominant hand. During the — Case 2: Window size of 30 seconds with a 0%
treatment of this data, we used only the data collected overlap.
from the smartwatch considering that purpose is to — Case 3: Window size of 20 seconds with a 50%
analyze the performance of smartwatch for activities overlap.
where the hand movements are more significant. The — Case 4: Window size of 30 seconds with a 50%
utilized sensors are accelerometer, gyroscope and lin- overlap.

ear acceleration. The data was sampled at 50 Hz from
all sensors. More details of the dataset are presented in
Table 2.

We segment raw data into different time windows,
then we compute different features for each segment.
For the feature extraction phase, we use a sliding win-
dow approach. Since the window size and the overlap
are important factors on continuous activity recogni-
tion, we consider four different cases as follows:

We tested smoking recognition with smaller or
larger window sizes as well, however, recognition suc-
cess was optimal for these window sizes (20 and 30
seconds).

Sensors provide information from three axes, x, y
and z. We also added a fourth dimension called mag-
nitude, which is the sum of the square root of the read-
ings of the three axes. Magnitude is commonly used
in activity recognition studies, to prevent the impact
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Participants and details of the collected dataset

Participant no Activities performed Activity duration Total duration ~ Gender Height (cm) Age (years) Cigarette usage
(minutes) (minutes)

1 Sst,Ssp, Dst, Dsp, E, 43 430 male 180 25 8-10 per day
ST,SD, Sg, Sw, W

2 SSTa SSDa DSTa DSD’ E, 47 470 male 172 30 0-10 per week
ST, SD, Sg, Sw, W

3 Sst.,Ssp. Dst, Dsp, E, 48 480 male 175 25 2-6 per day
ST, SD, Sg, Sw, W

4 Sst.Ssp,> Dst, Dsp, E, 37 296 male 156 28 0-10 per week
ST, SD, Sg

5 SST’SSDsDSTaDSD’Ea 18 144 male 174 23 18—20perday
ST, SD, Sg

6 Sst.Ssp, Dst, Dsp, E, 20 160 female 164 20 3-7 per week
ST, SD, Sg

7 Sst,Ssp, Dst, Dsp, E, 16.8 134.4 male 181 20 9-11 per day
ST, SD, Sg

8 SST’ SSD, DSTs DSD’ E, 20 160 female 172 29 4-6 per day
ST, SD, Sg

9 Sst.Ssp, Dst, Dsp, E, 24 168 male 167 35 0-10 per week
ST, SD

10 Sst,Ssp, Dst. Dsp, E, 19 133 male 181 27 7-12 per day
ST, SD

11 SST’ SSD, DSTs DSD» E, 18.6 130.2 male 170 45 1520 per day
ST, SD

of orientation on the sensor readings. We calculate
the features from these four components. In addition,
to better utilize the rotation information from smart-
watches, we create a fourth sensor called pitch and roll.
Raw accelerometer readings are used for computing
pitch and roll values using the method in [4].

3.2. Feature sets

We calculate 17 features from each four dimensions
(x, y, z and magnitude) of accelerometer (ACC), linear
acceleration (LACC), gyroscope (GYR) and pitch and
roll (PR) sensors from the segmented raw data. List of
features that we compute is as follows:

— Mean: The average value of samples over a time
window. It gives us a central value for a time win-
dow.

— Standard deviation (std): The square root of
the variance. It shows how much data sample is
spread out around the mean and thus it gives an
indication about the stability of sample [5].

— Median: Middle number of a sample. It divides
the data sample in two parts: high half and lower
half [5].

— Skewness: The measure calculated by lack of
symmetry of data sample around its mean [24].

A sample is not symmetric if its distribution does
not same to the left and right of the mean.
Kurtosis: The measure of whether the data in the
sample has a lot of or less data in its tails com-
pared to normal distribution [24].

Min: The minimum value of samples over a time
window.

Max: The maximum value of samples over a time
window.

Range: The difference between the maximum
and the minimum of samples over a time window.
Integration: The measure used to estimate the
speed and distance of the signal under the data
curve and this is commonly applied to accelerom-
eter data [12].

Correlation: Pearson’s product-moment coeffi-
cient is the most commonly used correlation co-
efficient [17]. It measures the relationship be-
tween each pair of axis and can be applied for ac-
celerometer or gyroscope readings [13]. It is ef-
fective to discriminate one dimensional activities
such as walking and climbing stairs [30].

Root mean square (rms): The square root of the
mean of the squares of data over a time window.
Absolute difference (absdiff): The sum of the
differences between each data sample and the av-



S. Agac et al. / Smoking recognition with smartwatch sensors in different postures and impact of user’s height 245

Table 3
Feature sets
Set Features Domain
F1 min, max, skewness, kurtosis Time
F2 mean, std, min, max Time
F3 median, std, min, max, range, mean Time

F4 mean, std, integration, correlation, rms, absdiff ~ Time

F5 spectral energy, entropy, coefficient sum Frequency
F6  erd String
F7  levenshtein String

erage of sample divided by the number of data
points [9].

— Spectral energy: The squared sum of spectral co-
efficients of signal over the length of the sample
window[9].

— Entropy: The entropy metric can be roughly con-
sidered as frequency distribution which is high if
the distribution is flat and low if peaky [11]. It
helps to differentiate activities which have similar
energy values but different activity patterns [5].

— Sum of coefficients (coeffsum): The sum of the
first five FFT coefficients.

— Euclidean related distance (erd): The square
root of the sum of the squares of the differences
between corresponding data over a time window.

— Levenshtein distance: The measurement of sim-
ilarity between two strings. It determines the
smallest number of insertions, deletions, and sub-
stitutions needed to transform the first to the sec-
ond [6].

Features are comprised of time, frequency and string
domain features. These individual features have been
reported to be suitable for running on mobile phones
and wearables and have been extensively used in pre-
vious studies [5] on context recognition from motion
data. Using all features together may be inefficient in
terms of computation, particularly when running on
a smart watch. Instead of using all the features, we
organized seven different feature groups to better ob-
serve their effects. More details about feature sets and
their domains are presented in Table 3. One may ar-
gue that, instead of grouping the features, feature se-
lection methods could be applied. In another prelimi-
nary study, we worked with different feature selection
algorithms and while grouping the features we used its
findigs, keeping in mind to use a small number of fea-
tures for reduced complexity, as also discussed in [23].

3.3. Classifiers and validation

There are several algorithms for classification that
have been applied to activity recognition. Particularly,
we used Support Vector Machine (SVM), Random
Forest (RF) and Multilayer Perceptron(MLP) which
are commonly used for activity recognition [21,24,29].
Scikit-learn implementations of the classifiers are used
with the default settings and parameters. As the pa-
rameters of the RF algorithm, we used 11 trees (large
number may increase the memory consumption), gini
split, maximum depth none and two splits. For SVM,
rbf kernel, 1.0 penalty parameter, 3 as the degree of the
kernel function are used. For the MLP classifier, 1 hid-
den layer, constant learning rate, 200 as the maximum
number of iterations are used.

In the validation phase, we realize an evaluation
with 10-fold cross-validation without shuffling. In this
method, the mechanism consists of dividing the dataset
into ten equal parts; use nine of these parts for training
and one part for testing. In each iteration, the part used
for testing is different, thus, all data is used for test-
ing and for training. By using stratified classification,
every part has nearly the same length. We also used
a person-independent evaluation method when we ex-
plore the impact of height on the recognition perfor-
mance in Section 4.2.2.

4. Performance analysis

In this section, we present the results of our recogni-
tion analysis. As mentioned, we explore a large set of
parameters: 4 different window sizes/overlaps, 7 fea-
ture sets extracted from each sensor, 4 different sensors
and 2 different sensor combinations and 3 classifiers.
First, in Section 4.1, we analyze the recognition per-
formance when all activities are considered. We inves-
tigate the impact of window size and overlap, feature
set and sensors. In Section 4.2, we exclude the activ-
ities of smoking while walking, walking and smoking
in a group since they were not performed by all par-
ticipants. Similarly, we investigate the effect of men-
tioned parameters. Moreover, we investigate the im-
pact of users’ height in the recognition phase by train-
ing with different user groups and using regression.
As the performance metric, we report F-measure (F1-
score) values which is the harmonic mean of precision
and recall. We choose F-measure because it is a con-
sidered a balance performance metric by taking into
account both recall and precision.
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Fig. 1. Impact of window size and overlap using accelerometer.
4.1. Scenario 1: All activities

In this section, we present the results obtained by
following the methodology explained in Section 3 con-
sidering all ten activities. In the presented results, the
F1-score values range between zero and one, but in the
text, they are discussed in terms of percentages, for the
ease of reading.

4.1.1. Impact of window size and overlap

In this section, we explore the impact of window
size on the performance of classifiers. We change the
window sizes and the ratio of window overlaps, ac-
cording to the four cases explained in Section 3.1.
We present and discuss the results obtained using ac-
celerometer only in this section, however, the results
with other sensors are also presented in the Appendix,
Table 15.

In Fig. 1, the results using SVM, RF and MLP are
presented to compare different cases which were intro-
duced in Section 3. The y-axis shows the F1-score val-
ues obtained with different feature sets, whereas the x-
axis shows these feature sets (shown in Table 3). When
the results of different cases are compared, using Case
4 achieves the highest F1-score for all three classifiers,
which is 76% for SVM using F2, for MLP using F1
and F3, for RF using F1 and F3. For these mentioned
feature set and classifier combinations, there is only a
small difference in other cases. The F1-scores obtained
with Case 1, Case 2, and Case 3 are only 1-2% smaller
than the results with Case 4. With other feature sets,
namely F4 to F7, results obtained with all cases (1 to
4) are much lower, differing between 22% to 70%.

Furthermore, when we compare the performance of
classifiers, RF is the best classifier, considering all fea-
ture sets. Particularly, the F1-scores of F4, F5 and F6
are 22%, 22% and 30% using SVM whereas it is 70%,
70% and 55% using RF, which results in 48%, 48%
and 25% higher Fl-score. Whereas, the results with
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Fig. 2. Impact of feature set using accelerometer with RF and Case
4.

other feature sets, particularly with F2 and F3, are sim-
ilar with all the classifiers, ranging between 75 and
76% F1-score.

As mentioned, these results were obtained using
only accelerometer. The F1-scores for the other sen-
sors are presented in Appendix Table 15. Considering
all cases, we observe that RF with Case 4 achieves
the highest F1-score, followed by RF with Case 3. As
mentioned, we tested smaller or larger window sizes as
well, however recognition performance was lower. In
the next sections, while evaluating the impact of fea-
ture set and sensors, we will continue to present and
discuss the results obtained with Case 4 and the ran-
dom forest classifier. However, all results are presented
in the Appendix.

4.1.2. Impact of feature set

In this section, Case 4 is fixed using accelerometer
with the random forest classifier. The F1-score results
of the other classifiers with each feature set using ac-
celerometer are presented in Appendix Table 16.

In Fig. 2, we present the F1-scores achieved per ac-
tivity as well as the average F1-score considering all
the activities. The highest performance for four activi-
ties (smokeST: 65% with F1 and F3; sit: 99% with F1
to F4; stand: 100% with F1 to F5; walk: 97% with F1
to F3) is obtained with more than one feature set. For
the rest of activities, the best performance is achieved
using F1 for drinkSD which is 62%, for smokeWalk
(89%) and smokeGroup (55%), F2 for drinkST (61%)
and F3 for smokeSD (64%) and for eat (88%). With
other feature sets, relatively lower performances are
achieved. The worst feature set for all activities is F7
which contains only a string domain feature (leven-
shtein distance). The average differences between first
three feature sets and the rest is relatively high (16%).
Although F1 and F3 results are very close to each
other, F3 is slightly higher than F1. When we also
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Fig. 3. Impact of sensors using F3 with RF and Case 4.

consider the performance with other classifiers in Ta-
ble 16, by ranking the feature sets in terms of F1-score,
F3 again ranks as the best feature set, which is fol-
lowed by F1 and F2. Since, F3 includes the features
in F2, but also has median and range, this was an ex-
pected result. Moreover, F3 and F1 include min and
max in common but F3 has more features. If comput-
ing more features is a concern, then F1 or F2 can also
be used with a small tradeoff in F1-score.

For the smoking variations, the performance of the
smokeWalk is the highest (89%) using F1 and the
smoke Group is the lowest 55% with F1. This is due to
the fact that, smokeGroup is very similar to smokeSD.
If we use both of these variations as one type of ac-
tivity, the recognition performance improves as shown
in one of our previous works where all these smok-
ing variations were considered as one smoking activ-
ity [24]. In smokeGroup sessions, all smokers didn’t
talk or move their hand too much. This makes the
smokeGroup activity very similar to smokeSD.

4.1.3. Impact of sensors and fusion of sensors

In this section, impact of individual sensors (ACC,
LACC, GYR and PR), combination of accelerometer
and gyroscope (ACCGYR) and combination of lin-
ear acceleration and gyroscope (LACCGYR) are ana-
lyzed. For this evaluation, RF, Case 4 and F3 are fixed.
In Appendix Table 17, the Fl-score results for all fea-
ture sets with all classifiers are presented.

In Fig. 3, we present the results per activity and aver-
age of all activities. The highest smoking performance
is 94%, obtained for the smokeWalk using ACCGYR
whereas it is 100% for stand and sit activities. In gen-
eral, the best performances are obtained with the fu-
sion of accelerometer and gyroscope for all activities.
Considering all activities, on average, using only ac-
celerometer exhibits a performance of (77%) and only
gyroscope (76%). Combining accelerometer and gy-
roscope improves the average performance of activity

recognition (83%). Similarly, using fusion of linear ac-
celeration and gyroscope increases performance com-
pared to only using linear acceleration and only gyro-
scope. The worst performance is obtained with pitch
and roll features which is 66% on average. As shown
in Appendix Table 17, using accelerometer gyroscope
combination achieves the highest score considering the
F1, F2 and F3 cases and the RF and MLP classifiers,
which is followed by the combination of linear acceler-
ation and gyroscope combination and this is followed
by using only the accelerometer.

Example confusion matrices for only accelerome-
ter sensor is given in Table 4 and for the fusion of ac-
celerometer and gyroscope is given in Table 5. We use
F3 and Case 4 in both these tables. We observe that
smoking and drinking activities are confused with each
other. However, two activities that are mostly confused
with each other are smokeSD and smokeGroup. This
may be due to the fact that people do not talk much
in the group while collecting smokeGroup data and
do not actively use hand movements. This may cause
the activity to be confused with smoking while stand-
ing. We have previously observed higher recognition
performance for smoking when its different variations
were considered as one smoking activity [24]. By com-
paring Table 4 and Table 5, as mentioned, we ob-
serve that the use of fusion of accelerometer and gy-
roscope reports an increase, compared to use of only
accelerometer except stand and sit activities which are
already well recognized.

As a conclusion, fusion of sensors improves the
recognition performance, however, resource consump-
tion due to additional sensors increases [22]. Hence,
the trade-off between high recognition rate and high
resource consumption should be further investigated
since battery lifetime is a limitation with smart-
watches.

4.2. Scenario 2: Less activities

As mentioned, not all activities were performed by
all eleven participants. Activity smokeWalk, walk and
smoke Group were performed in total only by 3, 3
and 8 participants, respectively. In order to look at the
common smoking variations of smoking while sitting
and standing, we removed the smoking in a group and
smoking while walking and created a second scenario.
This also allowed us to create a balanced dataset where
all these activities were performed by all participants.
Thus, in Scenario 2, we consider all participants, but
we do not include smoking while walking, smoking
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Table 4
Confusion matrix using ACC with F3, RF and Case 4
Predicted
smokeSD  smokeST eat drinkSD  drinkST sit stand  smokeWalk  walk  smokeGroup

actual  smokeSD 836 43 0 36 4 0 1 18 0 318

smokeST 79 792 15 59 239 3 0 1 0 66

eat 0 11 1132 80 28 0 0 2 2

drinkSD 50 88 120 744 213 0 4 3 3 29

drinkST 9 206 48 233 732 19 0 1 0 7

sit 0 0 1 0 1253 0 0 0

stand 0 0 0 0 0 0 1253 1 0

smokeWalk 29 0 8 0 0 0 458 7 51

walk 0 0 0 10 0 0 0 8 534 1

smokeGroup 339 54 5 12 5 0 0 35 1 550

Table 5
Confusion matrix using ACCGYR with F3, RF and Case 4
Predicted
smokeSD  smokeST eat drinkSD  drinkST sit stand  smokeWalk  walk  smokeGroup

actual  smokeSD 860 54 0 42 4 0 1 0 0 295

smokeST 102 856 9 32 206 4 0 0 45

eat 0 5 1164 79 5 0 0 0 0 2

drinkSD 57 45 45 917 150 0 3 1 1 35

drinkST 2 175 18 163 871 24 0 0 0 2

sit 0 0 0 0 1 1254 0 0 0

stand 1 0 0 0 0 0 1253 0 0

smokeWalk 4 0 0 5 1 0 0 520 9 15

walk 0 0 0 4 1 0 0 10 537 1

smokeGroup 292 30 8 17 1 0 0 19 0 634

while in group conversation, and only walking. We
evaluate this scenario by choosing the best case (Case
4 and F3) that is explored in Section 4.1.

4.2.1. Impact of sensor fusion and classifiers

In this section, our aim is to analyze the effect of
sensors and classifiers using Case 4 and F3 to better
understand if focusing on less activities improves the
performance of recognition.

We present the results in Fig. 4 for all sensors. This
scenario brings significant improvement for the perfor-
mance of smokeSD which is an increase of 23%, 22%
and 21% using ACC, PR and ACCGYR and an in-
crease of 12%, 13% and 17% using LACC, GYR and
LACCGYR, compared to the previous scenario whose
results are shown in Fig. 3. Removing some variations
of smoking activities such as smokeGroup improves
the performance of smokeSD. For the smokeST, eat
and drinkSD, it performs equally or slightly better in a
range of 5% and 1%.
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Fig. 4. Impact of sensors using F3 with RF and Case 4.

On average, the best performances are obtained with
the fusion of accelerometer and gyroscope for all ac-
tivities. Similar to Scenario 1, the worst performance
on average of all activities is obtained again using
pitch and roll sensors (73%). Using only accelerom-
eter gives a performance of 81% and only gyroscope
78%, which were 77% and %76 in Scenario 1. Com-
bining accelerometer and gyroscope improves the av-
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Confusion matrix using ACC with F3, RF and Case 4

Predicted class

smokeSD smokeST eat drinkSD drinkST sit stand
actual class smokeSD 1131 80 0 44 0 0 1
smokeST 123 843 14 65 207 2 0
eat 0 16 1116 87 35 1 0
drinkSD 87 86 109 767 200 1 4
drinkST 6 197 39 239 759 15 0
sit 0 0 0 0 3 1252 0
stand 0 0 0 0 0 0 1254
Confusion matrix using ACCGYR with F3, RF and Case 4
Predicted class
smokeSD smokeST eat drinkSD drinkST sit stand
actual class smokeSD 1137 80 1 33 4 0 1
smokeST 120 873 4 37 215 5 0
eat 3 4 1167 75 6 0
drinkSD 68 63 53 903 163 0 4
drinkST 3 184 14 185 849 20 0
sit 1 0 0 0 2 1252 0
stand 0 0 0 0 0 0 1254

erage performance of activity recognition (85%). Simi-
larly, using fusion of linear acceleration and gyroscope
(82%) increases performance compared only linear ac-
celeration (74%) and only gyroscope (78%).

In Table 6 and Table 7, we show the confusion matri-
ces of accelerometer and fusion of accelerometer and
gyroscope respectively. Once again, it can be seen that
mainly smoking and drinking are confused with each
other. We observe less confusion for eat, sit and stand
activities. Compared to Scenario 1, we see a signifi-
cant decrease in the number of confused smokeSD ac-
tivities. As mentioned in Scenario 1, smokeSD was
mainly confused with smokeGroup activity. In this
scenario, we removed smokeGroup, so this change
positively affects the recognition of smokeSD. This
shows that if smoking while standing and smoking
while in group conversation are considered as one vari-
ation, it can easily be recognized. We had observed a
similar result previously in [24].

To understand the best classifier among SVM, RF
and MLP, in Table 8, we show the results of three clas-
sifiers as well as their improvements compared to Sce-
nario 1. We observe that RF is the best classifier with
an average performance of 76%. For the best sensor
which is ACCGYR, the performance of correspond-
ing classifier is 83%. There is not so much difference

observed between RF and MLP. Performance of SVM
is slightly lower compared to the other two. Our ap-
proach improves the recognition performance and the
highest improvement is observed for PR sensor which
is around 7%.

4.2.2. Impact of height

After collecting the dataset, some extra questions
were asked to the participants. These were about how
often they smoke, their height and their age, as pre-
sented in Table 2.

Depending on the participants’ height, the fre-
quency and patterns of the performed activities may
vary. For example, while a shorter person can take his
hand to his mouth faster, it may take longer for some-
one who is taller. Starting from this point of view, we
tried to determine whether the height of participants
really affects the activity recognition process. Weight
may affect activities related to locomotion, but in our
case the activities are related to arm movements, and
hence the height of the arm. Gender may affect the
results but according to our observations while data
collection, there were not significant differences be-
tween male and female participants in their smoking
patterns. Therefore, in this section, we explore whether
the height of participants impacts the performance of
smoking recognition or not. For this purpose, among
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Table 8
Increase in F1-scores compared to Scenario 1

SVM Increase RF Increase MLP Increase

ACC 0,76 0,03 0,79 0,03 0,79 0,02
LACC 0,66 0,01 0,70 0,01 0,69 0,00
GYR 0,72 002 0,76 0,03 0,72 0,01
PR 0,45 0,09 0,71 0,06 0,65 0,06

ACCGYR 0,75 0,03 0,83 0,03 0,82 0,02
LACCGYR 0,70 0,02 0,78 0,05 0,77 0,00
average 0,67 0,03 0,76 0,03 0,74 0,02

the eleven participants, we have created two separate
groups consisting of participants with closer heights.
Besides this, to balance the amount of data in groups,
we determined that each group should contain an equal
number of participants. The heights of participants in
the first group (G1) are 180 cm, 181 cm and 181 cm
for participant 1 (P1), P7 and P10, respectively. In the
second group (G2), the heights are 164 cm, 167 cm and
170 cm for P6, P9 and P11, respectively. As mentioned
in Section 4.2, all activities are not performed by every
participant, we analyze the activities that were com-
mon to these six. Based on the results shown in Sec-
tion 4.1 and 4.2, we performed our analysis with Case
4, feature set 3, accelerometer and gyroscope combi-
nation (ACCGYR) and RF classifier.

In the first phase, we perform in-group analysis
which means the aim is to find the performance of each
participant in his own group. More clearly, we train the
data of G1 and G2 separately to create two models,
then we test each participant of G1 with G1’s model
and same for G2.

In Table 9, only the results with the fusion of ac-
celerometer and gyroscope are presented for ease of
presentation and to focus on the impact of the height.
If we compare the groups, all participants have over
90% performance for all activities except drinkSD and
drinkST. The performance of G2 (P6, 9 and 11) is bet-
ter than G1 (P1, 7 and 10), particularly for participant
6 and 9. Generally, in in-group analysis, there is no
participant with a performance less than 80% for any
activity. F1-score results of all sensors for six partici-
pants are presented in Appendix Table 18.

In the second phase, we perform the out-group anal-
ysis. We test each participant with the training data
from the other group rather than their own group. For
example, P1 belongs to group 1, we test his perfor-
mance by using group 2 (G2) as the training set. In Ta-
ble 10, the results of ACCGYR (fusion accelerometer
and gyroscope) are presented. We observe that the re-
sults are slightly different or not at all for some partic-

ipants. Again, the participant 11 has the worst results
for all activities except for drinkST. As observed in the
first phase, the performance of G2 is better than, es-
pecially for participant 6 and 9 which have an average
performance of 95% for both. All the sensor results are
presented in Appendix Table 19.

The average performance difference between in and
out group analysis does not exceed 2% for all partic-
ipants. Even if we look at the activities of individual
participants, the performance difference never exceeds
5%, but usually is either 0% or 1%. Based on this, we
find that using different height groups does not signif-
icantly affect the performance results.

Additionally, we decided to analyze an extreme case
particularly using G1 and G2 as the training set, and
we chose participant 4 as the outlier, with height of
156 cm, to test. Recognition performances with P4 are
presented in Table 11. Comparing training set G1 and
G2, we did not observe a difference over than 1% for
all activities except for the smoking activities. On aver-
age, considering in-group and out-group analysis, the
smoking performances were between 91% and 96%.
However, in this analysis, for smokeSD and smokeST,
we observe a performance of 86% and 83% using Gl1,
and 83% and 78% using G2. As the height differences
are too much between P4 and the two groups, it might
affect the performance of smokeSD. Because in these
two cases, usually, participants take their hand really
down and then it comes to the mouth where the angular
distance might make a difference. However, smokeST
is a way complex activity. Because the hand to mouth
angular distance can take many shapes depending how
someone smokes. We can report that height does af-
fect the smokeSD if it is significantly different as the
case of P4. However, smokeST can be affected by the
different variations of activity.

4.2.3. Per-participant analysis

In the last phase, we did a per participant analy-
sis. The aim is to explore the performance of leave-
out-one-subject method for a specific individual. The
model is trained using all participants’ data except a
participant X and then, it is tested on the data of partic-
ipant X. Moreover, we investigate whether the height
of participants has an impact on the recognition perfor-
mance using statistical analysis. For this purpose, for
each of the eleven participants, we train the data of the
rest ten participants together for creating a classifica-
tion model. Then, we test each participant with a par-
ticular height, separately, using this model. For exam-
ple, for P1, we create training model using data of P2
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Impact of height in-group using ACCGYR, F3, RF and Case 4

smokeSD smokeST eat drinkSD drinkST sit stand
P1 0.97 0.93 0.96 0.81 0.84 0.96 1
Pé 0.94 0.9 0.96 0.95 0.94 0.95 0.99
pP7 0.92 0.86 0.96 0.84 0.82 0.94 0.99
P9 0.99 0.93 0.97 0.94 0.92 0.97 1
P10 0.95 0.91 0.96 0.88 0.84 0.93 1
P11 0.93 0.9 0.89 0.8 0.81 0.91 0.99
avg 0.95 0.91 0.95 0.87 0.86 0.94 1
Table 10
Impact of height out-group using ACCGYR, F3, RF and Case 4
smokeSD smokeST eat drinkSD drinkST sit stand
P1 0.96 0.9 0.96 0.83 0.85 0.96 1
P6 0.96 0.95 0.92 0.93 0.92 0.95 0.99
p7 0.95 0.91 0.95 0.82 0.81 0.94 1
P9 0.99 0.92 0.97 0.93 0.9 0.96 0.99
P10 0.95 0.94 0.96 0.89 0.88 0.95 0.99
P11 0.93 0.9 0.9 0.82 0.85 0.94 1
avg 0.96 0.92 0.94 0.87 0.87 0.95 1
Table 11
Impact of height for P4 using G1 and G2 separately as training data with ACCGYR, F3, RF and Case 4
smokeSD smokeST eat drinkSD drinkST sit stand
Grl 0.86 0.83 0.95 0.85 0.85 0.97 1
Gr2 0.83 0.78 0.96 0.86 0.86 0.98 1
Table 12
Significance-F results
Activity smokeSD smokeST eat drinkSD drinkST sit stand
Significance 0.29 0.09 0.61 0.04 0.24 0.09 0.95

to P11 and we test this model on P1’s data. Firstly, F1-
score results of all sensors were obtained for all par-
ticipants (see Appendix Table 20). Then, we explore
whether the participants’ activity performances change
significantly based on the height parameter. To exam-
ine this, we used regression analysis with the default
confidence level which is 95%. After creating the re-
gression model for each activity, particularly, we fo-
cused on the significance-F value. In Table 12, we pre-
sented the significance-F results of regression model
for all activities based on height parameter. It shows
that, all generated regression results are not significant
for all the considered activities except drinkSD. The

significance-F value of drinkSD is lower than 0.05,
which means that statistically, there is a relation be-
tween the participants’ height and the recognition per-
formance of drinking while standing activity.

In Table 13, we also present the detailed analysis
of the performance differences between per partici-
pant analysis (Table 20) and cross validation analy-
sis (Section 4.2) considering Scenario 2. In Scenario
2, cross validation results do not contain performance
per participant, we use average F1-scores of this anal-
ysis to make comparisons. It is clear that, cross val-
idation analysis performs better for all activities ex-
cept sit activity with LACC, GYR and LACCGYR.
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Table 13
Performance difference between per participant validation and cross validation results
smokeSD smokeST eat drinkSD drinkST sit stand
ACC —0.07 -0.14 —0.05 —0.10 —0.08 —0.01 0.00
LACC —0.05 —0.16 —0.10 —0.09 —0.09 0.01 0.00
GYR —0.03 —0.04 —0.03 —0.07 —0.05 0.01 —0.01
ACCGYR —0.08 —0.07 —0.05 —0.12 —0.03 —0.01 0.00
LACCGYR —0.07 —0.12 —0.02 —0.10 —0.08 0.00 0.00

Particularly for smokeST and drinkSD activities, this
approach achieves an important decrease in the per-
formance which is in a range of 4% and 16%. As the
performance of stand was very high which is almost
100%, it is not possible to achieve a change for this
activity. However, we observed a decrease of 1% for
gyroscope sensor.

4.3. Discussion

In this section, we summarize our findings and iden-
tify the open issues for further investigation.

— Simple features perform sufficiently well: When
we analyze the performance of recognition with
different feature sets, we observe that F1 (min,
max, skewness, kurtosis) and F3 (median, std,
min, max, range, mean) perform the best. These
features are all time domain features and can
be computed easily. If smoking recognition is
performed online on watches or on other wear-
ables [16], this will be an advantage.

— Larger windows perform better: Compared to
shorter window sizes, 1 to 5 seconds, used in
the recognition of simple activities, such as walk-
ing, sitting, larger window sizes perform better
for smoking recognition. In our analysis, Case 4
(30 second window size with 50% overlap) per-
formed slightly better than the other cases. While
simpler locomotion activites follow shorter pe-
riods, such as 1-2 seconds, in smoking, hand-
to-mouth gesture, inhalation, mouth-to-hand and
breaks between these patterns take longer peri-
ods. This is also true for eating and drinkin activ-
ities.

— When efficient features are used, performance of
classifiers is similar: In our analysis, RF classi-
fier is the best performing classifier in most cases,
which is followed by MLP and then SVM. How-
ever, when efficient feature sets are used, such
as F1 or F3, their performances are very simi-
lar. Although we did not change or optimize the

parameters of the classifiers, their performances
are acceptable, for example in Scenario 2, when
only accelerometer is used average F1-scores for
SVM, RF and MLP are 80%, 81% and 80%, re-
spectively. Again, if online recognition is to be
performed, in another study [22], we show that
these classifiers perform well in terms of resource
consumption, such as battery, memory and CPU
cycles.

Combination of gyroscope with accelerometer
improves the results: The best performances are
obtained with the fusion of accelerometer and
gyroscope for all activities. Considering all ac-
tivities, using only accelerometer exhibits a per-
formance of (77%) on average and only gyro-
scope (76%). Combining accelerometer and gy-
roscope improves the average performance of ac-
tivity recognition to 83% on average, considering
all the activities. However, when a single sensor
is to be used, then the accelerometer is the best
performing one as shown in the literature [21].
Fusion of linear acceleration and gyroscope in-
creases performance compared to only using lin-
ear acceleration and only gyroscope as well, how-
ever the results are not as high as the combina-
tion of accelerometer and gyroscope. We should
also note that linear acceleration sensor consumes
more battery than accelerometer.

Puff Detection versus smoking session detection:
In this paper, we focus on smoking session detec-
tion, however, there are some studies in the liter-
ature using wrist sensors for puff detection [3,20,
26,28]. The sensor data collected in our study us-
ing smartwatch devices may be sufficient to per-
form this puff analysis but we need also to have
puff labels (such as the number or start-end time
of puffs) to test the performance of the analysis
and these were not logged during the data collec-
tion phase.

User’s height may affect the performance of
smoking and drinking while standing: While there
is no significant difference between in group and
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Table 14
Preliminary results for LSTM with accelerometer and gyroscope

Epoch Batch size Final accuracy
30 512 0.91509914
30 1024 0.9142906
30 2048 0.9030981

out group analysis, the recognition performances
of smoking while standing and sitting are re-
duced when tested on a participant with a differ-
ent height than those participants in the training
data. Besides, significance-F values of per partic-
ipant analysis showed that drinking while stand-
ing activity also may be affected by height. On
the other hand, impact of height is not very clear
in other activities.

— Smoking in group is more difficult to recognize:
Compared to the other variants, smoking in a
group is more difficult to recognize due to differ-
ent patterns exhibited by the participants and it
is mostly confused with smoking while standing.
This can be further investigated with the use of
both phone and watch data to obtain better perfor-
mance.

— Use of deep learning algorithms may improve
the results: In a recent study [1], a convolutional
neural network (CNN) was applied on the same
dataset as in our study and 92-96% F1-score was
achieved. Although the main focus of this paper is
not on deep learning methods, we also applied a
deep learning method, namely, Long Short Term
Memory (LSTM) on the dataset, we show the pre-
liminary results in Table 14 using accelerome-
ter and gyroscope readings. More detailed results
will be presented in a paper which is under prepa-
ration. We briefly discuss our findings when deep
learning algorithms are applied on this dataset.
70% of the dataset was used for training, 15% for
validation and 15% for testing. The model was
constructed using Tensorflow library? and Keras
Framework? and number of hidden layers was 32
and learning rate was 0.0025. Unlike in [1], we
did not extract any features and did not divide
the data into groups. Our preliminary results pre-
sented in Table 14 suggest that, use of deep learn-
ing algorithms may improve the results, however

2https://www.tensorﬂow.org/
3 https://keras.io/

training and running such models is costly on
resource-limited devices, such as smart watches,
hence a cloud-supported model could be a viable
solution.

5. Conclusion and future work

In this paper, we studied the recognition of smok-
ing activity in different postures by using the motion
sensors available on smartwatches using a challenging
dataset which includes different variations of smoking
as well as activities including similar hand gestures to
smoking. We followed a detailed analysis: with a focus
on using different classifiers, different and comprehen-
sive set of features, different window sizes and differ-
ent window overlap ratios. As the final parameter, we
investigated the impact of height in the training phase
on smoking recognition performance. The results show
that smoking activities can be recognized with simple
features, such as median, std, min, max, range, mean.
Compared to smaller window sizes used in the recog-
nition of simpler activities, larger window sizes, such
as 30 seconds, perform better. When we compare the
performance of different classifiers, when efficient fea-
tures are used, their performances are similar. Smok-
ing in a group is more difficult to recognize compared
to other variants of smoking due to different patterns
exhibited by different participants. When we analyze
the impact of height on smoking recognition, it does
not have a significant effect when all activities are con-
sidered. However, it does have an effect on drinking
while standing activity based on statistical results. Cur-
rently, we are working on the analysis of online smok-
ing recognition where we utilize the findings from this
paper and analyze the resource consumption of differ-
ent parameter sets on the wearable devices besides the
recognition performance.
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Appendix

In Tables 15, 16, 17, 18, 19, 20, each cell shows the
F1-score performance of a specific feature-set with a
specific classifier in a specific case, using a specific
Sensor.
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Table 15
Scenario 1: F1 scores considering all cases
Case 1 Case 2 Case 3 Case 4

svm rf mlp svm rf mlp svm rf mlp svm rf mlp
ACC Fl1 0.7 0.74 0.74 0.69 0.75 0.75 0.72 0.75 0.75 0.71 0.76 0.76
F2 0.74 0.74 0.73 0.75 0.75 0.76 0.75 0.75 0.75 0.76 0.75 0.75
F3 0.73 0.74 0.74 0.74 0.74 0.74 0.74 0.75 0.75 0.75 0.76 0.76
F4 0.26 0.69 0.5 0.22 0.7 0.48 0.24 0.7 0.5 0.22 0.7 0.51
F5 0.25 0.69 0.47 0.22 0.7 0.46 0.25 0.69 0.45 0.22 0.7 0.46
F6 0.32 0.54 0.48 0.29 0.55 0.47 0.35 0.54 0.49 0.3 0.55 0.45
F7 0.4 0.47 0.36 0.4 0.48 0.29 0.42 0.47 0.39 0.41 0.47 0.34
LACC Fl1 0.6 0.65 0.65 0.6 0.66 0.65 0.63 0.67 0.67 0.62 0.68 0.67

F2 0.57 0.7 0.67 0.59 0.71 0.69 0.6 0.71 0.7 0.6 0.72 0.7
F3 0.59 0.71 0.67 0.58 0.71 0.67 0.61 0.71 0.69 0.6 0.73 0.68
F4 0.3 0.69 0.5 0.27 0.7 0.48 0.32 0.7 0.54 0.28 0.71 0.51
F5 0.27 0.64 0.47 0.24 0.65 0.44 0.27 0.65 0.47 0.24 0.66 0.45
F6 0.46 0.52 0.51 0.45 0.52 0.52 0.49 0.52 0.5 0.46 0.53 0.52
F7 0.38 0.43 0.22 0.4 0.45 0.17 0.38 0.44 0.31 0.41 0.45 0.22
GYR F1 0.66 0.71 0.69 0.66 0.72 0.7 0.69 0.72 0.7 0.68 0.74 0.71
F2 0.58 0.72 0.68 0.61 0.73 0.69 0.6 0.73 0.7 0.62 0.74 0.71
F3 0.58 0.72 0.7 0.61 0.73 0.71 0.6 0.73 0.72 0.62 0.75 0.71
F4 0.34 0.68 0.54 0.32 0.7 0.43 0.35 0.69 0.57 0.33 0.71 0.49

F5 0.29 0.68 0.4 0.25 0.69 0.42 0.29 0.7 0.44 0.26 0.7 0.4
F6 0.51 0.56 0.52 0.5 0.57 0.55 0.52 0.56 0.53 0.53 0.57 0.54
F7 0.35 0.42 0.25 0.37 0.41 0.24 0.35 0.42 0.27 0.37 0.42 0.25

PR Fl1 0.39 0.63 0.6 0.36 0.64 0.6 0.39 0.64 0.6 0.37 0.64 0.6
F2 0.28 0.64 0.61 0.27 0.65 0.6 0.3 0.65 0.63 0.27 0.65 0.62
F3 0.27 0.65 0.61 0.26 0.66 0.6 0.29 0.66 0.62 0.27 0.66 0.61
F4 0.26 0.6 0.24 0.22 0.6 0.22 0.27 0.6 0.27 0.22 0.61 0.23
F5 0.24 0.6 0.22 0.21 0.61 0.24 0.25 0.6 0.26 0.21 0.61 0.24

F6 0.36 0.37 0.11 0.34 0.35 0.08 0.37 0.36 0.1 0.36 0.35 0.1
F7 0.17 0.29 0.12 0.17 0.29 0.09 0.18 0.29 0.14 0.17 0.28 0.11
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Table 16
Scenario 1: F1 scores of each feature set using ACC and Case 4
F1 F2 F3 F4 F5 F6 F7
SVM smokeSD 0.60 0.63 0.62 0.24 0.24 0.15 0.42
smokeST 0.55 0.65 0.63 0.00 0.00 0.26 0.22
eat 0.84 0.90 0.89 0.00 0.12 0.10 0.63
drinkSD 0.60 0.66 0.65 0.00 0.00 0.04 0.09
drinkST 0.48 0.62 0.61 0.00 0.00 0.07 0.21
sit 0.93 0.99 0.99 0.64 0.56 0.90 0.66
stand 1.00 1.00 1.00 0.99 0.99 1.00 0.97
smokeWalk 0.86 0.75 0.74 0.00 0.00 0.00 0.08
walk 0.88 0.93 0.91 0.00 0.00 0.08 0.60
smokeGroup 0.46 0.49 0.48 0.00 0.00 0.04 0.12
RF smokeSD 0.61 0.63 0.64 0.54 0.60 0.43 0.40
smokeST 0.65 0.64 0.65 0.56 0.50 0.40 0.22
eat 0.87 0.87 0.88 0.84 0.79 0.64 0.61
drinkSD 0.62 0.58 0.61 0.54 0.52 0.29 0.20
drinkST 0.59 0.61 0.59 0.56 0.56 0.40 0.29
sit 0.99 0.99 0.99 0.99 0.98 0.94 0.82
stand 1.00 1.00 1.00 1.00 1.00 0.99 0.99
smokeWalk 0.89 0.83 0.85 0.72 0.85 0.24 0.34
walk 0.97 0.97 0.97 0.96 0.90 0.79 0.57
smokeGroup 0.55 0.52 0.54 0.41 0.45 0.30 0.24
MLP smokeSD 0.65 0.63 0.65 0.37 0.29 0.39 0.34
smokeST 0.63 0.62 0.66 0.41 0.28 0.34 0.17
eat 0.88 0.91 0.89 0.57 0.49 0.37 0.58
drinkSD 0.60 0.61 0.61 0.25 0.21 0.14 0.10
drinkST 0.57 0.57 0.59 0.40 0.42 0.34 0.16
sit 0.96 0.97 0.97 0.91 0.88 0.87 0.53
stand 0.99 0.99 0.99 0.92 0.90 0.94 0.82
smokeWalk 091 0.83 0.85 0.16 0.22 0.15 0.08
walk 0.97 0.96 0.96 0.72 0.58 0.63 043
smokeGroup 0.60 0.49 0.55 0.26 0.22 0.26 0.01
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Table 17
F1 score of each sensor and fusion of sensors using Case 4
ACC LACC GYR PR ACCGYR LACCGYR
SVM Fl1 0.71 0.62 0.68 0.37 0.69 0.65
F2 0.76 0.6 0.62 0.27 0.78 0.68
F3 0.75 0.6 0.62 0.27 0.78 0.68
F4 0.22 0.28 0.33 0.22 0.22 0.26
F5 0.22 0.24 0.26 0.21 0.22 0.24
F6 0.3 0.46 0.53 0.36 0.27 0.47
F7 0.41 0.41 0.37 0.17 0.54 0.51
RF Fl1 0.76 0.68 0.74 0.64 0.8 0.77
F2 0.75 0.72 0.74 0.65 0.8 0.77
F3 0.76 0.73 0.75 0.66 0.81 0.78
F4 0.7 0.71 0.71 0.61 0.78 0.77
F5 0.7 0.66 0.7 0.61 0.78 0.75
F6 0.55 0.53 0.57 0.35 0.71 0.68
F7 0.47 0.45 0.42 0.28 0.6 0.55
MLP Fl1 0.76 0.67 0.71 0.6 0.8 0.75
F2 0.75 0.7 0.71 0.62 0.8 0.77
F3 0.76 0.68 0.71 0.61 0.81 0.76
F4 0.51 0.51 0.49 0.63 0.6 0.56
F5 0.46 0.45 0.4 0.24 0.51 0.52
F6 0.45 0.52 0.54 0.1 0.29 0.66
F7 0.34 0.22 0.25 0.11 0.44 0.33
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Table 18

F1-scores of in-group analysis using F3, RF and Case 4
Sensor smokeSD smokeST eat drinkSD drinkST sit stand
P1 ACC 0.95 0.89 0.90 0.73 0.85 0.96 1.00
LACC 0.88 0.82 0.81 0.70 0.65 0.89 1.00
GYR 0.84 0.78 0.90 0.67 0.61 0.82 1.00
ACCGYR 0.97 0.93 0.96 0.81 0.84 0.96 1.00
LACCGYR 0.87 0.80 0.92 0.74 0.66 0.87 0.99
P6 ACC 0.98 0.96 0.92 0.90 0.87 0.95 0.99
LACC 0.92 0.86 0.86 0.94 0.92 0.87 0.99
GYR 0.82 0.69 0.88 0.84 0.84 0.87 0.99
ACCGYR 0.94 0.90 0.96 0.95 0.94 0.95 0.99
LACCGYR 0.86 0.83 0.89 0.88 0.89 0.93 1.00
P7 ACC 0.94 0.91 0.88 0.82 0.81 0.93 1.00
LACC 0.89 0.73 0.71 0.76 0.74 0.89 0.98
GYR 0.83 0.79 0.92 0.72 0.70 0.78 0.95
ACCGYR 0.92 0.86 0.96 0.84 0.82 0.94 0.99
LACCGYR 0.84 0.83 0.96 0.87 0.82 0.92 0.99
P9 ACC 0.99 0.87 0.98 0.96 0.89 0.96 1.00
LACC 0.92 0.85 0.85 0.65 0.71 0.80 1.00
GYR 0.88 0.86 0.97 0.79 0.71 0.71 0.98
ACCGYR 0.99 0.93 0.97 0.94 0.92 0.97 1.00
LACCGYR 0.90 0.85 0.95 0.79 0.71 0.74 1.00
P10 ACC 0.94 0.85 0.96 0.84 0.80 0.94 1.00
LACC 0.90 0.83 0.91 0.70 0.77 0.87 1.00
GYR 0.93 0.87 0.97 0.87 0.78 0.83 0.97
ACCGYR 0.95 0.91 0.96 0.88 0.84 0.93 1.00
LACCGYR 0.93 0.90 0.97 0.87 0.79 0.86 0.99
P11 ACC 0.93 0.95 0.92 0.84 0.90 0.94 1.00
LACC 0.80 0.62 0.77 0.62 0.69 0.70 0.99
GYR 0.84 0.72 0.76 0.55 0.63 0.69 0.97
ACCGYR 0.93 0.90 0.89 0.80 0.81 0.91 0.99
LACCGYR 0.82 0.72 0.85 0.68 0.68 0.76 1.00
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Table 19
F1-scores of out-group analysis using F3, RF and Case 4

Sensor smokeSD smokeST eat drinkSD drinkST sit stand
P1 ACC 0.97 0.90 0.88 0.72 0.83 0.94 1.00
LACC 091 0.84 0.79 0.70 0.63 0.87 1.00
GYR 0.84 0.77 0.93 0.68 0.62 0.85 0.99
ACCGYR 0.96 0.90 0.96 0.83 0.85 0.96 1.00
LACCGYR 0.88 0.82 0.93 0.77 0.70 0.86 1.00
P6 ACC 0.97 0.93 0.94 0.94 0.93 0.95 0.99
LACC 0.88 0.80 0.89 0.90 0.92 0.88 0.99
GYR 0.84 0.75 0.88 0.86 0.88 0.83 0.97
ACCGYR 0.96 0.95 0.92 0.93 0.92 0.95 0.99
LACCGYR 0.87 0.84 0.93 0.92 0.91 0.95 1.00
P7 ACC 0.95 0.87 0.88 0.83 0.82 0.95 1.00
LACC 0.89 091 0.75 0.77 0.74 0.92 0.99
GYR 0.79 0.75 0.92 0.78 0.71 0.77 0.95
ACCGYR 0.95 0.91 0.95 0.82 0.81 0.94 1.00
LACCGYR 0.90 0.88 0.94 0.88 0.83 0.91 0.99
P9 ACC 0.99 0.88 0.96 0.95 0.89 0.96 1.00
LACC 0.92 0.84 0.91 0.74 0.73 0.72 1.00
GYR 0.92 0.86 0.96 0.80 0.75 0.72 0.97
ACCGYR 0.99 0.92 0.97 0.93 0.90 0.96 0.99
LACCGYR 0.89 0.82 0.96 0.79 0.75 0.78 1.00
P10 ACC 0.96 0.87 0.95 0.83 0.82 0.93 0.99
LACC 0.90 0.85 0.91 0.71 0.78 0.87 0.99
GYR 0.94 0.89 0.96 0.85 0.76 0.84 0.99
ACCGYR 0.95 0.94 0.96 0.89 0.88 0.95 0.99
LACCGYR 0.90 0.90 0.97 0.87 0.83 0.88 1.00
P11 ACC 0.94 0.93 0.89 0.90 0.86 0.94 0.99
LACC 0.81 0.65 0.83 0.70 0.69 0.75 1.00
GYR 0.78 0.72 0.75 0.58 0.72 0.68 0.97
ACCGYR 0.93 0.90 0.90 0.82 0.85 0.94 1.00
LACCGYR 0.77 0.67 0.83 0.66 0.66 0.69 1.00
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Table 20

Fl-scores of per participant analysis using F3, RF and Case 4
Sensor smokeSD smokeST eat drinkSD drinkST sit stand
P1 ACC 0.76 0.72 0.87 0.56 0.68 1.00 1.00
LACC 0.81 0.66 0.70 043 0.41 0.96 1.00
GYR 0.72 0.60 0.88 0.60 0.47 0.91 0.96
ACCGYR 0.83 0.75 0.96 0.70 0.71 1.00 1.00
LACCGYR 0.80 0.62 0.90 0.65 0.51 0.96 1.00
P2 ACC 0.98 0.87 0.74 0.62 0.62 1.00 1.00
LACC 0.93 0.77 0.89 0.65 0.71 0.99 1.00
GYR 0.95 0.87 0.87 0.76 0.75 0.91 1.00
ACCGYR 0.98 0.92 0.94 0.82 0.83 0.99 1.00
LACCGYR 0.96 0.88 0.90 0.80 0.79 0.98 1.00
P3 ACC 0.72 0.64 0.84 0.61 0.50 0.97 1.00
LACC 0.57 0.51 0.63 0.44 0.25 1.00 1.00
GYR 0.56 0.43 0.89 0.54 0.35 0.99 1.00
ACCGYR 0.68 0.43 0.93 0.64 0.49 0.98 1.00
LACCGYR 0.61 0.54 0.89 0.55 0.41 1.00 1.00
P4 ACC 0.62 0.24 0.96 0.53 0.64 1.00 1.00
LACC 0.74 0.61 0.77 0.48 0.60 0.94 1.00
GYR 0.70 0.39 0.96 0.68 0.57 0.90 0.98
ACCGYR 0.65 0.33 0.99 0.62 0.70 1.00 1.00
LACCGYR 0.73 0.42 0.94 0.55 0.56 0.94 1.00
P5 ACC 0.49 0.20 0.92 0.32 0.67 0.99 1.00
LACC 0.58 0.19 0.46 0.17 0.32 1.00 1.00
GYR 0.59 0.46 0.88 0.40 0.25 0.99 1.00
ACCGYR 0.46 0.43 0.89 0.51 0.68 0.99 1.00
LACCGYR 0.46 0.38 0.85 0.30 0.33 1.00 1.00
P6 ACC 0.95 0.80 0.67 0.31 0.10 1.00 1.00
LACC 0.78 0.59 0.60 0.59 0.33 1.00 1.00
GYR 0.84 0.73 0.80 0.65 0.79 0.99 1.00
ACCGYR 0.95 0.87 0.74 0.56 0.68 1.00 1.00
LACCGYR 0.88 0.75 0.80 0.76 0.77 1.00 1.00
P7 ACC 0.85 0.57 0.55 0.44 0.36 1.00 1.00
LACC 0.67 0.27 0.46 0.41 0.28 1.00 1.00
GYR 0.75 0.67 0.93 0.49 0.61 1.00 1.00
ACCGYR 0.83 0.74 0.75 0.56 0.55 1.00 1.00
LACCGYR 0.82 0.63 0.94 0.61 0.40 1.00 1.00
P8 ACC 0.91 0.61 0.87 0.76 0.60 0.95 0.99
LACC 0.77 0.35 0.54 0.40 0.48 0.98 1.00
GYR 0.81 0.48 0.87 0.50 0.56 0.99 1.00
ACCGYR 0.88 0.72 0.90 0.72 0.64 0.94 0.99
LACCGYR 0.92 0.59 0.83 0.56 0.53 0.98 1.00
P9 ACC 0.97 0.31 0.88 0.57 0.62 1.00 1.00
LACC 0.93 0.51 0.59 0.45 0.44 0.95 1.00
GYR 0.92 0.66 091 0.53 0.56 0.92 1.00
ACCGYR 0.96 0.66 0.95 0.62 0.67 1.00 1.00
LACCGYR 0.92 0.53 0.89 0.57 0.54 0.97 1.00
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Table 20
(Continued.)

Sensor smokeSD smokeST eat drinkSD drinkST sit stand

P10 ACC 0.73 0.69 0.93 0.29 0.54 1.00 1.00
LACC 0.72 0.74 0.68 0.22 0.56 0.98 1.00

GYR 0.65 0.69 0.95 0.38 0.61 0.99 1.00

ACCGYR 0.73 0.78 0.96 0.36 0.68 1.00 1.00

LACCGYR 0.69 0.75 0.98 0.35 0.68 0.99 1.00

P11 ACC 0.87 0.25 0.88 0.75 0.57 0.87 1.00
LACC 0.68 0.27 0.65 0.59 0.50 0.86 1.00

GYR 0.63 0.37 0.82 0.54 0.57 0.89 0.99

ACCGYR 0.80 0.37 0.81 0.63 0.55 0.93 1.00

LACCGYR 0.66 0.30 0.86 0.61 0.51 0.88 1.00
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