
Computers and Education Open 2 (2021) 100046

Available online 16 August 2021
2666-5573/© 2021 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).

Concurrent and retrospective metacognitive judgements as feedback in 
audience response systems: Impact on performance and 
self-assessment accuracy 

Pantelis M. Papadopoulos a,*, Nikolaus Obwegeser b, Armin Weinberger c 

a Department of Instructional Technology, University of Twente, Cubicus (building no. 41), Office B226 PO Box 217, De Zul 10, 7500 AE Enschede the Netherlands 
b Bern University of Applied Sciences, Bern, Switzerland 
c Department of Educational Technology, Saarland University, Saarbrücken, Germany   

A R T I C L E  I N F O   

Keywords: 
Audience response systems 
Calibration 
Metacognition 
Self-assessment 
Peer Instruction 

A B S T R A C T   

Asking questions in classrooms can produce metacognitive judgements in students about their confidence in 
being able to answer correctly. In audience response systems (ARSs), these judgements can be elicited and used 
as additional feedback metrics. This study (n = 79) explores how online concurrent item-by-item judgments 
(OCJ) and retrospective composite judgments of performance accuracy (RJPA) can enhance students’ perfor-
mance and self-assessing accuracy (i.e., calibration – as measured by sensitivity, specificity, and absolute ac-
curacy index). In each of eight weeks, the students answered a multiple-choice quiz and had to denote their level 
of confidence that their answers were correct (OCJ) and estimate their final score (RJPA). The quizzes followed 
the voting/revoting paradigm according to which students answer all the quiz questions, receive feedback, and 
answer the same questions again before the correct answers are shown. The students were randomly grouped 
into two conditions based on the feedback they received in the ARS: the OCJ group (n = 41) received the 
percentage distribution and peers’ OCJs as feedback metrics, while the RJPA group (n = 38) received the per-
centage distribution and peers’ RJPAs. Data analysis showed a systemic underconfidence that affected students’ 
OCJ judgments. As a result, students in the RJPA group scored significantly higher than the ones in the OCJ one, 
were more accurate in self-assessing in the revoting phase, and felt overall more confident in the revoting phase. 
The study also discusses the relationship between the two judgments employed and the calibration variability 
between the two study phases.   

1. Metacognitive judgments in question asking 

Asking questions in the classroom serves multiple purposes, from 
assessing knowledge to fostering reflection, and the qualities and 
quantity of questions as well as surrounding conditions, such as wait 
time and turn-taking, would affect learning [66]. The focus of this 
research was on the impact on the one student being asked, rather than 
the “collateral impact” on the whole classroom of peers that would 
engage in (meta-)cognitive processes and potentially learn from peers. 
This exact question has been brought to the fore with the advent of 
audience response systems (ARSs) that allow addressing not one, but all 
students of a class or seminar at once (also appearing in the literature as 
classroom/student/personal response systems or as “clickers”, referring 

to polling tools that could use special devices, BYOD approaches, or 
software tools). 

ARSs are versatile instructional tools that can be used before, during, 
and after a lecture to support a range of learning goals including 
retention [65], engagement [8], and satisfaction [41]. The popularity of 
ARSs in the classroom is based, in part, on Mazur’s seminal work on the 
Peer Instruction (PI) paradigm (e.g., [42, 43]) according to which stu-
dents first provide their initial answers to multiple-choice questions (aka 
“voting phase”), receive aggregated feedback based on class responses 
through the ARS (i.e., collective feedback; see [46]) and peer discussion, 
and then answer the same questions for a second time (a.k.a. “revoting 
phase”) before they receive the correct answers and participate in the 
class discussion that follows. PI aims to set off both cognitive and 
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meta-cognitive processes that would lead learners to analyze new in-
formation, identify gaps in their knowledge, reflect on, and reconsider 
their initial answer. But different from one-on-one question asking, in 
which learners would see and know who is answering, students have 
little way of assessing the adequacy of their peers’ understanding in the 
anonymous polling with an ARS. Provided only with the audience dis-
tribution into the available choices, students may feel encouraged to 
focus more on probabilistic strategies, thus exhibiting conformity bias 
changing their initial answers to the most popular one [6, 49, 50]. 

To address this information gap, studies on online assessment and 
group awareness have suggested including additional feedback metrics 
that could better describe the characteristics of the population that 
voted each question choice. The premise of this approach is that a more 
detailed depiction of the audience characteristics could support students 
in making more informed decisions in the revoting phase. One example 
of such a metric is students’ level of certitude (e.g., [35, 53, 54, 55]). In 
previous studies [4, 5], we have explored the potential of using objective 
and subjective (i.e., self-reported) feedback metrics that would inform 
students about their peers’ scores in previous tests, their self-reported 
level of preparation and confidence, and their written justifications for 
voting a particular choice. These studies showed promising results in 
how learners make use of additional information in judging the quality 
of peers’ answers, potentially also moving beyond what is possible with 
a one-on-one question asking in the classroom. There is, however, yet 
little understanding about how learners would benefit from different 
metacognitive judgements augmenting ARS use. Such an analysis would 
have to consider both how including these judgments in collective 
feedback would impact student performance and how accurate students 
are while making these judgments, which is directly linked to students’ 
calibration, i.e., their ability to accurately monitor their learning. 

In the current study, we explore the potential of two types of meta-
cognitive judgments as feedback metrics through a series of ARS activ-
ities to facilitate shifts from guessing to knowing. Metacognitive 
judgements form the basis for self-regulated learning in identifying and 
addressing discrepancies between desired and monitored levels of 
knowledge (e.g., [17, 48]). Metacognitive judgements have been clas-
sified as prospective, concurrent, and retrospective, depending on when 
they are being made in the learning process [56]. Prospective judgments 
are elicited before the task at hand (i.e., studying or testing, depending 
on the judgment) and they provide insights on how students self-assess 
their ability to perform, retrieve information from memory, manage the 
time/effort needed for the task, etc. Concurrent judgments are elicited 
during the task at hand and because they are recorded during the task, 
they are usually fine-grained and refer to specific items within the tasks 
(i.e., item-by-item judgments). Finally, retrospective judgments are 
elicited after the task at hand and, therefore, usually refer to the whole 
task (i.e., composite judgments). 

In this study, used concurrent and retrospective judgements. Spe-
cifically, in the voting phase, we asked students to note their level of 
confidence while answering each question in item-by-item judgments (i. 
e., one judgment per question, referred to as “Online Confidence Judg-
ments” – OCJ, e.g., [56]), and provide a composite judgment estimating 
their overall score once they have answered all questions (i.e., referred 
as “Retrospective Judgments of Performance Accuracy” – RJPA, e.g., 
[1]). Their aggregated judgments and the percentage that each question 
choice received were presented as collective feedback in the revoting 
phase in which student answered the same question for the second time 
and submitted their updated judgments. This study design allowed us to 
evaluate different ways of supporting students during ARS activities, but 
also to provide empirical evidence on the relation between item-by-item 
and composite judgments, pertaining to explore the role of meta-
cognitive judgements in question asking [56]. 

2. Theoretical background: enhancing ARSs with information 
for metacognitive judgements 

2.1. Calibration measures 

Even though metacognitive judgements can be predictors of aca-
demic success (e.g., [29]), learners are often unable to accurately 
monitor their knowledge [48, 63]. Studies have shown that the type of 
judgments used can also affect predictions on academic performance 
[29, 48]. 

Calibration describes the relation between metacognitive judgments 
and actual performance, or in other words, the monitoring accuracy of 
one’s metacognition [57]. Calibration can further refer to absolute or 
relative accuracy. Absolute accuracy measures the agreement between 
metacognitive judgments and performance, while relative accuracy 
measures the relation between correct and incorrect judgments or a set 
of judgments against a performance set [56]. Literature includes several 
calibration measures for each type of accuracy, each one focusing on a 
different aspect. For example, commonly used measures of absolute 
accuracy are the absolute accuracy index (AAI) (1) that measures the 
discrepancy between judgments and performance (e.g., [48, 51, 56]), 
and the bias index that measures the degree students over- or 
under-judged their performance (e.g., [19]). Similarly, the correlation 
coefficient that measures the relationship between sets of judgments and 
performance (e.g., [1]), and the gamma coefficient that measures the 
dependence between judgments and performance (e.g., [33]) are two of 
the most commonly used measures of relative accuracy. 

absolute accuracy index =
1
N

∑N

ι=1
(judgmenti − performancei)

2 (1) 

According to Schraw et al., [57], there is no single calibration 
measure that appears above the others in terms of validity, reliability, 
and appropriateness (for an overview on calibration measures and their 
connections, see [24, 56, 57]). The scale used for both the judgments 
and the performance can be continuous, discrete, or dichotomous. While 
there are several studies on calibration that use continuous or discrete 
scales (e.g., [1, 11]), the majority focuses on dichotomous scales and the 
2 × 2 contingency table presented in Table 1. Depending on the judg-
ment type used (e.g., JOL, EOL, confidence), a positive judgment means 
that the student predicted a successful memory retrieval (JOL), expected 
a high level of ease in learning new information (EOL), felt confident 
about the performance, etc. Similarly, a positive performance outcome 
means that the student answered the respective item correctly. 

Researchers suggest that, when possible, multiple calibration mea-
sures should be employed to represent students’ monitoring accuracy, 
while Schraw et al., [57] compared ten measures, including measures 
such as simple matching, gamma, g index, odds ratio etc., and concluded 
that the combination of sensitivity and specificity is the best option as it 
can explain close to 100% of sample variance. Sensitivity measures the 
proportion of positive judgments when student’s answer is correct (2), 
while specificity measures the proportion of negative judgments when 
student’s answer is incorrect (3). Statistical analysis showed that these 
two absolute accuracy measures are orthogonal (i.e., statistically inde-
pendent) [57]. Feuerman and Miller [24] suggested that the two mea-
sures may utilize two independent metacognitive processes, namely 
judging correct and incorrect performance. It is important to note that 
both values need to be taken into account when examining the 

Table 1 
Judgment – performance contingency table.    

PERFORMANCE OUTCOME    
Positive Negative Row marginals 

JUDGMENT Positive A (true positive) B (false positive) A + B 
Negative C (false negative) D (true negative) C + D 

Column marginals A + C B + D   
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diagnostic power of a test as focusing only on one of them may be 
misleading. 

sensitivity =
A

A + C
(2)  

specificity =
D

B + D
(3)  

2.2. Learning with audience response systems 

Audience response systems have been well investigated with regard 
to several aspects of using quizzes for learning (for an overview, see [16, 
32]). A quiz can be an individual or group-based activity [44]. When 
used before a lecture, a quiz can identify preconceptions and assump-
tions [2, 30]. Conducting a quiz activity during a lecture allows the 
teacher to get more information about the audience [34], while the use 
of a quiz at the end or after a lecture can enhance reflection and 
retention [60, 65]. 

ARSs have often been linked to higher student engagement [32], 
development of critical thinking [28, 67], and increased student satis-
faction [41]. Empirical evidence has attributed ARS activities with 
higher academic performance and better knowledge acquisition [58, 59, 
60], improved retention [65], and higher course grades [12]. Compared 
to other classroom technologies, the success and popularity of ARSs have 
also been linked to a lower technological barrier for the teacher [9, 23]. 
As a result, ARSs are widely adopted by teachers with studies reporting 
on teachers’ appreciation of quizzes potential in revealing mis-
conceptions and assisting in organizing lectures [15, 38]. 

Despite a consensus on the educational value of ARSs, there are 
studies providing mixed results [22, 27], thus suggesting that the tool 
itself is not a panacea of fostering learning without an appropriate un-
derlying pedagogy. Therefore, many researchers suggest a need for 
further studies on ARSs and their underlying pedagogy [16, 60]. As 
mentioned earlier, perhaps the most effective didactical approach 
regarding ARSs is Mazur’s Peer Instruction model [42, 43] that includes 
a peer discussion session. PI has been associated with higher academic 
performance (e.g., [7]) and improved classroom interaction during 
lectures [10]. Nevertheless, it is also apparent that allocating the 
necessary time for peer interaction is not always efficient, especially in 
the cases of large audiences and multiple questions with studies 
employing variants of the PI method (for an overview, [7, 64]). In 
addition, quiz participation is often anonymous, thus enhancing psy-
chological safety and acceptance for the students [8, 62]. Peer discus-
sion removes students’ anonymity and can make students less willing in 
discussing their answers with their peers [47]. 

Mazur [43] argued that ARS tools should be examined in conjunction 
with the underlying pedagogy stating also that “it is not the technology, 
but the pedagogy that matters” (ibid., p.51). While we maintain that 
metrics could not fully substitute the benefits of a peer discussion, we 
also argue that the feedback offered to students in most ARSs could be 
greatly improved as the information on student distribution to each 
question choice (either as a percentage or a sample size) is not adequate 
and does not provide insights about the audience to the student. 

2.3. Study motivation and research questions 

Since there is a plethora of design and instructional approaches 
regarding ARS tools, it needs to be noted at this point that our focus is on 
tools that are based, at least in part, on the Peer Instruction paradigm (e. 
g., [42, 43]). This means that systems or approaches that only support a 
voting phase, do not provide system-based collective feedback between 
the two voting phases, or include teacher/corrective feedback (e.g., 
hints) before the revoting phase are outside the scope of this study. 

Our approach while working in ARSs is to enrich the system- 
generated collective feedback the students receive during the voting/ 

revoting paradigm in such a way that would allow students to make 
more informed decisions during the revoting phase and improve their 
performance. In a previous study [4], we employed students’ 
self-reported levels of confidence (OCJs) and preparation, and their past 
performance as feedback metrics, to offer a better view of the audience. 
Among these feedback metrics, confidence was the most effective one 
resulting in higher quiz performance and limited conformity bias, as 
students that had voted the correct, but not most popular answer choice 
did not change their answer to the most popular one, relying on the 
confidence levels of their peers (i.e., “confidence by proxy”). 

Despite the observed value of the confidence metric, the question 
remained whether this type of feedback is accurate and whether another 
type of metacognitive judgment could provide better scaffolding to the 
students. To address this research question, we compare in the current 
study the item-by-item OCJs to the composite RJPAs in a voting/ 
revoting design over eight weeks. The granularity of metacognitive 
judgments and the relationship of judgments of different “grain” size has 
already been marked as an important research question. As Schraw [56] 
pointed out, most studies investigate item-by-item judgments, with a 
lower number examining composite judgments (e.g., [20]). Schraw also 
noted that “there are currently no studies in the metacognitive moni-
toring literature that attempt to compare the reliability and utility of 
item-by-item versus composite judgments. This is an important topic for 
future research” ([56], p. 424), and this still seems to be the case up to 
this day, especially in the context of ARS research. 

Our overarching research goal has two dimensions. One is on tuning 
ARSs, namely how to improve the learning experience for the students, 
and in the case of the current study, how to improve the helpfulness of 
the collective feedback. The other is on understanding the intricate 
mechanisms that happen when a question is asked to learners. And this 
is clearly not about testing their knowledge alone, but also about un-
derstanding the metacognitive workings of when they are being asked, 
when judging peers and their answers, getting it right or wrong, etc. The 
analysis of students’ calibration and the use of two metacognitive 
judgments can provide insights into the latter dimension while using 
these metacognitive judgments in the collective feedback allows us to 
examine the link between accuracy and helpfulness for these two met-
rics. Based on the above, the study investigated the following research 
questions:  

• RQ1: Which of the two metacognitive judgments used as feedback 
metrics (OCJs/RJPAs) in multiple-choice quizzes is more beneficial 
for the students in terms of performance, confidence, and 
calibration?  

• RQ2: How does students’ calibration as depicted through the two 
metacognitive judgments (OCJs/RJPAs) changes after feedback is 
received? 

• RQ3: What is the relationship between the two metacognitive judg-
ments (OCJs/RJPAs)? 

3. Method 

3.1. Participants and domain 

Participation in the study was an optional, non-graded, eight-week 
activity within a second-year course of a Management Bachelor’s pro-
gram. The students were grouped randomly into two study conditions 
according to the feedback they received during the revoting phase:  

• OCJ: 41 students, who received the percentage distribution and 
peers’ online confidence judgments as feedback metric.  

• RJPA: 38 students, who received the percentage distribution peers’ 
retrospective judgments of performance accuracy as a feedback 
metric. 

We highlighted how participation in the weekly quizzes may provide 
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cognitive benefits for the students, and to incentivize participation 
further, the five students with the highest overall scores in each study 
condition received gift vouchers for the university’s bookstore (10 
euros). The analysis includes data only from 79 participants that 
completed the whole eight-week study, as an additional 27 students 
participated partially and were excluded from the study. Participation in 
the study quiz was fully anonymized, using a system-generated nu-
merical user-id to trace student activity throughout the study. Only 
voucher winners had to reveal their identities to receive their rewards. 

3.2. The SAGA tool 

The study used SAGA audience response system, an adaptable online 
environment developed by our team in which the teacher can customize 
the feedback metrics the students receive during a quiz. SAGA (acronym 
for self-assessment/group awareness) is based on the vote/revote 
paradigm for quizzes and it has been used several times for teaching and 
research activities. 

All participants had to submit OCJs and RJPAs for both phases of a 
quiz. Each quiz had eight multiple-choice questions accompanied by the 
OCJ form (titled “Confidence”, Fig. 1) that asked students to denote their 
confidence about their answers using a 1–5 scale (1: Not at all – 5: Very 

much). At the end of each quiz phase, the students had to self-assess their 
performance and predict their phase score (titled “Self-Assessment”, 
Fig. 2) using a 0–8 scale (i.e., range of possible scores in the quiz). This 
procedure was identical for all students on SAGA. To assist students in 
the revoting phase, SAGA was providing aggregated feedback to them 
according to their study conditions (i.e., percentage of peers that 
answered each question choice, plus the respective OCJ/RJPA score) 
(Figs. 3 and 4). 

It is worth noting that the reason for using multiple-choice questions 
over other closed-type items is that it is one of the most commonly used 
question types, posing minimum complexity in the answering process, 
and being widely familiar to all students. 

3.3. Design 

The study included two groups in vivo conditions of a university 
course. Students’ performance and activity in the two phases (i.e., 
scores, confidence, self-assessment, calibration, etc.) were the depen-
dent variables of the study, while the feedback condition (percentage +
confidence vs. percentage + self-assessment) during the revoting phase 
was the independent variable. 

Fig. 1. SAGA screenshot during the voting phase.  

Fig. 2. SAGA screenshot after a phase has finished and students are asked to self-assess and predict their overall score in the phase.  
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3.4. Procedure 

The study lasted eight weeks. The instructional approach adopted 
elements of the flipped classroom paradigm, as the material of the lec-
ture (i.e., slides, texts, online resources) was available a week in advance 
and the students were encouraged to study it before coming to class. The 
quiz was taking place during the first 15 min of the lecture (voting: 10′; 
revoting: 5′). At the end of the quiz, SAGA was revealing the correct 
answers and students’ scores in the two phases, while the teacher was 

able to discuss the answers further in the ensuing lecture. In the end-of- 
the-study questionnaire, the students were asked to evaluate the overall 
activity and the helpfulness of the feedback metrics they received. 

3.5. Data collection and analysis 

The t-test was used to compare students’ activity in the voting phase, 
while analysis of covariate (ANCOVA) was used for the revoting phase, 
using the respective voting values as covariates. Paired-samples t-test 

Fig. 3. SAGA screenshot during the revoting phase for OCJ group. The aggregated percentage and confidence scores (OCJs) for each question choice are presented as 
feedback metrics. 

Fig. 4. SAGA screenshot during the revoting phase for RJPA group. The aggregated percentage and self-assessment scores (RJPAs) for each question choice are 
presented as feedback metrics. 
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was used to analyze differences between voting and revoting phases 
within the groups. Pearson’s correlation coefficient was used for the 
bivariate analysis of feedback metrics, calibration, and performance. 
One-way repeated analysis of variance (repeated ANOVA) was used to 
analyze students’ performance and calibration over the period of eight 
weeks. For all statistical tests, a level of confidence at 0.05 was used, 
while none of the test assumptions of the tests used was violated. 

Regarding calibration measures, the students provided eight OCJs 
and one RJPA for each phase of a quiz. Even though students denoted 
their confidence levels using a 1–5 scale, we transformed their judg-
ments into “confident/not confident” using the mean value of their re-
sponses (M = 3.14, SD = 1.03). Eventually, confidence levels of 1–3 
were marked as “not confident” and 4–5 as “confident”. By doing so, we 
allowed students to use a scale that was more convenient for them than a 
dichotomous one and we were able to perform the calibration analysis 
using the sensitivity and specificity measures, thus following Schraw 
et al. [57] suggestion. In addition, accepting the suggestion that judging 
correct/incorrect performance may involve two independent meta-
cognitive processes [24] the use of this measure combination allowed us 
to analyze students’ calibration while answering correctly/incorrectly 
and how their calibration changed when they revise their answers in the 
revoting phase. 

Since there was only one RJPA per student in each quiz phase 
(voting/revoting), students’ accuracy regarding RJPAs was calculated 
for each phase by using the AAI for the judgments made within a group. 

4. Results 

4.1. Student performance 

Table 2 shows the aggregated average performance of students in the 
two study conditions for all eight weeks. T-test results showed that the 
two groups were comparable in the voting phase (p > .05), while 
ANCOVA results, using the voting score as a covariate, revealed a sta-
tistically significant difference in the revoting scores with a minimal 
effect size in favor of the RJPA group (F(1, 76) = 4.28, p = .03, ηp

2 =

.01). Paired-samples t-test results revealed that both groups increased 
their performance significantly during the revoting phase (OCJ: t[40] =
4.06, p < .01, d = .78; RJPA: t[37] = 4.11, p < .01, d = .92). 

4.2. Student judgments 

Table 3 shows the aggregated average confidence judgments for all 
eight weeks. Once again, t-test results showed that the two groups were 
comparable in the voting phase (p > .05), while ANCOVA results, using 

the confidence values in the voting phase as a covariate, showed a sta-
tistically significant difference in the revoting phase in favor of the RJPA 
group (F(1, 76) = 6.07, p < .01, ηp

2 = .04). Paired-samples t-test results 
revealed that students in both groups felt significantly more confident in 
the revoting phase (OCJ: t[40] = 5.01, p < .01, d = 1.12; RJPA: t[37] =
5.70, p < .01, d = 1.33). 

Table 4 shows the aggregated average judgments the students made 
while self-assessing their performance after the voting and revoting 
phases. Students in the two conditions self-assessed themselves similarly 
(p > .05), while paired-samples t-test results showed that both groups 
predicted significantly higher scores in the revoting phase (OCJ: t[40] =
4.78, p < .01, d = 1.07; RJPA: t[37] = 4.91, p < .01, d = 1.14). 

Pearson’s bivariate correlation test also showed that students’ OCJ 
and RJPA judgments were positively correlated in both quiz phases 
(voting: r = .71, p < .01; revoting: r = .72, p < .01). 

4.3. Calibration measures 

Table 5 shows the three calibration measures for the two groups in 
the two quiz phases. Note that for sensitivity and specificity, high values 
suggest high accuracy, while high accuracy is denoted by low values for 
the AAI. 

In the voting phase, t-test results showed that the two groups were 
comparable in all calibration measures (p > .05). The specificity and AAI 
measures showed high accuracy, while sensitivity values suggested that 
the students were underconfident in questions they answered correctly. 

In the revoting phase, the groups were comparable regarding the AAI 
(p > .05), while ANCOVA results revealed statistically significant dif-
ferences in favor of the RJPA group for sensitivity (F(1, 76) = 4.21, p <
.01, ηp

2 = .02) and the OCJ group for specificity (F(1, 76) = 4.45, p < .05, 
ηp

2 = .02). 
Paired-samples t-test results showed significant differences in all 

three calibration measures, but only for the RJPA group (sensitivity: t 
[37] = 2.23, p < 0.01, d = .52; specificity: t[37] = 1.66, p < 0.01, d =
.39; AAI: t[37] = 1.88, p < 0.01, d = .44). On average, the values of 
sensitivity increased during the voting phase and decreased for speci-
ficity and AAI (Fig. 5). 

Figs. 6 and 7 show the distribution of students in the 2 × 2 
Table 2 
Student performance.   

OCJ group 
(n = 41) 
M (SD) 

RJPA group 
(n = 38) 
M (SD) 

Voting (0–8) 4.79 (1.83) 4.70 (1.85) 
Revoting (0–8)* 6.11 (1.58) 6.26 (1.59)  

* p < .05. 

Table 3 
Students’ online confidence judgments.   

OCJ group 
(n = 41) 
M (SD) 

RJPA group 
(n = 38) 
M (SD) 

Voting (1–5) 2.97 (0.96) 2.99 (1.02) 
Revoting (1–5)* 3.20 (1.01) 3.43 (1.04)  

* p < .05. 

Table 4 
Students’ retrospective judgments of performance accuracy.   

OCJ group 
(n = 41) 
M (SD) 

RJPA group 
(n = 38) 
M (SD) 

Voting (0–8) 3.61 (1.96) 3.62 (1.82) 
Revoting (0–8) 5.18 (1.77) 5.22 (1.71)  

Table 5 
Calibration metrics.    

OCJ 
group 
(n = 41) 
M (SD) 

RJPA 
group 
(n = 38) 
M (SD) 

Sensitivity (online confidence judgments) Voting .44 
(0.15) 

.48 
(0.17)  

Revoting* .48 
(0.16) 

.57 
(0.18) 

Specificity (online confidence judgments) Voting .81 
(0.15) 

.80 
(0.16)  

Revoting* .78 
(0.19) 

.73 
(0.20) 

Absolute accuracy index (retrospective 
judgments of performance accuracy) 

Voting .09 
(0.13) 

.10 
(0.12)  

Revoting .08 
(0.13) 

.05 
(0.11)  

* p < .05. 
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Fig. 5. Changing of calibration metrics in the two quiz phases.  

Fig. 6. OCJ group movements from voting to revoting.  

Fig. 7. RJPA group movements from voting to revoting.  
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contingency table for the two phases for the OCJ and RJPA groups, 
respectively. In both cases, there are two distinctive population shifts 
during the revoting phase. Students from the bottom right cell (true 
negative) move to the bottom left cell (false negative) and students from 
the bottom left cell move to the top left one (true positive). 

Pearson’s bivariate correlation analysis showed that students’ per-
formance in the voting phase was positively significantly correlated to 
sensitivity (r(78) = .28, p < .01) and negatively to AAI (r(78) = .− 20, p 
< .01) and to specificity (r(78) = − .18, p < .01). 

4.4. Student opinions on feedback metrics 

Table 6 presents students’ responses in the end-of-study question-
naire. The students were positive about the activity and appreciated the 
anonymity provided in it. The percentage information was deemed 
highly helpful in the revoting phase for both groups, while the meta-
cognitive judgments received mostly positive opinions, although paired- 
samples t-test results showed that these were significantly less positive 
than the ones for the percentage (OCJ-percentage: t[40] = 2.23, p < .01, 
d = .50; RJPA-percentage: t[37] = 2.49, p < .01, d = .56). 

5. Discussion 

5.1. RQ1: the potential of using OCJs/RJPAs as feedback metrics: 
systemic underconfidence and advantage for RJPAs 

Eliciting metacognitive judgments can affect learning [61]. In this 
study, however, the focus was not on the impact of eliciting judgments 
but on the potential of these judgments as useful feedback metrics. 
Therefore, we elicited the same metacognitive judgments from all par-
ticipants and the two treatment groups differed only on the types of 
metacognitive judgments we used as feedback in the revoting phase. 
Results showed that students had a positive opinion about the feedback 
metrics they received, with the percentage metrics being deemed 
significantly more helpful. This was expected as students were more 
familiar with that metric. 

Both groups improved their performance and their level of confi-
dence going from the voting to the revoting phase. This was expected 
and has been regularly reported as the effect that feedback in an ARS can 
have on learning (e.g., [4, 31, 39]). Despite the small effect sizes 
recorded, the repeated differences observed between the two groups in 
scores, confidence levels, and calibration during the revoting phase 
suggest that, indeed, the two metacognitive judgments had a different 
effect on students when used as feedback metrics. Students in the RJPA 
group scored higher and felt more confident about their answers than 
their counterparts in the OCJ group in the revoting phase. Regarding 
calibration, the three measures used showed three different outcomes, 
but we can also note that in all three cases, the values for the RJPA group 
changed significantly, while they remained largely unchanged for the 
OCJ group. This also suggests an effect of the feedback treatment on 

students’ calibration. A possible explanation for the small effect sizes 
could be linked to the scales used in the study (1–5 for OCJs; 0–8 for quiz 
performance and RJPAs). This may have limited variability, especially 
since any learning or confidence gains recorded in the revoting phase 
were dependent on the remaining range of the scale left by the scores 
and confidence of the voting phase. An alternative explanation could be 
found on what Hubbard and Couch [31] reported regarding the positive 
effect of clicker questions being based on students’ initial performance 
in the voting phase. In other words, while collective feedback can help 
students improve their performance, their final scores may still be 
correlated to their voting scores. 

Sensitivity values were low for both groups in both phases, sug-
gesting that the students were underconfident when they were 
answering correctly. The RJPA group had significantly higher sensitivity 
values in the revoting phase, but a high number of students that 
answered correctly remained underconfident. Contrary to the sensitivity 
measure, the specificity values were high for both groups in the voting 
phase, and remained moderately high in the revoting phase, despite the 
significant drop observed for the RJPA group. High specificity values 
imply that it was easy for the students to identify in which questions they 
have an incorrect answer. However, an alternative explanation could be 
that students were constantly underconfident throughout the study, and 
therefore, their specificity values were high whenever students’ general 
feeling of uncertainty coincided with incorrect answers. Finally, the 
absolute accuracy index showed that both groups were highly accurate 
in their judgments and their accuracy improved in the revoting phase, 
with the RJPA group achieving a significant improvement. 

The mixed picture painted by the three calibration measures can be 
simply explained when looking closer at the metacognitive judgments the 
measures were based on. On one hand, the values of both sensitivity and 
specificity converged to the same finding, that students reported low OCJs 
in the activity. Our results are in line with the systemic underconfidence 
reported in previous studies that included multiple cycles and eliciting 
judgments right after a study cycle (e.g., [25, 26, 37]). This phenomenon is 
called underconfidence with-practice [37]. In addition, underconfidence 
is common also when unit judgments are employed [52]. This means that 
students’ confidence was misplaced and that OCJs were not always 
effective in directing students to the correct answer. On the other hand, as 
the high AAI values suggested, students were accurate in their RJPAs. We 
hypothesize that the fact that students made only one RJPA judgment per 
quiz phase may have diminished the attrition caused by multiple cycles. 
Eventually, students that saw RJPAs as feedback in the revoting phase (i. 
e., RJPA group) were able to identify the correct question choice more 
easily than students that saw OCJs as feedback (i.e., OCJ group). 

Based on the above, we argue that RJPAs were indeed more helpful 
feedback for the students, even though the low observed effect sizes 
suggest only a modest improvement. 

5.2. RQ2: calibration changes during study cycles: stepwise improvement 
toward true positive 

Results showed that calibration measures and students’ performance 
were significantly correlated (positively for sensitivity and AAI and 
negatively for specificity). Bivariate correlation analysis showed that 
sensitivity and AAI measures suggested that lower performance results 
in lower accuracy. This is in line with studies that have identified task 
difficulty as a moderator of students’ accuracy, with harder tasks 
resulting in lower accuracy [13, 40]. Specificity, however, painted the 
opposite picture. As we discussed earlier though, this finding can be 
explained when examining the overall underconfidence of the students 
in the activity. As Figs. 6 and 7 showed, the majority of students in both 
groups were in the two bottom cells of the 2 × 2 contingency table (i.e., 
cells C and D; true/false negative judgments, respectively on Table 1) 
during the voting phase. Consequently, a harder quiz means more 
incorrect answers, a higher population of students in the D cell (true 
negative), and therefore a higher specificity value. The different 

Table 6 
Students’ opinions.    

OCJ 
(n = 41) 
M (SD) 

RJPA 
(n = 38) 
M (SD) 

Q1 I liked the quiz activities. 3.87 
(1.11) 

3.99 
(1.20) 

Q2 Answering anonymously was important for 
me. 

4.12 
(0.88) 

4.07 
(0.94) 

Q3 I found the percentage information helpful in 
revising my answers. 

3.88 
(1.06) 

3.94 
(1.00) 

Q4(OCJ) I found the confidence information helpful in 
revising my answers. 

3.39 
(0.94) 

n.a. 

Q4(RJPA) I found the self-assessment information helpful 
in revising my answers. 

n.a. 3.42 
(0.87)  
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outcomes of the three calibration measures used support vividly what 
Schraw et al., [57] suggested that there is not a single calibration 
measure to fully present student activity and when possible, a combi-
nation should be employed. The analysis of how students’ calibration 
changes during the revoting phase shows an even clearer picture of the 
potential and limitations of sensitivity and specificity to depict students’ 
calibration. 

Figs. 6 and 7 revealed how students move across the 2 × 2 contin-
gency table. Ideally, students should end up in cell A (true positive), 
meaning getting the correct answer and being confident about it. Cell B 
(false positive) was the least populated one and most of the students 
moving out of it landed on cell A. This resembles the “hypercorrection 
effect” according to which corrective feedback on test items in which the 
students were confident but answered incorrectly is more likely to make 
these students answer correctly the same item in a future test [14, 45]. A 
second movement recorded was from cell D to cell A; students that were 
not confident about their (incorrect) answer, answered correctly in the 
revoting phase and felt confident about their answer. As cells A and D 
are indicative of students’ accuracy according to the formulas of sensi-
tivity (2) and specificity (3), this movement suggested that students’ 
overall accuracy remained the same. 

Arguably, the most prominent and most important movement 
revealed was that the majority of students that leave cell D land in cell C 
and the majority of students that move out of cell C end up in cell A. 
However, the D-C-A sequence results in a temporary drop in students’ 
accuracy as depicted through sensitivity and specificity. As many studies 
have already reported, higher accuracy may affect self-regulation, and 
eventually performance (e.g., [17, 48]). However, examining students’ 
populations in the 2 × 2 contingency table and their movements during 
the revoting phase, we argue that despite the temporary drop of cali-
bration, moving into cell C represents a positive impact of the feedback 
approach as cell C represents for many students their interim state 
during their eventual transition to cell A. This finding can be grounded 
in Bloom’s taxonomy [3] since for students it is one thing to attain the 
right answers, and another, second step to become gradually more 
confident about it. Therefore, feedback acts in two levels affecting stu-
dents’ performance and their metacognitive feelings, which according to 
Efklides [21] are affectively charged and inform the students on specific 
aspects of cognitive processing such as the feeling of familiarity, 
knowing, and confidence. We argue that the analysis of calibration and 
feedback strategy in an ARS should take into account both levels of 
student activity and consider students’ trajectories within the 2 × 2 
contingency table. 

5.3. RQ3: the relationship between OCJs and RJPA: correlated but 
different 

Despite the greater benefit that RJPAs seemed to have when used as 
feedback in the ARS activity, both judgments were helpful for the stu-
dents as both groups improved their performance, confidence, and ac-
curacy in the revoting phase. In addition, both judgments were lower in 
relation to students’ performance, but as discussed above, students were 
more accurate in the RJPAs. Pearson’s correlation analysis showed 
strong positive correlations between the two judgments in both phases 
of a quiz, suggesting that students’ item-by-item judgment informed 
their later composite judgment. Since RJPAs were more accurate, we can 
hypothesize that students rounded up their score predictions expecting 
to have some correct answers in the subset of questions in which they did 
not feel confident. As mentioned earlier, eliciting multiple confidence 
judgments may lead to underconfidence (e.g., [37, 52]). As this process 
adds cognitive load for the students which also results in prolonged 
activity duration, the implication for the instructional design would be 
to focus on composite judgments. However, this needs to be tested, as 
studies have also suggested that eliciting judgments may have a positive 
effect on learning. As Soderstorm et al. ([61], p. 558) stated “just the 
simple act of making such assessments may have some power to make 

the assessed material more memorable and thus, under the right con-
ditions, increase students’ later exam performance”. Therefore, more 
evidence is needed to determine under which conditions eliciting OCJs 
in the context of ARSs is beneficial for the individual making the judg-
ments and for the peers receiving these judgments as feedback. 

6. Limitations 

The study followed an in vivo design, conducting an ARS activity in 
the context of a course over eight weeks. This means that certain con-
straints had to be respected in terms of quiz content and duration. For 
example, the activity had to be completed within the first 15 min of a 
lecture, while no recap questions were used to measure retention during 
the weeks. Furthermore, since the activity lasted eight weeks, course 
attendance, and consequently activity attendance, fluctuated with 
several students missing one or more quiz sessions. We excluded these 
students from the analysis, thus making the sample sizes smaller. 
Finally, since our overarching goal was to improve students’ experience 
in ARS activities, we decided to include the percentage metric as stan-
dard feedback for all students, alongside the two metacognitive judg-
ments we examined. This provided a more realistic experience for the 
students as it is expected that an ARS tool that utilizes the voting/ 
revoting paradigm would offer this information to the students. 

7. Conclusions and future research 

ARSs allow for advancing the activity of question-asking in the 
classroom by augmenting it not only with anonymity and asking 
everyone, but with collecting and displaying additional information 
about students’ metacognitive judgments. These metacognitive judge-
ments add significantly to the effectiveness of the use of an ARS and 
show how learners become continuously more correct and more confi-
dent in answering questions. The study compared the helpfulness and 
accuracy of two different types of metacognitive judgments, concurrent 
item-by-item OCJs, and retrospective composite RJPAs. The analysis of 
these judgments in assisting students when used as collective feedback 
in PI was based on student scores and confidence, while their accuracy in 
depicting student performance was based on three calibration measures: 
sensitivity, specificity, and absolute accuracy index. As such, this study 
draws from research on metacognition and ARSs and provides empirical 
evidence on the relation of OCJs and RJPAs in a context that is not 
adequately covered in the literature. 

In ways of understanding and facilitating learning, this study un-
derlines how advances in learning are intertwined, but not identical 
with gaining confidence and how composite feedback of metacognitive 
judgements may be at a more adequate grain size for students to pro-
ductively calibrate their learning in such a development of under-
standing and confidence. The suggestion that composite retrospective 
judgments may be more effective can have pedagogical, practical, and 
design implications. First, composite judgments appear more accurate 
and therefore helpful in providing a better picture of the audience. 
Second, eliciting composite judgments may be less time-consuming than 
eliciting judgments for each item. And third, since composite retro-
spective judgments are elicited after a voting phase, they can be easier to 
integrate into a polling tool. 

Future research could inquire how these tools could be further 
advanced and create scenarios of eliciting additional information from 
peers, integrate options for help-seeking among peers, and thereby 
enhance the overall learning experiences in the classroom as well as in 
the large lecture. 
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