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Abstract. This paper shows a chatbot solution for eGLU-box Pro, a usability test-
ing platform for Italian Public Administration (PA). eGLU-box Pro is a web-based
tool designed to help PA practitioners in creating remote usability tests and ana-
lyzing participants’ answers and interaction data after they complete the usability
tasks. The impact of the chatbot solution on users’ experience was assessed by
bio-behavioral evaluation methods such as eye tracking, electroencephalography,
and facial expression recognition. This work describes the platform and its inte-
grated chatbot solution and shows the results of a preliminary laboratory study
involving 20 end-users. The study is part of an ongoing design and development
project based on a user-centered approach.

Keywords: Chatbots · Usability testing tools · User experience evaluation ·
Psychophysics

1 Introduction

Chatbots are intelligent conversational agents that interactwith users by textual dialogues
written in a natural language [1]. The use of chatbots aims at supporting interpersonal
services, decision-making processes, and training in different contexts [2–5].
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A recent review by Abd-Alrazaq and colleagues [6] highlighted that chatbots are
usually assessed only in randomized controlled trials. The literature also shows that
chatbot interaction efficiency is rarely assessed and, when assessments are performed,
they are usually done on qualitative or non-standardized aspects of the interaction, thus
providing data that cannot be statistically compared [1, 7, 8]. Because chatbots are inter-
action systems, their design should include users from the earliest stages by following a
user-centered approach rather than a system-centered approach [1].

This study describes the user-centered design of a chatbot component of eGLU-box
Pro, which is a digital web platform designed to support Italian Public Administration
(PA) in conducting usability evaluation studies. The platform is based on the eGLU 2.1
protocol, which has been recently developed by the Working Group for the usability of
the PA (https://www.agid.gov.it). The latest released version of the platform is eGLU-
box PA v. 2018.1, which is now an integral part of the design guidelines for PA web
services promoted by the Agency for Digital Italy (AGID) and by the Digital Team.
The previous versions of eGLU-box have been validated in several studies [9–11] based
on heuristic assessments and both user experience (UX) and psychophysical usability
evaluationswithPApractitioners inworkplace conditions,webend-users in experimental
laboratory conditions, and web end-users in remote online conditions.

This paper describes a new version of eGLU-box, called eGLU-box Pro, which
allows for the improvement of the functionality of the platform, achieved through the
development of an interface for the virtual management of remote tests (chatbot). In this
study, the UX evaluation of the eGLU-box Pro chatbot was conducted by comparing the
bio-behavioral components of the user experience of interaction derived from a usability
test on a website. This study uses psychophysiological measures because they reflect
top-down factors of human–computer interaction such as interest, attention, active partic-
ipation, and mood. Eye-tracking technologies, facial expression recognition algorithms,
and electroencephalography (EEG) can accurately measure the psychophysiological
components of users’ experience while interacting with a chatbot.

The paper is organized as follows. Section 2 describes the user-centered technology.
Section 3 describes in detail the experimental methodology used for the assessment of
the chatbot solution for eGLU-box Pro. Sections 4 and 5 present and discuss the results
of the experimental assessment. Section 6 summarizes the findings.

2 eGLU-Box Pro

eGLU-box Pro is a web platform designed and developed during two previous research
projects, funded and coordinated by the Superior Institute of Communication and Infor-
mation Technologies (ISCTI) and the scientific and technical body of the ItalianMinistry
of Economic Development (MISE). The main goal is to improve the usability of Italian
PA websites by involving the users of these websites in the evaluation, with a low-
cost methodology (eGLU-LG 2.1 protocol) and an ad hoc technology (eGLU-box Pro).
Another important goal is to increase the awareness of those who work in PA, from
employees to managers, on the importance of usability, a fundamental element to be
able to encourage citizens in using PA digital services.

https://www.agid.gov.it
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2.1 The Platform

eGLU-BOX Pro supports the execution of remote asynchronous usability tests [12]
according to the eGLU-LG 2.1 protocol. Two types of users are involved in remote
usability tests with eGLU-box Pro, namely the evaluators and the participants. Different
activities are supported by eGLU-box Pro according to such user types.

• Evaluators can create usability tests and visualize the analysis of the data automat-
ically performed by the platform. When creating a test, evaluators have to define:
the welcome script, the list of tasks to be performed by participants (specifying the
URL where the task starts and the URL where the task is considered completed), pos-
sible questionnaires to administer to participants after the tasks have been executed
(choosing between SUS [System Usability Scale], UMUX-Lite [Usability Metric for
User Experience]; NPS [Net Promoter Score], and custom; [13, 14]), the data to be
automatically collected during the user interaction with the website under evaluation
(i.e., desktop recording and video and/or audio recording), and the participants to be
invited.
eGLU-box Pro automatically stores and analyzes all the collected data, showing in
an aggregated form all the results of the performed test. Specifically, it shows the
time and the success of each task and of each user as well as the task success of all
tasks and all participants, the average score of each administered questionnaire, and a
summary report exportable as a PDF. In addition, eGLU-box Pro allows the evaluator
to analyze and annotate the video and audio of each user and each task.

• Participants, on the other hand, are guided in carrying out the usability test they are
invited to complete. The platform, through a wizard process, first tests the peripherals
that may be necessary to record the data selected by the evaluator (e.g., webcam and
microphone), and then administers one after the other the tasks the participant has to
carry out and, finally, the questionnaires.

This platform has been developed as a web app; thus, it does not require the instal-
lation of plug-ins or specific software because it has been realized through the use of
solid web programming tools such as the PHP Laravel 5.6 framework, together with
the use of HTML 5, Bootstrap 4, CSS 3, and jQuery. eGLU-box Pro has been certified
according to ISO/IEC 25010:2005 “Software Engineering – Software product Quality
Requirements and Evaluation (SQuaRE)”.

2.2 The Chatbot

eGLU-boxPro has been used duringmore than 1,000 usability tests, allowing us to gather
important feedback on different aspects. One of the most interesting results regards the
absence of a real conductor that typically guides participants during an in-lab user test.
We observed that participants, acting alone during a remote test, sometimes experi-
ence difficulties. For example, they need clarifications on aspects such as the use of
audio/video registrations or need to solve some technical problems (e.g., peripherals not
working). It emerged that, in a large number of cases, this negatively affects the user
test results [paper under review]. For this reason, to compensate for the absence of a
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real conductor during the remote user test with eGLU-box Pro, we designed a chatbot
that emulates all possible help and support that a conductor typically provides during an
in-lab synchronous user test as a response to participants’ requests.

The chatbotwas implemented usingGoogleDialogflow.The chatbot is always visible
and active from the moment the participant logs into the platform homepage until the
end of the user test. The chatbot assumes three different faces, one for each state it may
be in: inactive (Fig. 1, left), meaning that the user has closed the chatbot; active (Fig. 1,
center), meaning that the user is interacting with the chatbot; and alert (Fig. 1, right),
when the chat window is closed but the chatbot wants to communicate something to the
participant.

Fig. 1. Expressions of the chatbot.

Users can also interact with the chatbot by means of specific buttons:
increase/decrease font size; reset the chat history; enable or disable voice reading because
the audiomay be annoying; send themessage, avoiding pressing “Enter” on the keyboard
every time; and minimize the chatbot.

The design of the chatbot conversation follows the design patterns proposed by the
Natural Conversation Framework, inspired by the natural way people speak [15]. These
design patterns are specific to the creation of conversational agents such as chatbots and
help to structure the dialogue in naturalistic conversational sequences between a chatbot
and a real user through four components:

1. an interaction model based on expandable sequences;
2. a format based on the interaction model;
3. reusable templates for common speaking activities; and
4. a method of navigation by conversation.

The resulting chatbot interacts with the test participant in the following way (see
Fig. 2). After logging into the platform, the chatbot welcomes the participant with a
short message. The chatbot also explains that to start a test the participant must click the
“Start” button next to the name of the study. The welcome message ends by explaining
that by saying or typing the word “Help,” the test participant will be supported with
additional information. Help can be requested during any time in the user test and allows
the participant to choose from a menu displayed by the chatbot to have more support on:

• How to run the task
• How to start a test
• What is a user test
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• How to move to the next task
• What is the purpose of eGLU-box Pro
• What the recordings will be used for
• How to abandon a test
• How to fill out the questionnaires

Fig. 2. Chatbot integrated in eGLU-box Pro.

Once the participant has selected a specific user test, before starting the task execu-
tion he/she has to test the peripherals that the evaluator has selected for data capture,
namely webcam, microphone, and desktop recording. For each peripheral, if the check is
successful, the chatbot informs the participant that the test has been correctly executed,
and vice versa it provides the participant with useful information to solve technical
problems.

After the peripheral check, the test starts. In particular, all the tasks are administered
in sequence. At the beginning of each task, the chatbot, simulating the behavior of an
in-person conductor, tells the participant that he or she has to execute a task. In addition,
the chatbot announces that the test is about to end with the evaluation by administering
questionnaires that the user must complete. For each questionnaire administered by
eGLU-box Pro, the chatbot briefly describes what the user is about to fill out, in terms
of the name of the questionnaire (e.g., SUS), number of questions (10), and the type
of answers they will be able to give (choice of 1 to 5). When the last questionnaire is
completed, the chatbot thanks and dismisses the participant.

3 Method

This work is part of an ongoing study to assess eGLU-box Pro. The user-centered design
of the chatbot integrated in eGLU-box Pro is here described as the first part of a multi-
step process. This study evaluates the performance of the first version of the chatbot.
A laboratory study has been conducted as described in Sect. 3.2. to investigate with
psychophysics whether providing the automatic usability assessment tool with a chatbot
affects the user experience.
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Eye tracking methodology usually combines near-infrared technology with high-
resolution optical sensors to measure where an observer is looking based on the pupil
center corneal reflection (PCCR). The two main dynamics of eye movements, namely
saccades and fixations, reveal the underlying cognitive processes of interaction, such as
reasoning, problem solving, or attention [16].

Facial expression recognition uses patterns of involuntary facial muscular move-
ments with algorithms to measure affective valence and seven universal basic emotions
(joy, sadness, anger, contempt, disgust, fear, and surprise) as proposed by Paul Ekman
and coded by the Facial Action Coding System (FACS) [17].

Frontal EEG alpha asymmetry is related to processes of approach/withdraw from
affective or unexpected stimuli [18]. EEG measures the electrical field produced by the
neural activity. EEG rhythms can reveal several components of cognition. In human–
computer interaction research, one of themost studied rhythms is related to alpha activity.
A decrease or desynchronization in alphawaves happens when cortical activity increases
[19]. In particular, alpha frontal asymmetrymay reveal approach or withdrawal cognitive
processes [20]. An alpha lateralization to the left frontal lobe is related to approach, and
a right lateralization appears as a withdrawal response from unexpected stimuli [21].

3.1 Apparatus and Measures

The version of eGLU-box Pro evaluated in this study runs on a PC with an Intel®
Core™ i7-4710MQ CPU@ 2.50 GHz/2.49 GHz, RAM 8 GB, and 2880× 1620 screen
resolution. The experimental assessmentwas carried out using iMotions (www.imotions.
com), a research platform that synchronizes biometric sensors in a single platform for
psychophysical experiments. In this study, an eye tracker, a facial expression recognition
software, and EGG technology were used.

The eye tracker model was a Tobii X2-30 Eye Tracker Compact Edition, with a 30
Hz gaze sample rate and 0.4° accuracy. In this study, the fixation number and duration
(in milliseconds) were calculated.

The Affectiva Affdex technology was used to measure facial expressions to deter-
mine emotional valence (−100 = negative valence, 100 = positive valence) and seven
emotions (0 = absent, 100 = present) with a 20% confidence threshold.

An EEG Emotiv Epoc+ was used. This wireless EEG headset records 16 channels
based on the international 10–20 system at 2048 Hz internal, filtered, and downsampled
to 128 or 256 per second per channel. The EEG device was used to calculate the frontal
alpha asymmetry index by the difference between the alpha EEG power in the frontal
right electrode and the alpha EEG power in the frontal left electrode [22].

3.2 Procedure

A usability test of an Italian PA website (http://www.sviluppoeconomico.gov.it) was
performed. The test was administered through either the eGLU-box Pro tool with the
integrated chatbot (experimental condition) or the eGLU-box tool without the integrated
chatbot (control condition).

The experimental sessions were carried out in line with the COVID-19 prevention
procedures recommended by the World Health Organization (https://www.who.int/eme

http://www.imotions.com
http://www.sviluppoeconomico.gov.it
https://www.who.int/emergencies/diseases/novel-coronavirus-2019
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rgencies/diseases/novel-coronavirus-2019). Before entering the laboratory, each partici-
pant was asked to read and sign an informed consent document that asked epidemiologi-
cal and clinical questions aimed at self-certifying that each participant had no symptoms
and no risk of having come into contact with people that were COVID-19 positive within
the last 14 days.

The test comprised four tasks showing four user scenarios asking participants to
search for specific information, which is shown in a certain landing page that participants
do not know before completing the task. Participants are free to follow the path theywant
to search for the required information. Each task lasts a maximum of 5 min, an average
time beyond which users generally lose interest in the interaction. After 5 min from the
beginning of each task, the eGLU-BOX platform automatically stops the current task
and shows a new task or the ending pages of the test.

Both experimental and control conditions were monitored using the iMotions plat-
form. The test was conducted under an artificial constant dim light. Participants were
seated at about 600 mm from the screen. A 9-point eye-tracking calibration and
EEG benchmark data acquisition after the EEG electrode impedance assessment were
conducted.

3.3 Participants

An experimental test with 20 participants was conducted (10 control condition partic-
ipants, 10 experimental condition participants). Participants (50% female, mean age
23.55 years old) declared they had normal or corrected-to-normal vision, no color blind-
ness, and no professional experience in usability studies. Two outliers per condition were
removed by the eye tracking dataset. One outlier was removed from the experimental
condition of the EEG dataset.

4 Results

The results show the data on eye tracking, facial expression, and EEG measured in both
conditions during the test.

4.1 Facial Expressions

The participants’ emotions were computed by analyzing the webcam videos with the
Affectiva software. For each frame, the analyzed emotions were joy, anger, disgust, sur-
prise, fear, sadness, and contempt (from 0 to 100, where 100 indicates the maximum
level of emotion), as well as valence (from −100 to +100, where −100 indicate neg-
ative emotion and +100 positive emotion). Affectiva produced 1,549,481 data points
associated with emotions.

The mean value of basic emotions and valence measured during the four tasks was
calculated for both control and experimental conditions (Table 1). All the emotion statis-
tics have been calculated by removing frames whose values were<5, because emotions
under this threshold were considered noise.

https://www.who.int/emergencies/diseases/novel-coronavirus-2019
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Table 1. The mean (M) and standard deviation (SD) and t-test comparisons for basic emotions
and valence in the control (condition 0) and experimental (condition 1) groups.

Condition M SD Welch’s t-test

Engagement 0 47.687 47.602 t = 0.233, p > .05

1 47.602 34.191

Anger 0 16.078 13.934 t = 1.858, p = .001

1 18.007 24.641

Sadness 0 25.939 26.977 t = 2,725.321, p = .000

1 12.373 8.331

Disgust 0 20.473 25.898 t = 201.995, p = .000

1 11.212 13.007

Joy 0 82.670 28.934 t = 59.709, p = .000

1 79.260 31.152

Surprise 0 21.849 17.921 t = 0.965, p > .05

1 22.232 17.498

Fear 0 8.857 6.088 t = 276.526, p = .000

1 23.724 20.232

Contempt 0 68.692 34.877 t = 53.094, p = .000

1 23.724 20.232

Valence 0 −1.445 13.453 t = 3,425.220, p = .000

1 −.314 8.745

Welch’s t-test was performed to determine if there was a statistically significant
difference on basic emotions between the control and the experimental group (Table 1).
No significant difference between the two groupswas found for engagement and surprise
(p> .05). As Table 1 shows, the control group (condition 0) showed significantly higher
scores of sadness, disgust, joy, contempt, and overall negative valence, whereas the
experimental group had significantly higher mean values for anger and fear.

A one-way analysis of variance (ANOVA) was performed on affective valence and
the mean time percent of each basic emotion, showing no significant difference among
the four experimental tasks, p > 0.05, meaning that the content of each task did not
emotionally affect the participants. Further investigation usingWelch t-test did not reveal
any additional significance.

4.2 EEG Alpha Asymmetry

The effect of test condition on participants’ approach/avoidance states was studied. After
a previous automatic decontamination process for artefact removal, the FAAmean values
were calculated (Table 2).
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Table 2. The mean (M) and standard deviation (SD) for frontal alpha asymmetry in the control
(condition 0) and experimental (condition 1) groups.

Condition M SD

Frontal alpha asymmetry 0 0.7165 5.926

1 −0.1641 0.864

A one way analysis of variance (ANOVA) was performed on FAA mean val-
ues, showing no significant difference among the four experimental tasks, F(3, 75)
= 0.639, p> 0.05, meaning that the content of each task did not affect the participants’
approach/avoidance EEG correlates.

A one way ANOVA on FAA mean values also showed no significant difference
between the two groups (control and experimental), F(3, 75) = 0.639, p > .05.

4.3 Eye Tracking

The mean values of both the duration and number of eye fixations measured during the
four tasks were calculated for both control and experimental conditions (Table 3).

Table 3. The mean (M) and standard deviation (SD) for the duration and number of eye fixations
in the control (condition 0) and experimental (condition 1) groups.

Condition M SD

Duration of fixations (ms) 0 175.095 25.810

1 161.998 26.820

Number of fixations 0 101.773 118.080

1 117.136 84.500

No significant difference among the four experimental tasks was found by a one way
analysis of variance (ANOVA) performed on mean values of duration, F(3, 56)= 1.033,
p > .05, and number of eye fixations, F(3, 56) = 1.444, p > .05. Hence, the content of
each task did not significantly affect the eye movements of participants.

A one way ANOVA between the two groups (control and experimental) showed no
significant differences in the duration, F(1, 63) = 3.061, p = .51, or the number of
fixations, F(1, 63) = 0.358, p > .05.

5 Discussion

The aim of this work was to introduce the user-centered design of a chatbot solution
integrated in eGLU-box Pro, a usability assessment platform for Italian PA.
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An experimental investigation was performed to analyze the impact on psychophys-
iological measures of experience when using a chatbot solution during a typical usabil-
ity test of a website with eGLU-box PA Pro. Two groups were compared: One group
performed the test with the chatbot version of the platform (experimental condition),
while the other group used the platform without the chatbot solution enabled (control
condition).

Statistical comparisons of the results of the experimental condition with the control
condition were performed. Overall, there were no significant differences between the
two groups for the number and duration of eye fixations and the approach/withdrawal
motivationmeasured with EEGmethods. The only significant differences were for facial
expression recognition, with mean negative valence values higher for the control group
performing the usability test without the aid of the chatbot comparedwith the experimen-
tal group using the chatbot solution. In particular, on the one hand, higher mean values of
sadness, disgust, and contempt were found for the control group, but also higher values
of joy. On the other hand, participants in the experimental condition showed higher mean
values of anger and fear than the control condition. Finally, based onwithin-subject anal-
yses, there was no difference for any of the three psychophysiological measures among
the four tasks of the usability test meaning that the test difficulty was balanced across
tasks.

The literature shows that eye fixations reflect cognitive processes in terms of mental
load. Specifically, the more a visual stimulus demands analytic processes, the more
fixation time and number of fixations is higher [23]. The average eye fixation in the
experimental condition (about 161 ms per task) and number of fixations (about N= 117
per task) did not significantly differ from the control condition (with amean fixation time
of about 175ms per task and amean number of fixations of about N= 101 per task). This
result means that the introduction of a conversational agent during a typical usability
assessment test with eGLU-box did not increase cognitive workload in participants.

The findings on EEG measures also showed no differences in FAA mean values
between the two groups, meaning that users’ approach/withdrawal motivation processes
did not significantly change in either condition. Introducing a conversational agent in
an automatic usability assessment procedure did not significantly affect the quality of
interaction in terms of user experience.

The main difference between the groups was in basic emotions. Overall, the control
group had a significantly higher negative-valence experience, showing emotions such as
sadness, disgust, and contempt that we did not find in the group using the chatbot as a
source of help while performing the tasks. Those results might be due to the absence of
a supervisor monitoring the user on the control group. Hence, the participant is free to
complete the tasks without any tips or feedback, thus leading to more negative emotions
during the test. The chatbot group experienced significantly higher emotional states
related to anger and fear and lower emotional states related to joy. Those results might
be due to usability issues related to the introduction of the chatbot, which might have
prompted a decrease in enjoyment and an increase in negative emotions because of a
reduction of perceived freedom if compared to the group that has not received any help or
feedback during the test. Further studies will focus on the emotional aspects of the user
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experience with the proposed chatbot solution and investigate which usability aspects
of it negatively affect user’s emotions.

6 Conclusions

In this paper, we presented the user-centered design of a chatbot solution integrated in
a usability assessment platform called eGLU-box Pro. The platform aims at helping the
ItalianPA in the assessment of their digitalweb-based services.Theuser experienceof the
integrated chatbot was compared with a control condition without the chatbot through
three bio-behavioral measures: eye tracking, EEG, and facial expression recognition.
There was no noteworthy difference among the four tasks comprising the test between
the conditions, meaning that the difficulty of the tasks was well balanced across the
test. Participants in both conditions did not show differences in psychophysiological
measures of subjective experience such as eye movements and approach/withdrawal
processes measured by EEG. Only basic emotions and emotional valence highlighted
differences between the two groups. On the one hand, the chatbot users experienced
higher anger and fear and lower joy than the control users, probably due to usability
issues strictly related to the chatbot presence during the tasks. On the other hand, the
tests conducted with no chatbot providing them feedback and help in following some
correct procedures increased general negative-valence emotions, in particular sadness,
disgust, and contempt. This result might be related to the absence of any help during the
test. Overall, the study shows that introducing the eGLU-box PA conversational agent
in an automatic usability assessment procedure did not significantly affect the quality of
interaction in terms of user experience except for emotions. Future phases of the ongoing
project presented here will focus on the usability aspects of the chatbot solution related
to emotions, satisfaction and pleasantness of use.

Funding. This study was supported by the Directorate General forManagement and Information
and Communications Technology, Superior Institute of Communication and Information Tech-
nologies (DGTCSI-ISCTI), Ministry of Economic Development, Rome, Italy, under the grant
project “eGLU-box Pro”.
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