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Plasmon-phonon coupling in a valley-spin-polarized two-dimensional electron system:
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We study the hybrid excitations due to the coupling between surface optical phonons of a polar insulator
substrate and plasmons in the valley-spin-polarized metal phase of silicene under an exchange field. We perform
the calculations within the generalized random-phase approximation where the plasmon-phonon coupling is taken
into account by the long-range Fröhlich interaction. Our investigation on two hybridized plasmon branches in
different spin and valley subbands shows distinct behavior compared to the uncoupled case. Interestingly, in
one valley, it is found that while the high-energy hybrid branch is totally damped in the spin-up state, it can be
well defined in the spin-down state. Moreover, we show that the electron-phonon coupling is stronger in both
spin-down subbands, regardless of valley index, due to their higher electron densities. In addition, we study
the effects of electron-phonon coupling on the quasiparticle scattering rate of four distinct spin-valley locked
subbands. The results of our calculations predict a general enhancement in the scattering rate for all subbands and
a jump in the case of spin-down states. This sharp increase associated with the damping of hybrid plasmon modes
is almost absent in the uncoupled case. The results suggest an effective way for manipulating collective modes
of valley-spin-polarized silicene which may become useful in future valleytronic and spintronic applications.
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I. INTRODUCTION

Recently, the emergence of valley electronics has stimulated
a lot of research interest, both theoretically and experimentally.
Silicene-based devices are predicted to be potential candidates
for valleytronics applications. The term valleytronics refers to
the manipulation and utilization of the electron valley index
to store and carry information. The valley, which is the local
energy extremum in the band structure of honeycomb lattices
with two inequivalent Dirac points, has a definite chirality
due to the pseudospin-orbit coupling [1,2]. Therefore, the
valley can be considered an extra degree of freedom, and
consequently, valley-dependent physics is relevant for these
structures.

Silicene is a monolayer honeycomb lattice of silicon with a
slightly buckled structure [3–8]. The inherent buckling results
in the generation of an on-site electric potential difference be-
tween two sublattices of silicene upon perpendicularly apply-
ing an external electric field. This on-site potential difference,
however, is responsible for breaking the spin degeneracy of the
energy subbands [9–11]. Carriers in silicene and some other
honeycomb materials such as transition-metal dichalcogenides
and germanene possess the valley degree of freedom. On the
other hand, unlike graphene, silicene has a finite band gap due
to the intrinsic spin-orbit coupling (SOC) [10,12,13] that can be
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electrically controlled. Interestingly, it is possible to separate
the inequivalent Dirac points in silicene by applying an external
field and to investigate tunable valley-dependent transport
properties [14,15] in such systems. The applied electric field
can cause opposite effects in the two valleys; for example,
by tuning the electric field Ez, the spin-up band gap may be
increased, and the gap between the spin-down subbands at the
same valley may be reduced, while the changes are totally
reversed in the other valley.

In a special but important case, when the applied electro-
static potential energy is equal to the SOC energy, the system
enters the valley-spin-polarized metal (VSPM) phase in which
one of the spin band gaps vanishes and the other remains open
in one valley, whereas the situation is completely the other way
around in the other valley. This valley-spin locked state can also
be obtained by photoirradiation. Moreover, the exchange field
M , which can be induced by adatoms or the ferromagnetic
substrates, is capable of breaking the time-reversal symmetry
of the system and producing the Zeeman effect [14]. As a
result, the subband density of states and chemical potential
will depend on the exchange field. According to the above-
mentioned properties, several interesting phenomena such as
the quantum spin Hall and quantum valley Hall conductances
can be observed in silicene [13,16–18].

There are several electron scattering mechanisms in such
a system, among which the electron-electron interaction that
gives rise to collective plasmon oscillations and single-particle
excitations is of great importance. Using the random-phase
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approximation (RPA) for electron-electron interaction, the
plasmon dispersion of silicene has been calculated, and the
variation of the plasmonic resonance modes with the perpen-
dicularly applied electric field has been examined [15]. It is
found that the behavior of undamped plasmons is strongly
dependent on the strength of the electric field and the location
of the chemical potential with respect to the band gaps. In
another interesting theoretical work, the effects of both applied
exchange and electric fields on the electron-electron interaction
have been investigated in silicene, and analytical and numerical
results for the dispersion, lifetime, and oscillator strength of
plasmons have been obtained. As a result of combined effects
of both fields, the single-particle excitation (SPE) spectrum
acquires a valley and spin texture; thus, the valley- and spin-
polarized plasmons are predicted [14].

In addition to the electron-electron coupling, the scattering
of electrons by the underlying substrate may be significant in
the supported silicene structure. As a matter of fact, producing
freestanding silicene is still a challenging open issue, so
formation of silicene on several metallic and nonmetallic
substrates has been investigated by many researchers. In
particular, silicene has been synthesized on Ag(111) frequently
and on ZrB2(0001) [6], ZrC(111) [19], Ir(111) [20], and MoS2

[21]. At the same time, there have been some computational
studies on designing the nonmetallic substrates for silicene as
well [22,23]. Interestingly, fabrication of the first silicene field-
effect transistor by placing an encapsulated silicene (between
Al2O3 and Ag) on a SiO2 substrate [24] provides hope for
transferring silicene on other conventional insulator substrates.

A polar substrate can affect transport properties such as
mobility, an important parameter for micro- and nanoscale
field-effect transistors, through coupling between the surface
optical phonons (SO phonons) of the substrate and the electrons
of silicene [25,26]. In other words, the longitudinal surface
optical phonons of the polar insulator substrate generate a
long-range electric field that notably influences the trans-
port of charged carriers [27]. The remarkable interaction
between electrons and SO phonons is beyond the single-
particle properties and comes mainly from the plasmon-SO
phonon coupling. This long-wavelength effect leads to the
excitation of hybrid plasmons provided that the Fermi energy
of the electronic system is comparable to the SO phonon
energy [28]. Angle-resolved reflection electron-energy-loss
spectroscopy is a suitable tool for measuring these coupled
modes [29]. The electron-SO phonon coupling, which can
be modeled by the Fröhlich interaction, has been studied
for several two-dimensional (2D) materials, ranging from the
GaAs-based conventional 2D electron gas [30] to the more
recent ones such as graphene [28,29,31,32] and phosphorene
[33], both theoretically and experimentally[34–37].

A many-body quantity which is of special experimental
interest in electron-gas systems is the quasiparticle lifetime
or inelastic scattering rate. For a doped gapped graphene,
the quasiparticle lifetime calculations have been performed,
and a reduction in its value by increasing the gap has been
obtained [38]. Also, the single-particle relaxation time of
silicene in the presence of neutral and charged impurities has
been investigated and compared with its transport relaxation
time [39]. The inelastic scattering rate is related to the single-
particle level broadening and can be calculated from the

imaginary part of the self-energy that contains information
about different interactions. As a consequence of electron-SO
phonon coupling, it is expected that the inelastic quasiparticle
scattering rate will change, qualitatively and/or quantitatively.
This can be well understood by noting that the phonon-electron
interaction may open new channels for the electron scattering
via the hybrid plasmon mode damping or may suppress the
existing channels. The change in scattering (damping) rate due
to the electron-SO phonon coupling in a GaAs-based quasi-2D
electron gas [30] and monolayer and bilayer graphene [28] has
been studied at both low and high electron densities. It was
shown that in the strong-coupling regime, an additional decay
channel for quasiparticles can be opened which results in a new
abrupt jump in the scattering rate.

In this paper, we study the interaction of electrons with SO
phonons of HfO2, as a polar substrate, and obtain its effect
on the collective plasmon excitations in valley-spin-polarized
(VSP) silicene under an exchange field and at zero temperature.
We start with the dynamical dielectric function of the coupled
system within the generalized RPA which includes both the
Coulomb electron-electron and Fröhlich electron-phonon cou-
plings. We calculate the coupled plasma oscillations in four dif-
ferent spin and valley states. We show that the available regions
for the single-particle excitations and, consequently, the hybrid
plasmonic modes depend considerably upon the spin and valley
degrees of freedom in each electronic state. Interestingly, we
find that while both coupled modes are well defined in one
valley, it is likely that one of them will be completely damped
and disappear in the other valley. Furthermore, we compute
the intrasubband inelastic scattering rate of quasiparticles from
the G0W approximation of the electron-SO phonon coupled
self-energy for each valley and spin index. Since the interaction
between SO phonons and electrons in VSP silicene under an
exchange field leads to dissimilar hybrid plasmon modes and
quasiparticle scattering rates in different VSP subbands, this
suggests that the electron-SO phonon coupling in such systems
has the potential to be used in valleytronics and spintronics
applications.

The rest of the paper is organized as follows: In the next
section, we present the theory and our numerical results
together with extensive discussions. Finally, the highlights of
this work are summarized in the Sec. III.

II. THEORY AND RESULTS

The structure of silicene can be modeled as a 2D honeycomb
lattice which is slightly buckled and can be treated as a
combination of two sublattices, displaced from each other by
0.46 Å [10,11]. The band structure of silicene has an intrinsic
band gap, 2�soc = 7.8 meV [12], as a result of nonzero SOC,
which arises from the buckling.

The effective low-energy tight-binding Hamiltonian of sil-
icene in the presence of external static electric and magnetic
fields near the Dirac points, K1 and K2, is given by [13,14,16]

Hηs =
[

�ηs + sM h̄vF (ηkx − iky )
h̄vF (ηkx + iky ) −�ηs + sM

]
, (1)

where s = ±1 and η = ±1 are the spin and valley indexes
and kx and ky are the Cartesian components of the 2D
wave vector k. �ηs = |ηs�soc − �z| is half of the spin- and
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FIG. 1. Band structure of VSP silicene around the Dirac points with M = 2.7�soc for two different valleys: (a) K1 and (b) K2. The solid
green line corresponds to spin-up states, and the dashed blue line shows spin-down states. The red dotted line shows the scaled chemical
potential μ0/�soc. Here, we define the dimensionless energy and wave vector, Ē = E/�soc and k̄ = ka, with a = 3.89 Å.

valley-dependent band gap, which is controlled by �z, the
on-site potential difference between two sublattices due to
the external electric field. Also, �soc is the intrinsic SOC
energy, and vF = 5×105 m/s denotes the Fermi velocity. In
this Hamiltonian, the effect of Rashba-type SOC is ignored;
thus, the spins are independent of each other. Similarly, since
the two valleys are not coupled and the intervalley processes
are not included, the Hamiltonian can be written in such a
reduced form. According to the above Hamiltonian, the energy
spectrum can be obtained as

Es
η = sM + λ

√
h̄2v2

F k2 + �2
ηs, (2)

where λ = ±1 is the band index. As mentioned earlier, by
setting �z = �soc, the valley-spin polarization is achieved in
silicene.

In Fig. 1, the band structures of VSP silicene at two Dirac
valleys around K1 and K2 are shown. It is worth pointing out
that while �z changes the band gap between the same spin-
polarized subbands, the exchange field M equally displaces
these same spin subbands [14]. As can be observed, when both
the electric and exchange fields are applied to silicene, two spin
components are displaced in opposite directions, and this effect
is reversed in different valleys. The Fermi level is controlled
by the exchange field; hence, the density of electrons in each
subband depends on the magnitude of this field. In the rest of
this paper, we focus on VSP silicene placed on an insulator
substrate under the conditions given in Fig. 1 and consider
the two important electron-electron and substrate electron-SO
phonon interactions.

To include the interactions between the electrons, we use the
following Hamiltonian that describes the intravalley electron-
electron interaction [27]:

He−e = 1

2

∑
pqk

∑
ηs1s2

vc(q )a†
k+q,ηs1

a
†
p−q,ηs2

ap,ηs2ak,ηs1 , (3)

where a† (a) is the electron creation (annihilation) operator and
vc(q ) = 2πe2/κ∞q is the Coulomb potential, with κ∞ being
the background high-frequency dielectric constant. It is well
known that the presence of phonons in electron-gas systems
leads to the electron intra- or intervalley scattering [40–43].

A. Hybrid plasmon-SO phonon modes

The electrons in silicene on a polar substrate can be affected
by the long-range electric field of the SO phonons of the
substrate at long wavelengths. This phonon-electron coupling
is a source of the intravalley scattering. In order to investigate
the effect of SO phonons, it is sufficient to calculate the
total dielectric function of the system, which includes the
contributions from both electrons and phonons. In this paper,
we assume that silicene is placed on HfO2, a polar insulator, so
carriers in silicene interact with substrate SO phonons through
the long-range Fröhlich coupling. This interaction is given by
[27]

He−ph =
∑
kq

∑
λλ

′

∑
ησ

Mλλ
′

kq a
†
k+q,ησ ak,ησ (bq + b

†
−q). (4)

Here, b
†
−q and bq are defined as the creation and annihilation

operators for surface phonons, and the matrix elements of the
phonon-electron interaction Mλλ′

kq can be written as

Mλλ
′

kq = M0(q )F †
k+q,λFk,λ

′ , (5)

where Fk is the Bloch spinor for a massive Dirac fermion [44]

Fk,λ =
(

cos
(
θ

ηs

k /2
)

η sin
(
θ

ηs

k /2
)
eiηϕ

)
, λ = +1, (6)

Fk,λ =
(

−η sin
(
θ

ηs

k /2
)
e−iηϕ

cos
(
θ

ηs

k /2
)

)
, λ = −1. (7)

Here, we have cos θ
ηs

k = �ηs/
√

(h̄vF k)2 + �2
ηs and sin θ

ηs

k =
|h̄vF k|/

√
(h̄vF k)2 + �2

ηs . In addition, M0(q ) is expressed as

[M0(q )]2 = vc(q )e−2qd ωSO

2
κ∞

[
1

κ∞ + 1
− 1

κ0 + 1

]
. (8)

In the above equation, ωSO is the SO phonon frequency, d

denotes the distance between silicene and the polar substrate,
and κ0 is the zero-frequency dielectric constant. The interaction
between the charge-density collective modes of electrons and
SO phonons is a macroscopic coupling and can be investi-
gated through the total dynamical dielectric function εt (q, ω).
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FIG. 2. Uncoupled (black curves) and plasmon-SO phonon coupled (red curves) modes of VSP silicene on HfO2 as a substrate. The shaded
areas correspond to the SPE continua. (a)–(d) The calculations for different spin-valley subbands. The black short-dashed (red dotted) line
of the uncoupled (coupled) plasmon branch represents the damped modes. The horizontal green dash-double-dotted line is the uncoupled SO
phonon dispersion. Q and � are dimensionless parameters defined as Q = h̄vF q/μ0 and � = h̄ω/μ0.

Knowledge of the total dielectric function allows us to obtain
the collective and single-particle excitations in the system.
Within the generalized RPA framework, the total dynamical
dielectric function which includes both the electron-electron
and electron-SO phonon interactions is expressed as [27]

εt (q, ω) = 1 − 2πe2

κ∞q
�0(q, ω) − M2

0 (q )D0(ω)

vc(q ) + M2
0 (q )D0(ω)

.

(9)

Here, D0(ω) is the bare SO phonon propagator, which is
defined as

D0(ω) = 2ωSO

ω2 − ω2
SO

, (10)

and �0(q, ω) is the noninteracting density-density response
(polarization) function obtained from the bare bubble diagram.
According to Eq. (1), two spins and two valleys are independent
of each other in silicene, so the total polarization function

�0(q, ω) is the sum of four independent terms [14]:

�0(q, ω) =
∑
η=±1

∑
s=±1

�
ηs

0 (q, ω), (11)

where the spin- and valley-dependent density-density response
function is expressed as

�
ηs

0 (q, ω) =
∫

d2k
(2π )2

∑
λλ′=±1

f λλ′
ηs (k, k + q)

× nF

(
λE

ηs

k

) − nF

(
λ′Eηs

k+q

)
h̄ω + λE

ηs

k − λ′Eηs

k+q + iδ
. (12)

Here, E
ηs
q = [h̄2v2

F q2 + �2
ηs]

1/2, and nF (Ek ) = 1/{1 +
exp[(Ek − μs )/kBT ]} is the Fermi-Dirac distribution, with
μs = μ0 − sM , kB , and T being the exchange-field-dependent
Fermi level, Boltzmann constant, and temperature. The form
factor of silicene f λλ

′
ηs is calculated from the overlap between
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FIG. 3. Uncoupled (black curves) and plasmon-SO phonon coupled (red curves) modes of VSP silicene on HfO2 in two different valleys:
K1 valley on the left and K2 valley on the right. The dash-dotted blue (gray) lines represent the boundaries of the SPE region for spin-up
(-down) state in each valley as displayed in Fig. 2, and the black short-dashed (red dotted) line of the uncoupled (coupled) plasmon branch
represents the damped modes. The horizontal green dash-double-dotted line is the uncoupled SO phonon dispersion. Dimensionless parameters
Q = h̄vF q/μ0 and � = h̄ω/μ0 are used.

the eigenstates [45],

f λλ′
ηs = |F †

λkFλ′k+q|2

= 1

2

[
1 + λλ′ h̄

2vF
2k(k + q) + �2

ηs

E
ηs

k E
ηs

k+q

]
. (13)

The polarization function of silicene has been analytically
calculated at zero temperature [14,15]. To investigate the
coupling between substrate phonons and plasmons of sil-
icene, we calculate hybrid collective excitation modes which
are obtained from the zeros of the total complex dielectric
function [Eq. (9)]. In Fig. 2, we show the uncoupled and
coupled plasmon-phonon modes of silicene for four different
conduction band states of the VSPM phase, i.e., (K1,±),
(K2,±), in the presence of electric and exchange fields with
HfO2 as the polar substrate. It should be noted that while
the total dielectric function is introduced as 1 − vc(q )�ηs�ηs ,
we calculate the plasmon modes in Fig. 2 from 1 − vc(q )�ηs

to study the plasma oscillation behavior and the contribution
from each subband separately. The following parameters have
been used in the calculations presented in this paper: ωSO =
19.42 meV, κ0 = 22, κ∞ = 5.03 [46], d = 5 Å, �z = �soc,
M = 2.7�soc[14], μ0 = 5�soc, and T = 0. Also, we define the
dimensionless parameters � = h̄ω/μ0 and Q = h̄vF q/μ0. In
Fig. 2, the shaded areas represent the SPE region where the
imaginary part of the dielectric function is nonzero.

In the phonon-plasmon coupled system, there are two
plasmon branches called phononlike (high-energy branch) and
plasmonlike (low energy branch). As illustrated in Fig. 2, the
plasmon modes of the uncoupled state and the plasmonlike
branch of the coupled state get damped at a larger momentum
in the (K1,+) valley with respect to the (K2,+) case. In the
former case, the plasmon energies have greater values corre-
sponding to a higher electron density in this state. Moreover,
the plasmon-SO phonon coupling is clearly weak in these
two cases, as the phononlike (plasmonlike) branch lies very
close to the uncoupled phonon (plasmon) modes. It is worth
pointing out that the phononlike branch of (K1,+) sits in the

SPE continuum for any wave vector and gets easily damped,
whereas in the (K2,+) case, some part of this branch is out
of the SPE region. In contrast, the plasmon-phonon coupling
for the electrons with spin down in both valleys, (K1,−) and
(K2,−), is stronger, and plasmonlike modes enter the SPE area
at higher values of the wave vector because of larger electron
densities in these subbands.

In order to make the difference between the two valleys
clearer, we depict the valley-dependent hybrid modes in Fig. 3,
with both spin-up and spin-down electrons. It can be seen that
for the K1 valley, the interband SPE region is wider compared
to K2. As a result, there is less phase space available for the
collective excitations. Moreover, the plasmonlike modes in
silicene at K2 coincide with the SPE region at large frequency,
and the phononlike branch does not lie entirely in the SPE,
unlike K1. In Fig. 4, we plot the loss function −Im[1/εt (q, ω)]
of silicene on HfO2 in the presence of electron-SO phonon
coupling for two distinct valleys. While the reduction in energy
can be estimated by the loss function, its poles represent the
dissipation via plasmonic excitations. In addition, it is well
known that the decrease in electron energy in the SPE region
is mainly due to electron-hole excitations, and out of this region
it is mostly a result of the plasmon emissions.

The existence of phononlike modes in the intermediate
energy interval can be observed from Fig. 4. The contributions
from the separate spin-up and spin-down electrons to the loss
function in a coupled phonon-electron silicene system are
displayed in Fig. 5. There is a significant difference between the
two phononlike branches of these states. Diverse SPE channels
are obtained due to their different densities of states, which
change the plasmon peaks in the loss spectrum.

The total response of the coupled system calculated from
Eq. (9) and the density plot of the corresponding loss function
in the presence of applied electric and magnetic fields are
plotted in Fig. 6. It can be seen that the phononlike plasmon
branch falls into the SPE region, so in the VSPM phase of
silicene only the plasmonlike modes are well defined and
undamped at long wavelengths. This is a special feature and
may likely be used in valleytronic and spintronic applications.
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FIG. 4. Valley-dependent energy loss function of VSP silicene on HfO2 in the K1 valley (left panel) and K2 valley (right panel). The solid
red line indicates the uncoupled plasmons, and the horizontal line shows h̄ωSO/μ0. Dimensionless parameters Q = h̄vF q/μ0 and � = h̄ω/μ0

are used.

B. Quasiparticle scattering rate

One of the single-particle quantities that is influenced by the
interactions is the inelastic carrier lifetime, or, equivalently, the
scattering rate. In this part, we calculate the valley- and spin-
dependent inelastic quasiparticle lifetimes of VSP silicene
due to the electron-electron interaction and in the presence
of long-range polar Fröhlich phonon-electron coupling within
the G0W approximation. The quasiparticle scattering rate is
obtained from the imaginary part of the retarded self-energy
by making use of the so-called on-shell approximation [47]:

1

τληs (k)
=

∣∣∣∣ 2

h̄
Im

[
�ret

ληs

(
k, ξ

ηs

λk/h̄
)]∣∣∣∣ , (14)

where ξ
ηs

λk = λE
ηs

k − μs is the energy of a quasiparticle with
respect to the spin-dependent Fermi energy.

Using the G0W formalism for 2D electron-gas systems, the
self-energy of silicene for each band, valley, and spin state is

given by [48]:

�ληs (k, iωn) = −kBT
∑
λ′

∫
d2q

(2π )2
f λλ′
ηs (k, k + q)

×
∞∑

m=−∞

vc(q )

εt (q, iωm)
G0

λ′ηs (k + q, iωn + iωm).

(15)

Here, G0
ληs (k, iωm) = 1/(iωm − ξ

ηs

λk/h̄) is the noninteracting
Green’s function, with ωn and ωm indicating the fermionic
and bosonic Matsubara frequencies, respectively. After per-
forming the summation over m and employing the analytic
continuation, iωn to ω + iδ, the obtained expression for the
self-energy may be divided into two exchange and correlation
terms, �ret

ληs (k, ω) = �ex
ληs (k) + �cor

ληs (k, ω). The correlation
term in the G0W approximation itself consists of two parts,
the line and pole components, �cor = �line + �pole. While the
exchange and line parts of the self-energy are completely real,
the imaginary contribution originates from the pole term of the

FIG. 5. Spin-dependent energy-loss function of VSP silicene on HfO2 for spin-up (left panel) and spin-down (right panel) subbands. The
horizontal line shows h̄ωSO/μ0. Dimensionless parameters Q = h̄vF q/μ0 and � = h̄ω/μ0 are used.
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FIG. 6. Uncoupled (black curves) and plasmon-SO phonon coupled (red curves) modes in VSP silicene on HfO2 with dash-dotted yellow,
blue, violet, and gray curves being the boundaries of the SPE regions associated with the (K1, +), (K1,−), (K2, +), and (K2, −) subbands,
respectively, as displayed in Fig. 2, and with the black short-dashed (red dotted) line of the uncoupled (coupled) plasmon branch showing
the damped modes (left panel) and the corresponding electron-loss function (right panel). The horizontal line is the uncoupled SO phonon
dispersion. Dimensionless parameters Q = h̄vF q/μ0 and � = h̄ω/μ0 are used.

correlation and is given by [48]

Im�ret
ληs (k, ω) =

∑
λ′

∫
d2q

(2π )2
Im

[
vc(q )

εt

(
q, ω − ξ

ηs

λ′k+q/h̄
)
]

× f λλ′
ηs (k, k + q)

[ � (
ω − ξ

ηs

λ′k+q/h̄
)

− � ( − ξ
ηs

λ′k+q/h̄
)]

, (16)

where�(x) is the Heaviside unit step function. A structure with
separated spin states in each valley may have some available
mechanisms for scattering, corresponding to the intrasubband
and intersubband excitations for each spin, among which the
scattering with spin flip is negligible in the low-frequency
excitations.

In Fig. 7 the valley- and spin-dependent intrasubband
quasiparticle scattering rates within G0W are plotted for four
possible states, (K1,±) and (K2,±), of the conduction band in
the absence and presence of the electron-SO phonon coupling.
Here, the scattering rate is dominated by two mechanisms: the
emission of the plasmons [30] and intrasubband particle-hole
excitations. The sharp increase in the scattering rate curve
determines a threshold energy (or, equivalently, a threshold
wave vector) from which the plasmons enter the intrasubband
Landau damping region. It can be observed from Fig. 7(a)

that the scattering rates of all uncoupled states have the same
behavior without any jump that indicates the contribution from
the plasmon damping is negligible. Also, the calculated results
for distinct subbands are slightly different, which can be related
to the different band structures and electronic populations of
these states. For the gapless graphene system the scattering
rate is due to only the intraband SPE process [48], and
in the cases of gapped and bilayer graphene the plasmon
emission is the dominant decay process [28,38]. In the VSP
silicene, however, the gapless and electric-induced gapped
states coexist in each valley, so the situation is rather more
complicated. On the other hand, in VSP silicene under an
exchange field, different subbands contain unequal electron
densities (see Fig. 1) that may affect the magnitude of the
scattering rate and the threshold energy for the plasmonlike
mode emission [28]. As shown in Fig. 1, the conduction
band electron concentration of the spin-up state is lower than
that of the spin-down state in both valleys, which leads to
smaller values for the corresponding quasiparticle lifetimes.
In addition, due to the quadratic form of the (K1(2),−(+))
subband and, consequently, different plasmon dispersions
and intrasubband SPE regions, its scattering rate curves lies
higher than that of the (K2(1),−(+)) state, which has a linear
electronic band structure. In the coupled system, the change in

FIG. 7. Quasiparticle scattering rate as a function of ξk/μ0, where ξk = ξ
ηs

λk with λ = 1 is the valley- and spin-dependent on-shell energy in
four different subbands of VSP silicene: (K1, ±) and (K2, ±) for (a) uncoupled and (b) electron-SO phonon coupled systems.
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plasmon dispersions is responsible for the new behavior of the
quasiparticle lifetime.

The effect of plasmon-SO phonon coupling on the quasipar-
ticle scattering rate is illustrated in Fig. 7(b). In this case, the
values of the scattering rate increase as the plasmons enter the
intrasubband SPE, especially at high energies. A sharp increase
in the scattering rate for the (K1,−) and (K2,−) valleys mainly
arises from the damping of plasmonlike modes which begins at
an intermediate wave vector. This new channel for scattering,
which was almost absent in the uncoupled system, results in a
clear separation between the spin-up and spin-down states.

III. CONCLUSION

In this work, we have studied the plasmon-SO phonon
coupling in monolayer silicene on HfO2 as a polar substrate in
the presence of perpendicularly applied electric and exchange
fields and have obtained the coupled plasmon oscillations.
We have considered the important VSPM phase of silicene
to be able to study the valley- and spin-polarized behavior of
hybrid plasmons in different subbands. In order to determine
the coupled plasmonlike and phononlike branches, we have
calculated the dynamical dielectric function of the system
within the generalized RPA, considering both the Coulomb
electron-electron and Fröhlich electron-phonon interactions.
Our results have shown that the hybrid plasmon dispersions

behave rather differently in separate spin-valley-locked states;
for instance, the completely damped high-energy (phononlike)
branch in one state is well defined in the other subbands.

We have also illustrated the coupled plasmon modes for
subbands with the same valley and same spin indices. It has
been found that the spin-down states with higher electron
densities exhibit a stronger electron-SO phonon coupling with
respect to the spin-up states.

In addition, we have computed the inelastic scattering rate of
VSP silicene in the presence of coupling between the electrons
and SO phonons of the substrate and compared our results
with those obtained for the uncoupled system. We have used
the G0W approximation to calculate the imaginary part of the
quasiparticle self-energy in each valley and spin state. It turns
out that while the behavior of the scattering rate is almost the
same for all valley and spin states in the case of the uncoupled
system, the situation for the coupled system is different, and
an explicit dependence on the spin index is observed. The
scattering rates of the spin-down subbands display a sharp
increase as a consequence of the plasmonlike mode’s damping
due to entering the intrasubband SPE region at an intermediate
wave vector. The measurable effects obtained in this work
suggest potential applications in valleytronics and spintronics.
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