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a b s t r a c t

Understanding the effect of thermal stratification on wind turbine wakes in complex terrain is essential
to optimize wind farm design. The effect of a three-dimensional hill on the performance of a downwind
turbine is studied by performing large eddy simulations for different atmospheric conditions. The dis-
tance between the hill and the turbine is six times the turbine diameter, and the hill height is equal to the
hub height. It is shown that the hill wake reduces the power production of the downstream turbine by
35% for the convective boundary layer case under consideration. However, surprisingly, the wind turbine
power production is increased by about 24% for the stable boundary layer case considered here. This
phenomenon results from the entrainment of kinetic energy from the low-level jet due to the increased
mixing induced by the hill wake. This effect strongly depends on the Coriolis force-induced wind veer.
The increased turbulence intensity by the hill results in a strong increase in the forces experienced by the
blades, which suggest the turbine is experiencing much higher unsteady turbulence loading. It is shown
that the increase in the power fluctuations may not fully reflect the increase in the force fluctuations on
the blades.
© 2021 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

As more and more wind turbines will be installed in complex
terrains, it is crucial to study the effect of atmospheric stability on
the performance of wind turbines in hilly terrain [1e3]. This will
help wind energy assessment and models that are used to optimize
wind turbine siting. A significant amount of research has been
carried out to investigate the effect of topography on wind turbine
performance. Most of these studies were performed under neutral
stratification conditions [4e12]. However, only a few studies
considered the effect of thermal stratification in complex terrain
[13e18].

To the best knowledge of the authors, the experimental inves-
tigation of hills effect on the performance of wind turbines began in
the early 1990s [4,19]. For an isolated two-dimensional hill, Tian
et al. [6] found experimentally that the wind speed was much
higher, and the turbulence intensity was relatively low, on the top
), r.j.a.m.stevens@utwente.nl
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and the windward side of the hill. Therefore, they recommended
placing turbines in these locations. This findingwas later confirmed
by the large eddy simulations (LES) performed by Shamsoddin &
Port�e-Agel [20]. Recently, Liu & Stevens [11] found that the power
output of a wind turbine can also be increased significantly by an
upstream hill, provided that the hub height is more than twice as
high as the hill.

Hills also affect the downstream development of the wind tur-
bine wake due to the hill-induced pressure gradient and increased
turbulence intensity in the hill wake [3]. In general, the wind-
turbine wakes tend to follow the terrain topography [5,6,20]. The
wake created by a wind turbine sited upstream of a hill recovers
faster than in flat terrain due to the favorable pressure gradient
created by the hill [10]. Approaching the hilltop, the wake recovery
rate decreases due to the adverse pressure gradient on the leeward
side of the hill [5,10,11]. The wake recovers faster downstream of
the hill due to the increased turbulent intensity [7,8,11]. Hyv€arinen
& Segalini [9] found that the wind turbine wakes can recover more
rapidly in hilly terrain and concluded that undulating hills can have
a favorable effect on the wind turbine power production.

The studies mentioned above were performed for neutral con-
ditions. However, during the 24 h diurnal cycle, the atmospheric
le under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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boundary layer shifts between convective and stable conditions
[21]. Even during the short transitions between daytime and
nocturnal states, when the atmospheric boundary layer itself is
close to neutral, the free atmosphere is often thermally stratified
[22e24]. Several studies have shown that the flow development
over complex terrain is strongly affected by the thermal stratifica-
tion [25e27], and it is well known that thermal stratification in-
fluences the development of a wind turbine wake [28e30].
However, the effect of thermal stratification on wind turbine per-
formance in hilly terrain is less well explored. Howard et al. [13]
performed wind tunnel measurements on the effect of a three-
dimensional hill on the performance of a model wind turbine for
different thermal stratifications. They showed that the upstream
hill has a negative effect on the power production of a turbine
located downstream of the hill. However, depending on thermal
stratification conditions, the power fluctuations can be increased or
decreased. Englberger& D€ornbrack [16] used LES to study the wake
development from a wind turbine located on a hilltop for different
thermal stratification. They found that the hill mainly influences
the near-wake region, while the stratification also influences the
far-wake region.

Field experiments allow one to measure wind turbine perfor-
mance in realistic conditions, but it can be challenging to isolate
various physical effects. This makes it more challenging to fully
understand the physical phenomena. In wind tunnel measure-
ments, it is possible to isolate the effect of control parameters.
However, it can be challenging to extrapolate results from wind
tunnel experiments to utility-scale turbines or realistic atmo-
spheric conditions. High-fidelity simulations offer the possibility to
set the control parameters exactly and independently. This allows
one to systematically study different physical effects. Therefore, LES
has become a valuable research tool to complement field experi-
ments and wind tunnel studies. However, it is worth pointing out
that, even though it has been shown that the Coriolis forces can
affect wind turbine wakes [31], the Coriolis effect had not been
considered by Howard et al. [13] and Englberger & D€ornbrack [16].
The novel aspect of the study is that we use an actuator line model
to study the turbine performance behind a three-dimensional hill
for stable, neutral, and unstable atmospheric thermal stability
conditions. In this work, it will be shown that considering the
Coriolis-induced wind veer effect is very important. Furthermore,
this simulation strategy allows one to get insight into the effect of
the hill wake on the wind turbine power fluctuations and corre-
sponding fluctuations on the forces on the wind turbine blades.

The remainder of the paper is organized as follows. The simu-
lation approach is introduced in section 2. The results are presented
in section 3. The conclusions are given in section 4.
2. Simulation approach

2.1. Large eddy simulation method

State of the art LES is used to integrate the spatially-filtered
Navier-Stokes equations and the filtered transport equation for
the potential temperature [32e36]:

V , ~u ¼ 0; (1)

vt ~uþ ~u� ~u¼ fwtþ fibþ fcez�
�
G� ~u

�þb
�~q�q0

�
ez�V~p�V,t;

(2)
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vt
~qþ ~u,V~q ¼ Qib � V,q: (3)

Here, the tilde denotes spatial filtering at a scale of D, ~u is the ve-
locity, ~u ¼ V� ~u is the vorticity, fwt and fib are the forces due to the
wind turbine and the immersed boundary, respectively, Qib is the
equivalent heat source due to the immersed boundary, ~p is the

modified pressure, fc is the Coriolis parameter, ~q is the potential
temperature, b ¼ g=q0 is the buoyancy parameter with g as the
gravity acceleration and q0 the reference potential temperature,
G ¼ ðUg ;Vg ;0Þ is the geostrophic wind velocity, t denotes the
deviatoric part of the sub-grid scale shear stress, and q represents
the sub-grid scale heat flux. Molecular viscous terms in the gov-
erning equations are neglected as the Reynolds number is assumed
to be very high. Time integration is performed by a second-order
AdamseBashforth method. The concurrent precursor method is
used in both the streamwise and spanwise directions to generate
the inflow conditions [35,37]. The Lagrangian-averaging scale-
dependent model [33] extended to the scalar case [34,38], which is
suitable to simulate the flow-through wind turbines [39] or over
complex terrains [40], is used. The code has been validated by
Gadde et al. [41] for stable, neutral, and convective atmospheric
boundary layers.

A pseudo-spectral discretization is employed in the horizontal
periodic directions, and a staggered second-order finite difference
method is used in the vertical direction. The first vertical velocity
grid plane is located at the ground, while the first horizontal ve-
locity plane is located at half a grid distance above the ground. At
the top boundary, the vertical velocity, the sub-grid scale shear
stress, and the sub-grid scale heat flux are enforced to zero, while a
constant vertical temperature gradient is imposed. In the top 25% of
the domain a Rayleigh damping layer is used to reduce gravity
waves [38,42]. At the bottom boundary, a wall model based on the
Monin-Obukhov similarity theory for both the velocity field and the
potential temperature field [34,38,43] is employed,

u*¼
k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C~uD2 þ C~vD2

q
lnðz=z0Þ � jm

; q* ¼ ku*ðqs � C~qDÞ
lnðz=z0Þ � jh

; (4)

where C ,D denotes filtering at a scale of 2D, �u2* is the wall sub-grid
scale shear stress, k ¼ 0:4 is the von K�arm�an constant, z is the
vertical distance from the wall, z0 is the roughness height, q* is the
wall sub-grid scale heat flux, qs is the potential temperature at the
wall surface, and jm and jh are, respectively, the stability correc-
tions for the momentum and heat fluxes [21,44],

jm ¼

8><
>:

�4:8z=L; z=L � 0;

ln
ð1þ z2Þð1þ zÞ2

8
� 2arctanzþ p

2
; z=L<0;

(5)

and

jh ¼

8><
>:

�7:8z=L; z=L � 0;

2 ln
1þ z2

2
; z=L<0:

(6)

Here L ¼ �ðu3*qsÞ=ðkgq*Þ is the Obukhov length and z ¼
ð1� 15z=LÞ1=4. The hill effect is modeled using a recently devel-
oped immersed boundary method that has been validated against
experimental data [36]. A constant cooling rate is enforced both on
the surface and inside the hill. On the hill surface, the boundary
conditions, see Eq. (4), are enforced based on the local values
instead of the filtered quantities [36,45].
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2.2. Wind turbine model

The actuator line model is used to simulate the wind turbine
[46]. The velocities ðux;uy; yzÞ are interpolated to the actuator
points in the global coordinate system ðx; y; zÞ using trilinear
interpolation. Subsequently, the local relative azimuthal velocity uq
is defined in the local coordinate system ðr; q; xÞ of the blade as
follows

uq ¼Ur � uycosqþ uzsinq; (7)

where U is the rotor rotation speed, r is the radial location, and q is
the azimuthal angle. The angle of attack a for each actuator line
point is

a¼4� g; 4 ¼ arctan
�
ux
uq

�
; (8)

where g is the twist angle of the blade and 4 is the relative angle
deviation. The lift and drag forces per unit span are

fL ¼
1
2
ru2relcCl; fD ¼ 1

2
ru2relcCd; (9)

where r is the density of fluid, urel ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2
q
þ u2x

q
is the velocity

relative to the rotating blade, c is the chord length, and Cl and Cd are
the lift and drag coefficients that can be obtained from tabulated
aerofoil data. For the NREL 5 MW wind turbine to be considered
below, Cl and Cd have been corrected for three-dimensional effects
[47]. Then the forces in the global coordinate system are

fx ¼ �ðfLcos4þ fDsin4Þ;
fy ¼ �ðfLsin4� fDcos4Þcosq;
fz ¼ ðfLsin4� fDcos4Þsinq:

(10)

These forces are subsequently transferred to the global coordinate
system by using the standard force projection method that is used
for actuator line model [46],

h
ε
¼ 1
p3=2

ε
3e

�r2=ε2 ; (11)

where r is the distance between the grid location and the actuator
line point from which the force originates, and ε ¼ 2:5Dx with Dx
the grid size in streamwise direction [48]. The turbine rotation
speed is fixed at U ¼ 9:1552 RPM. The effects of nacelle and tower
are not considered in this study.
2.3. Adjustment of geostrophic wind direction

A controller is used to align the incoming wind direction with
the hill and wind turbine. The following P controller is used

Ueff ¼KpeðtÞ; aðtÞ ¼ Kp

ðt
0

eðtÞdt; (12)

whereUeff is the effective rotation speed of the reference frame, a is
the angle of the overlying geostrophic wind direction, eðtÞ is the
difference between the wind angle at hub height and its reference
value, and Kp ¼ 1� 10�4 s�1 is the proportional gain parameter.
The momentum equation (2) is modified accordingly as [49],
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vt ~uþ ~u� ~u ¼ fwt þ fib þ fcez �
�
G� ~u

�� Ueffez � ~u

þbð~q� q0Þez � V~p� V,t;
(13)

and the geostrophic velocity is updated as

Ug ¼G cos a; Vg ¼ �G sin a: (14)
2.4. Considered cases

Similar to Howard et al. [13], a stable, neutral, and convective
boundary layer case are considered in this study. For each thermal
stability case, the flow around a three-dimensional hill, the flow
around a stand-alone wind turbine, and the case in which the
turbine is located behind the hill are simulated, see Fig.1. One of the
limitation of the wind-tunnel experiment by Howard et al. [13] is
that it’s difficult to extrapolate their findings from the model wind
turbine size with a diameter of 0.128 m to the scale of utility-scale
wind turbines. Therefore, this study considers the NREL 5 MW
reference wind turbine, which has a turbine diameter D ¼ 126 m
[47]. The hill shape is given by

zwðx; yÞ
h

¼ cos2
 
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
2l

!
;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

q
� l; (15)

where zw is the vertical coordinate of the hill surface, and h ¼ 90 m
and l ¼ 2:5h are the height and half-width of the hill, respectively.
Note that the hill height is the same as thewind turbine hub height.
The computational domain size is 32h� 16h� 8h and the grid
resolution is 512� 256� 256, such that both the hill wake [36] and
turbine wake [50] are well resolved.

For the stable case, the standard GEWEX Atmospheric Boundary
Layer Study (GABLS) case is selected as it is a well-established
benchmark case that is well tested in LES [31,38,51]. This case
represents a typical quasi-equilibrium moderately stable ABL,
similar to those commonly observed over polar regions and equi-
librium nighttime conditions over land in mid-latitudes. The sim-
ulations are initialized with a constant streamwise velocity equal to
the geostrophic wind speed G ¼ 8 m/s. The initial potential tem-
perature profile consists of a mixed layer (with potential temper-
ature 265 K) up to 100 m with an overlying inversion layer with a
strength of G ¼ 10 K/km. The surface roughness length for mo-
mentum and heat is set to z0 ¼ 0:1 m, the reference potential
temperature is q0 ¼ 263:5 K, and the Coriolis parameter is
fc ¼ 1:39� 10�4 rad/s. The surface (ground level) potential tem-
perature is reduced at a prescribed surface cooling rate of Cr ¼ 0:25
K/h.

It was shown by Gadde & Stevens [41] that a constant cooling
rate Cr ¼ 0 K/h results in a boundary layer that is very similar to a
(conventionally) neutral boundary layer. This was further
confirmed by measuring the surface heat flux q*, which is negli-
gibly small. Furthermore, it was shown by Kumar et al. [52] that LES
cases driven by a constant surface temperature or a constant heat
flux produce very similar results. Therefore, to keep the simulation
strategy consistent among the stable, neutral, and convective
boundary layer cases, the authors decided to vary the atmospheric
thermal stability by changing the cooling rate at the ground. A
neutral boundary layer is obtained by setting the cooling rate Cr ¼ 0
K/h, and Cr ¼ �0:25 K/h is used for the convective case. All simu-
lations are run for 9 h, and the statistics are computed during the
final hour.



Fig. 1. The three configurations, i.e. the references cases (a) a stand-alone hill and (b) a stand-alone turbine, and (c) the case in which the turbine is placed behind the hill,
considered in this study. For each configuration a stable, neutral, and convective boundary layer case is considered; see details in the text. The hill height h, the rotor diameter D, and
the distance between the hill and turbine are indicated in the sketch.
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3. Simulation results

3.1. Reference atmospheric flow in flat terrain

Fig. 2 (a) shows that there is a low-level jet with a maximum
Fig. 2. Vertical profiles of the (a) mean wind speed Umag ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2 þ V2 þW2

p
, where U;V ;W

angle a ¼ arctan ðV =UÞ, (c) the potential temperature q, and (d) the total momentum flux
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wind speed at z=hz1:8 for the stable boundary layer (SBL). This
height is similar to the maximum height the blade tip can reach,
which is 1:7h for the NREL 5 MW turbine. For the neutral boundary
layer (NBL) case, the low level jet height is z=hz2:6, while there is
no low level jet for the convective boundary layer (CBL). The wind
are the mean streamwise, spanwise, and vertical velocities, respectively, (b) the wind
t for the stable, neutral, and convective cases.



Table 1
Integral boundary layer properties for the stable, neutral, and convective boundary
layer considered in this study. Cr is the cooling rate on the surface, u* is the friction
velocity, q* is the surface heat flux, d is the boundary layer thickness defined by the
height at which the total momentum flux reaches 5% of the surface value, L is the
Obukhov length scale, Uh is the wind speed at the hub height, and TI ¼ s= Uh is the
turbulence intensity at hub height. Here s ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u02 þ v02 þw02

p
is the velocity vari-

ance, and u0; v0;w0 denote the streamwise, spanwise and vertical velocity
fluctuations.

Case Cr (K/h) u* (m/s) q* (K,m/s) d (m) L (m) Uh (m/s) TI (%)

SBL 0.25 0.260 �0.011 163 108 7.66 6.02
NBL 0 0.317 �0.003 237 730 6.70 9.86
CBL �0.25 0.406 0.014 419 �319 6.93 11.0
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veer and potential temperature gradient are strongest in the SBL
and weakest in the CBL (Fig. 2b and c). As a result, the total mo-
mentum flux t is smallest in the SBL and largest in the CBL (Fig. 2d).
Table 1 presents various integral boundary layer properties for the
SBL, NBL, and CBL case under consideration. In agreement with the
above observations, the table shows that the turbulence intensity at
hub height increases when the cooling rate is decreased.

3.2. Effect of three-dimensional hill

Fig. 3a shows the vertical time-averaged velocity magnitude
deficit profile created for different downstream locations along the
symmetry axis of the hill (y=h ¼ 0). The figure reveals that due to
flow induction, the velocity in front of the hill is slightly reduced
compared to the reference case without the hill. This induction
effect is very similar to the three thermal stability cases considered
here. The speedup of the flow at the top of the hill increases when
the cooling rate is decreased as the wind shear is weaker for these
cases (see Fig. 2a). On the leeward side of the hill ðx =D¼ 2Þ there is
a pronounced hill wake, and surprisingly we find that the strength
of the hill wake increases when the cooling rate at the surface is
decreased. However, the most interesting phenomenon is the
speedup of the flow for the SBL case at x=D � 4.

Fig. 4 shows the velocity deficit and the turbulence intensity
induced by the hill in the horizontal plane at z=h ¼ 0:75, i.e. at a
height close to the top of the hill. In agreement with Fig. 2b, the
deflection of the hill wake increases when the thermal stratification
is increased. The figure confirms that while the hill wake is sym-
metric in convective conditions, it is strongly asymmetric for the
Fig. 3. Profiles of time-averaged velocity magnitude deficit 2ðUmag;ABL �UmagÞ= Uhþ x=
D for the flow over a three-dimensional hill for (a) y=h ¼ 0 and (b) z= h ¼ 3= 4 and
different downstream locations. The subscript “ABL” denotes the corresponding
reference case without hill.
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SBL case. This asymmetry is caused by the strong wind veer formed
in a SBL, see Fig. 2. This confirms the assumption mentioned above
that it is essential to consider the Coriolis force in thermally strat-
ified flows when simulating the development of wind turbine
wakes near hills. Fig. 4 also shows that the turbulence intensity is
strongly increased in the hill wake, especially for the CBL case.

Figs. 3 and 4 indicate that there is a very pronounced flow
speedup in the SBL case further downstream of the hill. This
speedup is caused by the interaction between the wind veer, the
low level jet, and the vortex shedding caused by the hill. To illus-
trate this, a snapshot of the streamwise velocity is shown in Fig. 5a
and two-dimensional maps of the time-averaged velocity magni-
tude at x=D ¼ 2 (Fig. 5b) and x=D ¼ 6 (Fig. 5c) downstream of the
hill for the SBL case. Just behind the hill, the effect of the hill wake is
very pronounced. However, six turbine diameters downstream
(Fig. 5c) the flow speeds up. The speedup is a result of vortex
shedding created by the hill due to which the right side of the hill
wake ðy =h >0Þ, which has been deflected by the wind veer, en-
trains high-velocity wind from the low level jet. This happens
because the low level jet is located just above the hill due to the
strong, stable stratification. Because of thewind veer, the left side of
the hill wake ðy=h<0Þ is further replenished by the local upstream
flow while the right side is directed further rightwards. As a result,
the left side of the hill wake recovers faster than its right side.

Note that the low level jet has to be just above the hill to see
such a pronounced flow speedup. As there is no low level jet for the
CBL case and the low level jet is too weak and far above the hill for
the NBL under consideration, see Fig. 2a, no appreciable flow
speedup is observed for these cases. However, for the NBL the wind
veer is strong enough to deflect the hill wake such that the wind
turbine does not experience the full hill wake effects.

3.3. Wind turbine performance in flat terrain and behind a hill

Fig. 6 shows the time history of the power output of the stand-
alonewind turbine andwhen thewind turbine is placed behind the
hill for the final hour of the simulation when the quasi-equilibrium
state has been reached. Table 2 presents the time-averaged power
output of the NREL 5 MW wind turbine for the different cases.
Consistent with Table 1 and Fig. 2a, which show that the velocity at
hub height is strongest for the SBL and weakest for the NBL, the
power production of the turbine is highest for the SBL case and
lowest for the NBL case. Furthermore, the table shows that the
standard deviation of the power production is higher for the CBL
case than for the SBL case. This agrees with the trend that the
turbulence intensity at hub height is highest for the CBL case.

Interestingly, for the SBL case, the wind turbine power output is
significantly higher when it is placed behind the hill than for the
reference case without a hill. The reason for this surprising result is
the flow speedup due to kinetic energy entrainment from the low
level jet, see also Fig. 3. Table 2 reveals that the increase in power
production is 24.2% for the case considered here, while also the
power fluctuations are increased. For the NBL case, the wind veer is
strong enough to deflect the hill wake such that the power output
of the downstream turbine is not affected. However, Table 2 reveals
that the normalized power fluctuations of the turbine are increased
by about 60% compared to the reference case without the hill. For
the CBL case, the wind veer is too weak to deflect the hill wake
significantly. As a result of the hill wake effect, the power produc-
tion is much lower, i.e., 34:8%, while the normalized power fluc-
tuations are increased by about 70% compared to the reference case
without the hill, see Table 2.

The actuator line model enables one to investigate the aero-
dynamic loads along the turbine blade, which are plotted in Fig. 7.
Fig. 7c,d show that the aerodynamic lift and drag are nearly the



Fig. 4. Left panels show the time-averaged velocity magnitude deficit ðUmag;ABL �UmagÞ=Uh for flow over a three-dimensional hill compared to the flow without hill at z= h ¼ 3= 4.
The right panels show the corresponding turbulence intensity TI ¼ s=Uh. Top panels: SBL (a), middle panels: NBL (b), lower panels: CBL (c).

Fig. 5. (a) The instantaneous streamwise velocity for flow over a hill in the SBL case. (b, c) The time-averaged velocity magnitude Umag in the indicated downstream planes at (b) x=
D ¼ 2 and (c) x=D ¼ 6 downwind of the hill. The black dashed line represents the shape of the hill and the white arrows indicate the velocity vector field ðV ;WÞ in the plane.

a) b)

Fig. 6. Time history of the power production of the NREL 5 MW wind turbine in the SBL, NBL, and CBL case. Panel (a) shows the results for the stand-alone wind turbine and (b)
when the wind turbine is located behind the hill.

L. Liu and R.J.A.M. Stevens Renewable Energy 175 (2021) 926e935
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Table 2
Time-averaged power production of the NREL 5 MWwind turbine for the stable, neutral, and convective boundary layer cases considered here. P1: power output of the stand-
alone wind turbine; P2 the power output when the turbine is located behind the hill. The corresponding normalized standard deviation (indicated by ‘std’) for the different
cases is also reported.

Case P1 (MW) Pstd1 =P1 (%) Case P2 (MW) Pstd2 =P2 (%) ðP2 � P1Þ=P1 (%)

SBL 1.98 4.0 SBL þ hill 2.46 5.7 24.2
NBL 1.43 8.3 NBL þ hill 1.44 13.3 0.7
CBL 1.64 12.5 CBL þ hill 1.06 21.0 �34.8

Fig. 7. (a) The angle of attack, (b) the normalized axial velocity, (c) the non-dimensional lift, and (d) the drag per unit span along the blade. Dashed lines: the stand-alone wind
turbine case; solid lines: the case in which the turbine is located behind the hill.
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same for the stand-alone turbine and the turbine behind the hill for
neutral stratification. This conclusion is also valid for other blade
variables, e.g., the angle of attack and the axial velocity (Fig. 7a and
b). For the stable case, the axial velocity is increased significantly by
the upstream hill (Fig. 7b) since the wind veer turns the hill wake
away and the low level jet just above the hill is entrained into the
hill-shade region. As the angle of attack is also increased slightly by
the upstream hill (Fig. 7a) the aerodynamic loads (Fig. 7c,d) and the
resultant power production (Fig. 6) are increased accordingly. In
contrast, for the convective case, the axial velocity is decreased
significantly by the upstream hill (Fig. 7b) since thewind veer is too
weak to turn the hill wake away. As a result, both the angle of attack
(Fig. 7a), the aerodynamic loads (Fig. 7c,d), and the power pro-
duction (Fig. 6) are reduced correspondingly.

The results in Fig. 7 confirm that the mean blade quantities are
not affected by the upstream hill for the neutral case as the hill
wake is deflected. However, it is essential to note that Fig. 8 shows
that the increased turbulence intensity created by the upstream hill
leads to increased fluctuations in the normalized axial velocity and
wind angle at the blades. Due to these stronger velocity fluctua-
tions, the normalized lift and drag force fluctuations also increase.
Moreover, this increase in the lift and drag force fluctuations ex-
plains the increased power fluctuations, see Fig. 6 and Table 2. The
increased fluctuations in the normalized forces experienced by the
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blades suggest that the turbines are experiencing higher fatigue
loading, which could pose hazardous structural threats to wind
turbine blades. For this case, the thrust fluctuations increase by
about 75%, while the normalized power fluctuations increase only
60%. This indicates that normalized power fluctuations may not
fully reflect the increase in the force fluctuations to which the wind
turbine blades are exposed.

Thermal stratification can also affect the development of the
wind turbine wake. To illustrate it, Fig. 9 shows the normalized ve-
locity deficit in the lateral cross-sectional planes at
ðx�xtÞ=D ¼ 1;3;5 downwind of the turbine. In the SBL the wake is
strongly skewed due to thewind veer. Thewake is strongest near the
top of the rotor swept area as the wind speed near the rotor top is
significantly higher than closer to the ground, see Fig. 2a. As the
nacelle has not been included in the simulations, the wake deficit in
the wake center is smallest in the near wake (ðx � xtÞ=D ¼ 1), see
Fig. 9a. However, further downstream thewake deficit is strongest in
thewake center, see Fig. 9a at ðx� xtÞ=D ¼ 5: Thewake development
under neutral conditions is similar to what is discussed above for the
SBL. However, an important difference is that the tilt of the wind
turbine wake is less pronounced as wind veer for the neutral case is
less than for the SBL, see Fig. 2b. For convective conditions, the wake
is almost symmetricwith respect to thewake center at ðx�xtÞ=D ¼ 1
(Fig. 9c) as there is almost no wind veer, see Fig. 2b.



Fig. 8. Mean and standard deviation (indicated by the vertical bars) of (a) the angle of attack, (b) the normalized axial velocity, (c) the non-dimensional lift, and (d) the drag per unit
span along the blade.

Fig. 9. Contour plots of normalized velocity deficit ðUABL;mag �UmagÞ=Uh in the vertical ðy; zÞ planes at ðx�xtÞ=D ¼ 1;3; 5 downwind of the NREL 5 MWwind turbine under (a) stable,
(b) neutral, and (c) convective atmospheric stability. Here UABL;mag indicates the reference flow without wind turbine, xt is the streamwise location of the turbine, and the dashed
circle indicates the location of the upstream turbine.
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Fig. 10. Contour plots of normalized velocity deficit ðUhill;mag �UmagÞ=Uh in the vertical ðy; zÞ planes at ðx�xtÞ=D ¼ 1;3;5 downwind of the NREL 5 MW wind turbine under (a)
stable, (b) neutral, and (c) convective atmospheric stability. Here Uhill;mag denotes the mean velocity magnitude of the reference flow over the hill without the turbine, xt is the
streamwise location of the turbine, and the dashed lines indicate the location of the upstream hill and turbine.
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Fig. 10 shows the corresponding wake maps for the cases in
which the turbine is placed behind the hill. A comparison with
Fig. 9 reveals that effect of the hill wake on the near wake of the
turbine is limited. However, further downstream ðx�xtÞ= D � 3 the
influence of the hill on the wake development becomes more
noticeable as the wakes recover faster than for the case without hill
due to the increased mixing that is induced by the hill wake. This
effect is most pronounced for the CBL case.
4. Conclusions

The effect of a three-dimensional hill on the performance of a
wind turbine located six turbine diameters downstream of the hill
is studied using state-of-the-art large eddy simulations. Three
different thermal stratifications are considered, namely, stable,
neutral, and convective atmospheric conditions. The results show
that it is crucial to account for the Coriolis-induced wind veer when
simulating the development of wind turbine wakes in the vicinity
of a hill. The wind veer can significantly deflect the hill wake.
Furthermore, the vortex shedding induced by the hill can result in
the entrainment of the high-velocity wind from the low level jet to
the turbine area. This can result in an unexpected increase in the
turbine power production compared to the reference case without
hill.
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It is shown that the hill wake significantly increases the wind
turbine power fluctuations, even when the turbine is not directly
located in the hill wake, which is the case for the neutral boundary
layer case considered here. The increased turbulence intensity by
the hill results in increased velocity fluctuations along the blades.
These stronger velocity fluctuations at the blades lead to higher
fluctuations in the lift and drag forces experienced by the blades.
For the neutral boundary layer case, the power fluctuations in-
crease by 60%, while the increase in the thrust fluctuations is 75%
due to the hill induced turbulence. This increase in the normalized
lift and drag force fluctuations to which the blades are exposed
suggests that the turbines experience higher fatigue loading. It is
shown that the increase in the power fluctuations may not fully
reflect the increase in the local forces experienced by the blades,
and more research to investigate this effect further is required.
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