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Optimal Thermal Actuation for Mitigation
of Heat-Induced Wafer Deformation
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Abstract— An important step in the production of integrated
circuits is the projection of the pattern of electronic connections
on a silicon wafer. The light used to project the pattern moves
over the wafer and induces a local temperature increase. The
resulting thermal expansion of the wafer leads to a significant
reduction in the imaging quality of next-generation wafer scan-
ners. Thermal actuators that move together with the projection
light can be used to improve the imaging quality. Because the
placement of these actuators largely determines the performance
of the resulting control system, a method to support the design of
an effective thermal actuator layout is presented. The proposed
method computes the smallest actuation heat load that consists
of a single spatial shape and respects certain constraints on
wafer deformations. A gradient-based optimization algorithm
is presented to compute the optimal actuation heat load. The
proposed method is applied to a wafer heating problem for
which the resulting shapes of the actuation heat load have a
clear physical interpretation.

Index Terms— Optimal control, quadratic state constraints,
thermal actuation, wafer heating.

I. INTRODUCTION

HOTOLITHOGRAPHY is a crucial production step in

the production of integrated circuits (ICs). During the
photolithography process, a light source projects a pattern
of electronic connections onto a silicon wafer coated with a
photoresist. The pattern is not projected on the whole wafer at
once but only in a small area, called the slit, that moves over
the surface of the wafer (see [1]). The light used to project
the pattern causes a local temperature increase and thermal
expansion of the wafer, which leads to a deteriorated imaging
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quality. With the critical dimensions of the projected pattern
approaching the subnanometer range, this process has a signif-
icant impact on the quality of the produced ICs (see [2]-[4]).

The deterioration of the imaging quality due to wafer heat-
ing can potentially be mitigated by moving thermal actuators
that are placed above the wafer. The design of a thermal
actuator layout is an important but nontrivial task which is
critical for the performance of the resulting control system.
One difficulty is that the designed thermal actuator layout
should be able to reduce the wafer deformations in the slit
below a certain level by using only a small amount of heating
power. Furthermore, many types of thermal actuators can only
heat or cool. Therefore, deciding which areas should be heated
and which should be cooled is an important design decision.

The design of such a thermal actuator layout can be consid-
ered as an input selection problem which has been considered
in many publications (see [5]-[8]). Because there is a priori
knowledge about the heat load generated by the exposing light,
methods that can use this information are most natural for this
problem. The first of these methods has been proposed by
Al-Sulaiman and Zaman [9] and by Cao et al. [10]. For every
input set, both methods evaluate a quadratic cost function
similar to the one used in the linear-quadratic tracking (LQT)
problem (see [11]). An advantage of this approach is that input
constraints can be included.

The main problem with the approach in [9] and [10] is that
the physics of the problem is essentially governed by partial
differential equations (PDEs) which means that there is a very
large number of possible actuator layouts, even after spatial
discretization by, for example, the finite-element (FE) method.
Therefore, evaluating the cost function for every input set is
computationally intractable. More efficient algorithms can be
obtained by changing the problem formulation. An example of
this are the results of Stadler [12] who showed for (time inde-
pendent) elliptic PDEs that adding an L!-control cost to the
classical LQT cost promotes sparsity of the resulting optimal
control, i.e., it results in a (time independent) optimal control
that is zero in large parts of the domain and, thus, gives a good
indication of effective actuator locations. Herzog et al. [13]
later extended this idea to the control of parabolic PDEs where
an additional L'-type cost promotes the directional sparsity
of the resulting control, i.e., it results in time and spatially
dependent controls that are zero for all time in large parts of
the domain. Kunisch et al. [14] further modified the problem
formulation slightly to enable the design of point actuators for
parabolic PDEs. This framework was extended by Boulanger
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and Trautmann [15] to design point actuators for the 1-D
Korteweg-de-Vries-Burgers equation.

A problem setting closely related to the results in [12]
and [13] is considered in the works of Privat et al. [16]
and Kalise ef al. [17]. In both articles, an optimal actuation
restriction problem is studied, i.e., the question “if actuation
can only be applied in a certain fraction of the considered
spatial domain, actuation in which area of the domain is
most effective?” is answered. In [16], an analytic solution for
1-D parabolic equations with probabilistic initial conditions is
derived, and in [17], a gradient-based optimization algorithm is
proposed and applied to 2-D problems. It is worth mentioning
that the approach in [16] can also be used to find an optimal
shape for the actuation heat load. In contrast to the optimal
actuation restriction problem, actuation can now be applied in
the whole design domain but is required to have a fixed shape
of which the intensity varies over time. However, the shapes
obtained from the method in [16] are designed under prob-
abilistic initial conditions, which means that the available
information about the disturbance in the wafer heating problem
cannot be used in this approach. It is worth mentioning that
the optimization of a single-shape actuation heat can also be
considered as a combined plant and control design problem
(see [18] and [19]). In this setting, the actuation heat load is
viewed as part of the plant, and only the intensity is considered
as a control input.

None of the above-mentioned PDE-oriented approaches
addresses how the designed actuation heat load should be
realized by physical actuators. In particular, the following
difficulties arise when these approaches are applied to the
wafer heating problem. First of all, most existing thermal
actuators are not suitable to realize controls with high (direc-
tional) sparsity that are concentrated near a few points in the
spatial domain. This is even more problematic because most
of these approaches allow the spatial shape of the control to
vary over time inside the (small) regions where the control is
concentrated. An actuator layout that can create such controls
would, thus, require a high density of small thermal actuators
in these regions, which is even harder to realize in reality. Sec-
ond, there is the problem that thermal actuators can typically
only heat or cool, which makes deciding where heaters and
where coolers are placed an important aspect of the design
of a thermal actuator layout. This problem is not addressed
by the methods mentioned earlier. Third, the relation between
the weightings in the cost function and the achieved imaging
quality is not easily determined. In practice, the designer needs
to meet a certain performance, i.e., the deformation on the
wafer surface needs to be below a certain tolerance. However,
tuning the weights in the LQT cost function such that this
goal is achieved is not straightforward and will require many
iterative designs.

Because of the first difficulty, the design of controls with
directional sparsity is not considered in this article. Instead,
the focus is on the computation of the optimal actuation heat
load that consists of a single shape which leads to controls that
are distributed over larger areas in space, and therefore, easier
to realize by thermal actuators. This problem formulation
also has the advantage that, at least when the corresponding

intensity does not change sign, the shape of the actuation heat
load can give a good indication of where heaters and coolers
should be placed. Therefore, this approach also presents a
way to address the second difficulty. The third difficulty is
addressed by formulating the required imaging quality as
a constraint. This leads to a state-constrained optimization
problem and, to the best of our knowledge, such problems
have always been studied without state constraints. It should be
noted that the presented approach will not describe, just as the
all other previously mentioned PDE-oriented approaches, how
the designed actuation heat load should be realized by thermal
actuators. However, for the considered wafer heating problem,
the shape of the actuation heat load computed by our approach
gives a good indication about the choice and placement of
actuators that could approximately realize this shape.

In this article, a method to compute the shape and cor-
responding (scalar) intensity of the smallest actuation heat
load preserving certain input and state constraints is presented.
A gradient-based optimization algorithm is used to find the
optimal shape and intensity simultaneously. The method is
applied to a 2-D thermomechanical wafer heating model. The
obtained shape of the actuation heat load clearly indicates
where heaters and coolers should be placed and have a clear
physical interpretation.

The remainder of this article is structured as follows.
In Section II, the wafer heating physics is described, and the
optimization problem for the actuation heat load is formulated.
In Section III, the FE discretization and optimization procedure
are discussed. In Section IV, the resulting actuation heat loads
are presented and compared with free-shape solutions of the
optimal control problem that are not required to consist of
a single shape. Finally, in Section V, the conclusions are
formulated and discussed.

II. MODELING AND PROBLEM FORMULATION
A. Wafer Heating Model

The wafer is a thin silicon disk, typically with a radius
of 300 mm and a thickness of 0.7 mm. When the wafer is
exposed to the projection light, it is placed on a water-cooled
supporting structure which is assumed to have a constant
temperature 7. Because the wafer is thin, the temperature
variations along the thickness are negligible and the temper-
ature field in the wafer can be considered to be a function
of the in-plane Cartesian coordinates (x,y) and time ¢ only.
The temperature increase in the wafer 7" w.r.t. the temperature
of the supporting structure 7y is the solution of the 2-D heat
equation
oT o*T  0°T
pCHE:kH(w—Fa—yQ)_hCT_‘_Q (1)
where p [kg/m3], ¢ [J/kg/K], k [W/m/K], and H [m] are
the mass density, specific heat capacity, thermal conductivity,
and thickness of the wafer, respectively, h. [W/m?/K] is the
thermal conductance between the wafer and the supporting
structure, and Q = Q(x,y,t) [W/m?] is the heat load that
results from the projecting light and from actuation, that is,

Q = Qexp + Qact (2)
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Fig. 1. Heat load (red) that is applied to the wafer (gray).

where Qexp = Qexp(T,y,t) is the heat load resulting from
the light that projects the pattern of electronic connections on
the wafer and Qact = Qact(,y,t) is the actuation heat load.
Note that convective and radiative heat transfers are negligible
compared with the heat conduction to the supporting structure.
It is assumed that the wafer temperature is initially equal to
the temperature of the supporting structure 7T, i.e., the initial
condition is T'(x,y,0) = 0. The spatial domain (z,y) € R?
is considered to be infinite.

The heat load Qexp is induced by the light that projects the
pattern of electronic connections on the wafer and has a power
Poxp [W] which is uniformly applied over the slit (g, C R?
(the red area in Fig.1 with length L and width W). During
the exposure of the wafer, the light source consecutively scans
about 100 rectangular areas on the wafer, which are called
fields. The scanning of a single field is considered. During the
time interval ¢ € (0,t.) in which a single field is scanned,
the slit moves with a constant velocity v in the positive
y-direction

QeXp (37; Y, t) = Bexp (ma y—= Ut)ue)cp (t) (3)

where Bexp(z,y — vt) [1/m?] and uexp(t) [W] are the shape
and intensity of the expose load, respectively. In particu-
lar, the shape Bexp(z,y — vt) equals 1/LW when = €
[-L/2,L/2] and y — vt € [-W/2,W/2] and zero otherwise,
and the intensity Uexp(t) = Pexp is constant. Note that the
assumption of an infinite spatial domain limits our analysis to
fields that are not close to the wafer edge. This assumption
is valid for the majority of fields on the wafer (see [1]). The
actuation heat load ,c; will be discussed in Section II-B.
Because the considered domain is infinite and the applied
heat load is moving, it is convenient to consider a moving
coordinate system (x,(,t) = (x,y — vt,t) in which the
shape of Qexp is fixed. Let TW(z,y,t) and QW (z,y,1)
denote the temperature field and applied heat load expressed
in (z,y,t)-coordinates as in (1). The temperature field
T (x,¢,t) and applied heat load Q(©)(z,(,t) expressed
in (x,(,t)-coordinates are then equal to TW)(x,¢ + vt,t)
and QW) (z,¢ + vt,t), respectively. It can be shown that
T(x,¢,t) =T (z,(,t) satisfies (see [20, Ch. 11])

aT oT o*T  0°T

with Q(x,¢,t) = Q) (x,¢,t). In particular, the heat load
induced by the expose load Qé%(x, y, 1) in (3) becomes

QL (2, ¢, 1) = Bexp(, ) ttexp (t). )

In the remainder of this article, only the (z,(,t)-coordinate
system will be used and the used coordinate system will
no longer be indicated, T = T'(z,(,t) = T (x,¢,t) and
Q = Q(x,¢,t) = Q(x,¢,t). Note that the origin of the
(z, ¢)-coordinate system is at the center of the slit (see Fig.1).

The mechanical model used to predict the resulting in-plane
displacement field is based on linear strain-displacement rela-
tions and the plane-stress relations for an isotropic material.
It is assumed that inertia effects are negligible, which is a
standard assumption in thermomechanical models (see [21]).
The resulting model in (-coordinates takes the form

BH (0%, \1-vd*d, 1+vdd\ ,
1—v2 \ 0z 2 0C? 2 0xd¢ o
oFH 0T
T 1-vox ©
EH (d; 1-v&d; 1+v %,
1—v2 \ 0¢? 2 Ox? 2 0xz0¢
oFH 0T
1o (7

where d, = dy(z,(,t) [m] and de = d¢(x,(,t) [m] are
the displacement field components in the x- and (-directions,
respectively, F/ [N/m?], v [—], and « [1/K] are the Young’s
modulus, Poisson’s ratio, and coefficient of thermal expansion
of the wafer, respectively, and k, [N/m?] represents the shear
stiffness of the supporting structure per unit area.

The applied actuation heat load should compensate the light-
induced heat load Qo such that a sufficiently good imaging
quality is attained. This is achieved when the deformation in
the slit is below a certain threshold dg)¢. It is, thus, required
that for all (z,() € Qe

d2(x,¢ 1) + di (2, (1) < 63 (8)

The applied actuation heat load should also prevent slip
between the wafer and the supporting structure, which means
that the displacement in the whole wafer surface should be
below the threshold dgip. It is thus required that for all
(2,¢) € R?

dz (2, ¢, 1) + d(2,¢ 1) < 0y ©)
It will be convenient to write (8) and (9) as one inequality

d2(2,C,t) + di (2, t) < dopay(2,C)

where dmax(x, () = min{dgit, dgiip } When (z, () € Qg and
dmax (2, () = ds1ip otherwise.

Finally, the constraint (10) should be achieved by the small-
est possible actuation heat load. In particular, it is required that
the actuation heat load has minimal (squared) L?-norm

Jo = /Ote //R Q2 (x,C, ) da d( dt.

In short, the cost functional Jy in (11) should be minimized
over the actuation heat loads Q.ct(z,(,t) that result in a
displacement field for which the constraint (10) is satisfied.

(10)

Y
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B. Actuation Heat Load

The heat load @, should be realized by a layout of thermal
actuators. The case where thermal actuators are placed above
the wafer is considered. Because of the current design of
wafer scanners where the wafer is placed on a stage that
moves underneath the expose light (see [22]), it is most natural
to assume that these actuators are fixed to the machine frame.
This means that their absolute speed is zero and that their
relative speed w.r.t. the wafer is the same as the relative speed
of the expose load. To get insight in an effective placement
of actuators, it is required that the actuation heat load has a
fixed shape in the moving (z, ¢)-coordinate system, that is,

Qact (2, ¢, t) = B(z, Qu(t) (12)

where B(z,¢) [1/m?] and u(t) [W] are the shape and intensity
of the actuation heat load, respectively. It is not possible
to apply thermal actuation in the area where the pattern is
currently projected because the required thermal actuators
will block the projecting light source. Since the light source
projects the pattern in the area Qg C R?, we, thus, require

B(z,() =0, for (z,¢) € Q. (13)

Note that this constraint prevents to have Quct = —Qexps
i.e., the situation where the actuation heat load cancels the
expose load, which would lead to d,(z, (. t) = d¢(x, ¢, t) = 0.
The results in Section IV will demonstrate that there are
values of dgis and dgp for which there is no actuation
heat load such that (10) and (13) are satisfied. Furthermore,
an important aspect of the design of a thermal actuator layout
is that thermal actuators can typically only heat or cool.
By requiring that the intensity «(¢) is nonnegative, that is,

u(t) >0 (14)

it is clear that areas where the designed shape of the actuation
heat load B(z, () is positive should be heated and that areas
where B(z, () is negative should be cooled.

Note that the representation (B(z, (), u(t)) of Qact(z,(,t)
in (12) is clearly nonunique: if (Bo(x,(,t),uo(t)) is a repre-
sentation satisfying (14), then the same actuation heat load
Bo(z,{)up(t) can be represented by (8Bo(x,(),uo(t)/H)
for any 8 > 0. This nonuniqueness can be removed by
normalizing the shape of the actuation heat load B(x, () such
that is has unit L!-norm, that is,

//R Bz, ¢)| da d¢ = 1.

Note that this normalization is consistent with B(x, ¢) having
the unit [1/m?] and u(¢) having the unit [W]. In addition, note
that this normalization and the constraint on the sign of w(t)
in (14) gives wu(t) the interpretation of total applied actuation
heat, that is,

15)

ult) = / / |Quer (€. 8)] da d. (16)
R2

It is now clear that the constraint on wu(t) in (14) and

normalization of B(z,() in (15) make the representation

of a single-shape actuation heat load B(z,()u(t) unique.

Note that this (obviously) does not imply that the optimal

single-shape actuation heat load will be unique. To simplify
the optimization algorithm, the normalization (15) will not
be enforced during the optimization process but is only
applied afterward to obtain results that easier to interpret
and compare.

Finding a solution to the obtained optimization problem
is not trivial because of the nonlinear constraint on the
resulting displacements in (10) and because of the combined
optimization of the shape and intensity of the actuation heat
load in (12). The first problem will be addressed by the two-
step solution procedure described in Section II-C. The second
problem will be addressed by the optimization algorithm in
Section III.

C. Two-Step Solution Procedure

Because the nonlinear state constraint as in (10) leads
to a difficult (and possibly infeasible) optimization problem,
a two-step optimization procedure is proposed, in which two
considerably simpler optimization problems that only involve
linear input constraints need to be solved. In the first step,
it is attempted to find an actuation heat load @,c¢ for which
the constraint (10) is satisfied. Note that depending on the
values of dgi; and dgip such a solution might not exist and
that it is not trivial to find such a solution. In the second step,
the admissible solution found in the first step is used as a
starting point for the minimization of the cost functional .Jy
in (11) subject to the constraint (10).

1) Finding an Admissible Solution: To find an admissible
solution, i.e., an actuation heat load that respects the constraint
(10), the following penalty functional is considered:

te
S :/0 //}R [d2 (2, ¢, 1) + d2(w,C 1) — 2 (2, O)]

xde d¢ dt (17)
where the function [ - |* : R — R is defined by
h >
[a]+: a, w ena-_O (18)
0, otherwise.

Note that the integrand only contributes to the value of .J;
when d2(z,¢,t) + dZ(z,(,t) — d7(2,() > 0, so when
the maximally allowed displacement in (10) is exceeded.
In addition, note that J; > 0 always and that if J; = 0,
the maximally allowed displacement dy,ax(x,() is not
exceeded. An admissible solution can, thus, be found by
minimizing J;.

Note that J; is convex (but not strictly convex) in the
displacement field components d,; and d¢, and that by linearity
of (4), (6), and (7), J1 is also convex in the applied heat load
Qact- This implies that varying B(z,() while keeping u(t)
fixed and varying u(t) while keeping B(z,() fixed cannot
decrease .J; further than the value of .J; at a local minimum
(see [23]). However, the simultaneous minimization of J; over
B(z,¢) and wu(t) is nonconvex. It is, therefore, possible that
an admissible solution exists even if a (local) minimum with
J1 > 0 is found.
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2) Finding the Optimal Solution: In case an admissible
actuation heat load Quet(z,(,t) = B(x,{)u(t) has been
found, it has been established that the admissible set is
nonempty. The problem that remains is finding the point in
the admissible set for which the L?-norm in (11) is minimal.
Since a point in the admissible set has already been found, it is
natural to use this as a starting point for our search. The non-
linear state constraint (10) is preserved during the iterations by
the barrier function method (see [24]). The barrier functional
is defined as J, = oo when the constraint (10) is not satisfied
for any (z,¢) € R? and 0 < t < t, and otherwise as

I

x da d¢ dt

@2, (@, €) ’
1+
d?nax(xa C) —d% (J), Cv t) —d%(.]?, C) t)
(19)

where the power p > 1 can be tuned. The term “—1" assures
that Jo = 0 when d,(z, (,t) = d¢(z, ¢, t) = 0. The constraint
(10) is preserved during iterations by minimizing

Jo +wls (20)

where w > 0 is a weight that can be tuned. The tuning of
the power p and the weight w is discussed in Appendix A.
It follows that Jy + wJs is strictly convex in the actuation
heat load Q,c¢. Minimizing Jy + wJs for a fixed shape of the
actuation heat load B(z, ¢) yields, therefore, a unique optimal
intensity w(t), and minimizing Jy 4+ wJy for a fixed intensity
u(t) yields a unique shape of the actuation heat load B(x, ()
(see [25, Proposition 10.6]). Whether the optimal single-shape
actuation heat load B(x, {)u(t) is unique has not been proven,
but the numerical results in Section IV suggest this is the case.

III. SPATIAL DISCRETIZATION AND OPTIMIZATION
A. Finite-Element Method

The FE method (see [26]) is used to solve the thermal
model (4) and the thermomechanical model (6) and (7), which
enables the computation of the cost functionals Jy, J1, and J
in (11), (17), and (19), respectively. Note that the considered
problem in Fig. 1 is symmetric in x = 0. Therefore, only
the domain = > 0 is considered and symmetric boundary
conditions (07 /0x = 0) are applied at = 0.

For the thermal model (4), the temperature field T'(x, (, )
is expressed as a linear combination of FE shape functions as

T(x, ¢, t) = N(z, ()0(t) 2D

where N(z, () is the (row) vector of (linear) FE shape func-
tions, and 0(t) is the (column) vector of nodal temperatures.
The actuation heat load @Q,.¢ of the form (12) is expressed as

Qact(xv C? t) = N((L’, C)Bu(t)

where B is the (column) vector with the nodal values of the
shape B(z, () of the actuation heat load in (12). Note that the
shape functions N (z, ¢) will describe the temperature field in
a bounded domain, so that this step involves the truncation
of the infinite domain z > 0 to a bounded domain 2 which

(22)

should be chosen large enough to accurately approximate the
solution on the infinite domain.

For the thermal FE model, all edges of the bounded domain
Q are perfectly insulated, i.e., 97/0n = 0 on the edge 0f2,
where n is the normal to the edge. A Galerkin discretization
of (4) with this boundary condition that also incorporates the
constraint (13) takes the form

EO(t) = AO(t) + Bexptiexp(t) + EgBu(t)  (23)
with initial condition 6(0) = 0 and
E, = / / N'N dz d¢, E=pcHE, (24)
Q
Bexp = / / N Beyxp dz dC (25)
Q
Eg = / / NN dz d¢ (26)
Q\Qslit

where the dependence of N(z, () and Bexp(x, () on x and ¢
has been dropped. Here, E is the heat capacity matrix. The
heat conduction matrix A is given in Appendix B. Note that
the constraint (13) is incorporated in the matrix Eg.

The mechanical FE model uses the same shape functions
as the thermal FE model. The displacement field components
de(z,¢,t) and d¢(z, ¢, t) are, thus, approximated as

do (2, ¢, t) = N(z, ()da(t),  de(,¢,t) = N(z, ()dc(t)
27)

where d;(t) and d¢(t) are the (column) vectors of nodal
displacement field components in the x- and (-directions,
respectively. Application of the Galerkin method to (6) and (7)
based on the expressions for T'(x, (,t) in (21) and the expres-
sions for d(x, ¢, t) and d¢(z, ¢, t) in (27) (with free boundary
conditions, i.e., no external force is applied at the edges) yields

Kd(t) = LO(t) (28)

with K the stiffness matrix, L the thermal load matrix, and

d(t) = {dﬂ” (t)] . (29)

dc(t)
Explicit expressions for K and L in terms of the FE shape
functions N(z, ¢) are given in Appendix B.

At the edge » = 0, a symmetric boundary condition is
needed, which means that the displacement in the x-direction
is zero and the displacement in the (-direction is free. In the
FE model, this means that the entries of d.(¢) in (27)
that correspond to nodes on the line x = 0 are zero. The
mechanical degrees of freedom (DOFs) d(¢) in (29) can, thus,
be partitioned into free DOFs d¢(¢) and constrained DOFs
d.(t), where the constrained DOFs are zero, i.e., d.(t) = 0.

It follows that there exists a Boolean matrix S such that
de(t) = Sd(t), d(t) =S"dg(t). (30)

Inserting the second identity in (28) and multiplying the
resulting equation by S yields an equation for the free DOFs

SKS'd;(t) = SLO(t). (31)
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Solving this equation for d¢(¢) and inserting the result back
into the second identity in (30) yields an expression for
the nodal displacements in which the symmetric boundary
condition is considered

d(t) = [‘;Zgg] — ST(SKST)"'SLO(1).

(32)
The discretization of the cost functional Jy in (11) is made
based on the expression for Q.ct(x, ¢, t) in (22), which yields

te

Jo = / u(t)BT EqBu(t) dt (33)
0

with Eg as in (24). The nonquadratic cost functionals J; and
Jo are discretized by nodal interpolation. This means that a
scalar nonlinear function f(z, () on the domain (x,¢) € R? is
approximated in terms of the FE shape functions N(z, () by
N(x, ¢)f, where f is a vector containing the nodal values of
f(z,¢) at the nodes of the FE mesh. The integral of f(x,()
over (z,¢) € R? is then approximated as

J[ 1.0 do ac
~ //Q N(z, O)f da d¢

= // 1"N" (z,O)N(z,O)f dr d¢ =1"Eof  (34)
Q

where 1 is a column vector of ones. For the second identity,
it is assumed that N(z,{)1 = 1 for all (z,{) € . This
assumption is satisfied for standard Lagrangian FE shape func-
tions N(z, ¢) (see [26]). The nonquadratic cost functionals J;
and J> in (17) and (19) are, thus, discretized as

te
Ji = / 1T Eo[d2(t) + dZ(t) — az,. )" dt (35)
0

te
Jo = / lTEo
0

where the operations [ - |7, (- )2, [ - ], and -/- are applied
componentwise, and d,,ax is a vector containing the values of
dmax(x, ) in the nodes of the FE model.

T @) a0 —1|dt (36)

max

B. Sensitivity Analysis

As discussed in Section II-C, two optimization problems
need to be solved. In the first optimization problem, the cost
functional is J = .J; and in the second optimization problem
the cost functional is J = Jy + w.J>. In this section, the com-
putation of the gradients of these cost functionals w.r.t. the
discretized shape of the actuation heat load B and the intensity
u(t) is discussed. These will be used in the gradient-based
optimization procedure in Section III-C.

The computation of the gradient w.r.t. the intensity u(t) is
based on the following well-known result. Consider a cost
functional of the form

J=J(Bu) = / (FOW) +gBLult) dt (T)

where the state 0(t) depends on B and wu(t) through (23).
The gradient V,,J(B,u) is defined by the property that for
any variation (t) of u(t), it holds that

B u) —J(B
(V. (B) ), = limg T BT D = B 1)

(38)

where ( - - ), is the inner product on the space of intensities

te
(ug (), u2(t))u :/ uy (t)ug(t) dt. (39)
0
The gradient V,,J (B, u) can be computed based on the adjoint
state (t) (see [11] and [27])
0

(Vud (B,u))(t) = BT Enp(t) + 5 (B, u(t))
where dg/0u denotes the partial derivative of g w.r.t. its sec-
ond argument and ¢(t) is the solution of

5 T
“ET(0) = ATelt) + (G50) . w(t) =0 @D

(40)

Note that the gradient V,,J(Bg, uo) is now computed in the
following steps: 1) compute (¢) as the solution of (23) with
B = By and u(t) = ug(t); 2) compute ¢ (t) from (41) with
0(t) = 6o(t), B = By, and u(t) = uo(t); and 3) compute
VJ(Bo,ug) from (40) with ¢(t) = ¢y(t), O(t) = Oo(t),
B = By, and u(t) = ug(t). In addition, note that the solution
of (41) is computed by integrating backward in time starting
from the final condition ¢(t.) = 0.

The cost functionals J = J; and J = Jy + wJy with Jg,
J1, and Js as in (33), (35), and (36) are written in the form

J=J(Bu) = / FA) + oBou@) dt @)

where d(t) is the vector of nodal displacements resulting from
B and u(t), i.e., d(t) is computed by solving 8(t) from (23)
and then d(¢) from (32). Note that (42) can be written in the
form (37) by setting

f(6(t)) = f(ST(SKST)"'SLO(1)). (43)
In particular, it follows that
05 _0rod _ ﬁST(SKST)*SL. (44)

00 0d oo  od
Using (44), (41) can now be expressed in terms of the function
f instead of f so that the gradient of the cost functional (42)
can also be computed based on the adjoint state. Explicit
expressions for f, g, 0f/0d, and dg/0u when J = J; or
J = Jy + wJy are given in Appendix C.
Similarly, the gradient Vg J(B,u) is defined by the prop-
erty that for any variation B of B, it holds that

= B +¢B,u) — J(B
<VBJ(B,u),B>B:hn%J( +¢eB,u) — J(B,u)

(45)
€

where ( - - )p is the inner product on the space of actuation
heat load shapes (which are parametrized by their nodal values
according to (22)) defined by

(B1,Bs)5 = B E¢Bo. (46)
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In Appendix D, it is shown that the gradient of a cost
functional J w.r.t. B of the form (37) can be expressed in
terms of the adjoint state ¢(¢) that satisfies (41) as

VsJ(B,u) = E; 'Ep /0 o(t)ult) di

+E—1/te (ﬁ(B u(t)))Tdt 47)
o Jo \oB"’ '

The procedure to compute Vg.J(B,u) is similar to the pro-
cedure to compute V,,J(B,u) described earlier. Using (44),
this result can again be applied for J = J; and J = Jy+wJs
which are of the form (42). Explicit formulas for dg/0B are
given in Appendix C.

C. Optimization Algorithm

With the actuation heat load that consists of a single shape
as in (22), both the shape of the discretized actuation heat load
B and the intensity u(?) need to be optimized. Since .J; and
Jo+wJy are convex in u, minimizing J(B, u) over u for fixed
B yields a unique minimal value of .J, although the minimizer
u is not necessarily unique (see [23]). The function .J (B) =
min, J(B,u) is, thus, well defined. A possible approach
is to minimize J(B) over B. One can easily verify that
J(B) = J(#B) for any 8 > 0. This scaling freedom can be
removed by normalizing B, e.g., using (15) or by requiring that
|B||% = (B,B) s = 1. In the latter case, .J(B) is in fact min-
imized over the Stiefel manifold, on which there are typically
multiple local minima (see [28] and [29]). Another disadvan-
tage of this approach is that every evaluation of J (B) requires
the solution of an optimal control problem, which is costly.

We, therefore, use a different approach in which the shape
B and intensity u(t) of the actuation heat load are updated
alternately. In this way, it is prevented that a lot of time is
spent on the computation of the optimal intensity u(t) for a
suboptimal shape of the actuation heat load B, which typically
happens when the minimization of .J(B) is considered. The
resulting algorithm takes the following form.

1: Initial guess B(®) and u(9) # 0
22 k=0
3: while k <max_iters do

4: B+ = UpdateB(B®), u(*))

s: uPt) = UpdateU(BF+D) (k)

6: if Converged(B*), B+:+1) (k) 4 (k+1)y then
7: return (B(F+1) 4 (k+1))

8: end if

9: k=k+1

10: end while

Here, B(®¥) and «(*)(¢) denote the kth iterate of B and
u(t), respectively, max_1iters denotes the maximum number
of iterations, “UpdateB” and “UpdateU” represent the update
schemes for B and u, and “Converged” represents the method
that checks for convergence. The methods “UpdateB,  “Upda-
teU, ” and “Converged” will be elaborated in the following.

Note that it is possible to choose the initial guess B(®) =0
but that the initial guess u(®) must be nonzero because

otherwise V.J(B(®),4(?)) = 0, which leads to a problem in
“UpdateB” in line 4. Swapping lines 4 and 5 such that first u is
updated and then B is updated leads to an algorithm in which
the initial guess u(?) can be zero and B(®) must be nonzero.
However, this form is not presented here because it is easier
to generate an initial guess for u(¢), which depends on one
variable, than for B, which represents a function depending
on the two spatial variables (z, () and because the considered
examples have shown good convergence starting from the
initial guess B(®) = 0. It is recommended to use an initial
guess u(?) that satisfies u(?)(t.) = 0 because u(t.) = 0 must
hold at the minimum of J.

The update procedure “UpdateB” in line 4 of the algo-
rithm updates the current iterate B(*) in the direction of the
gradient

B*+) = B®) _ ppvgJ(B® k), (48)
The stepsize hg > 0 is estimated based on a quadratic
approximation of .J(B®*+1 4(*)) around hg = 0

)1 ,
JBHD 0 :J(B(k),u(k))+h(;g‘)+§h2H1(3k) (49)

with Ggﬁ) _ —<VBJ(B(k),u(’“)),VBJ(B(k’),u(k)»B and

o2 , ,
HY = W[J(B(k) + hVJ B w®)) utN],_. (50)

The computation of H1(3k) is discussed in Appendix E. The
stepsize hp can now be estimated by minimizing the RHS
of (49), which leads to hpopt = —G& /HY) . Since the
considered cost functions are not quadratic, the expansion
in (49) is an approximation and there is no guarantee that this
choice indeed leads to a decrease in the cost function J. If an
increase is observed, the step size is halved until a decrease in
J is observed. Note that this will eventually happen because
(away from a critical point of J where VgJ = 0) Gg ) <0
and the linear term in (49) will dominate for Ag small enough.
The update described by “UpdateU” in line 5 of the
algorithm preserves the constraint (14) through the projected
gradient method (see [30]). The current iterate uk) (t) is, thus,
updated according to
uF (1) = 10, (u® — h, V, JBED w®))(e)  (51)
where h, > 0 denotes the step size and II, denotes the
projection onto the admissible set given by

0, when u(t) <0

52
u(t), otherwise. 2)

(T (u))(2) = {

Note that (**1) does not depend linearly on h,,. For example,
when ) (t;) = 1 and (V,J)(t;) = 1 on a certain time
instant ¢t = ¢y, then u**V(t;) =1 - h, for 0 < h, < 1
and u**1(t;) = 0 for h, > 1. Determining the step size
h,, is, thus, more involved than determining the step size hp.
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To estimate h,,, the right derivative of (51) is considered

(117, J (BHH), u ™)) (1)
uF) () — uF+D (1)

= lim h
0, when u*)(t) = 0 and
= VuJ(B(k+1),u(k))(t) >0
V. J(BEHD 4 (R))(¢), otherwise.
(53)
At a certain time instant ¢ = t;, the right derivative of

(ITV J)(t1) is, thus, equal to the gradient (V,,J)(¢1) unless
the current point lies on the border of the admissible set
(.e., u®(t;) = 0) and the update direction —(V,.J)(t1)
points outside the admissible set (i.e., —(V,J)(t1) < 0). The
second-order approximation of J(B**1) 4(*+1)) for positive
h,, near h, = 0, thus, takes the form

1
JBEHD )~ J(BEHD 4Ry 4, G 4 §h§H§ﬁ>

(54)
with G = —(V,J,TIV,.J), and
2
H®P = %(J(Bk“,u(’“) + hIIV,.J)) (55)

h=0

where the gradient V,,J and the right derivative IIV,,J are
evaluated in the point (B*+1) 4(*)). The computation of
H&k) is further discussed in Appendix E. Similarly as for hp,
the step size is estimated as hy opt = —ng) / Hff). If this
step size does lead to an increase in the cost function, the step
size is halved until a decrease in J is observed. This process
will terminate eventually because the linear term in (54) will
dominate the higher order terms and G&k) < 0.

The criteria for convergence checked in line 6 of the algo-
rithm are: 1) the relative change [|[B*+1) —B®)| 5/|B®)| 5
is below to1; 2) the relative change [|u** —u®||,, /||u®],,
is below tol; and 3) the relative decrease of the cost func-
tional (J(B®) u®)) — J(BEFD 4F+0))/ J(BF 4 k) is
below tol. Note that the same tolerance tol is used in all
three conditions and that the norms ||-|| 5 and ||-||,, are induced
by the inner products in (46) and (39), respectively.

Note that the shape of the actuation heat load B(z,() =
N(x,¢)B is not enforced to have unit L!'-norm during the
update process. The normalization (15) can easily be achieved
by rescaling B and u(t) after the algorithm has terminated.

IV. RESULTS

Recall that the considered situation in Fig. 1 is symmetric
in x = 0 so that only the domain x > 0 needs to be
considered in the FE model. This infinite domain is truncated
to (z,¢) € Q = [0,4L] x [—3vte,3vt.], which is chosen
such that the temperature increase and deformation at the
edges of the domain are negligible. The FE model uses linear
quadrilateral elements and has 6360 nodes and 6188 elements.
The mesh is shown in Fig. 2. A rectangular grid is used with
a mesh size of 2 mm in the z-direction and a mesh size
of 0.7 mm in the (-direction near the area where the heat load
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Fig. 2. Used mesh (gray lines) with the slit area in which the heat load
Qexp is applied (black rectangle).
TABLE I
PARAMETER VALUES
p 2329 [kg/m3] v 0.276 [m/s]
c 705 [J/kg/K] 1) 167 [GPa]
H 0.775 [mm] v 031[-]
k 149 [W/K/m] ks 1.21 -10™2 [N/m?]
he 1500 [W/m?/K] Oslit 2 [nm]
PEXP 32 [W] 5slip 3.67 [nm]
L 26 [mm] D 3.5 [-]
w 4.6 [mm] w 2.1-10° [W?/m?]
te 0.136 [s] tol 10=3 []

is applied and a mesh size of 2 mm outside this area. The time
interval [0,¢.] is discretized using N = 200 equidistant time
points. The time discretization scheme of Apel and Flaig [31]
is used, which leads to a discretely consistent computation of
the gradients. Details can be found in Appendix F. Frequently,
linear systems involving the stiffness matrix SKS' and the
matrix E/7—A /2, where 7 is the grid spacing of the time grid,
need to be solved. To speed up this process, these systems are
solved using a precomputed lower—upper (LU) factorization.

The used parameter values are given in Table I. Note that an
actuation heat load will be designed that achieves a maximal
deformation in the slit of dg4j;; = 2 nm, which is a reduction of
a factor 2 compared with the maximal deformation of 4.1 nm
that occurs without actuation. In addition, observe that
dstip = 3.67 nm is exceeded without actuation, which means
actuation is needed to prevent slip. It should be noted that no
admissible solution can be found when dgj;¢, or dgip are chosen
too small. For example, for g5y = 0.5 nm and &g, = 3.67
nm, no admissible actuation heat load can be found.

A. Single-Shape Actuation Heat Load

Fig. 3 shows the design procedure described in the previous
section. For ease of interpretation, the shape of the actuation
heat load computed in the domain x > 0 is mirrored in = 0
in Figs. 3(a)—(c), although the domain = < 0 is not considered
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o
Actuator shape [1lm2]
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(©)

Fig. 3.  Shapes B(z,() and intensities u(t) of the actuation heat load
(a) that are used as initial guess in the optimization, (b) that are obtained
after searching for an admissible solution, and (c) that are obtained after
minimizing the actuation effort. The black rectangle indicates 2gjj¢.

in the FE model. Starting from the initial guess in Fig. 3(a),
where the shape of the actuation heat load B(x,() = 0, and
the intensity is chosen rather arbitrarily as u(t) = t. — ¢t [W],
minimizing J; in (17) leads to the admissible design
in Fig. 3(b). This design is then used to initialize the
optimization procedure for Jy + wJa, which leads to the
design in Fig. 3(c). Note that the normalization || B|[;: = 1

is applied in Fig. 3 (except for Fig. 3(a) where B(x,() = 0).
Looking at the intensities u(¢) in Fig. 3(b) and (c) the second
actuation step significantly reduces the applied heat.
In particular, the value of Jy = 2389 for the design
in Fig. 3(b) is reduced to Jy = 717 for the design in Fig. 3(c).
The designed shape of the optimal actuation heat load
in Fig. 3(c) can be understood as follows. Note that having
Qact = —Qexp Would result in zero deformations because no
net heat load is applied. However, the constraint (13) excludes
this solution. The cooling around the slit in Fig. 3(c) attempts
to have some of this effect while respecting the constraint (13).
A more surprising aspect of the shape in Fig. 3(c) may be the
heating applied in the area where ¢ > 0. To understand this,
recall that the expose load moves in the positive y-direction,
which means that during scanning the heat applied by the
exposing light is accumulating in the area where ¢ < 0.
The thermal expansion due to this heating pushes the slit
into the positive (-direction. The actuation heat load applied
in the area where ( > 0 now creates thermal expansion in
front of the slit, which pushes the slit back into the negative
(-direction, thus reducing the total deformation in the slit.
Table II lists the values of Jy + w.Js, Jp, and

te
Quclls = [ [[ @0l as dc ar (56)

for the computed optimal actuation heat load found after mini-
mizing Jo +w.J2. Note that ||Qact|| 1 has the interpretation of
the total applied actuation energy in [J]. The table also shows
how many iterations (i.e., # updates of B + # updates of
u(t)) and the computational time that are required to compute
the optimal actuation heat load. As can be seen, finding an
admissible solution, i.e., finding an actuation heat load for
which J; = 0, requires only a few iterations, whereas the
minimization of Jy+w.J5 requires more. Note that the number
of iterations needed for the minimization of .J; will increase
as the constraint (10) becomes more stringent.

Fig. 4 shows the designed shapes B(xz,() and inten-
sities w(t) that are obtained when the initial intensity
uO(t) = 20(t, — t) and the initial shape B (z,()
is chosen as —1/(8LW) for (z,{) € [-3L/2,3L/2] x
[-3W/2,3W/2]\Qq1it and zero otherwise. This initial guess
is motivated by the idea that cooling around the slit is a quite
effective method to reduce the deformation in the slit. The
fact that the shapes and intensities of the actuation heat loads
in Fig. 3(b) and (c) are different illustrates that there are indeed
many admissible solutions that satisfy the constraints (10)
and (13). The particular solution found after minimizing .J,
thus, strongly depends on the initial guess that is used. Note
that the optimal designs in Fig. 3(c) are very similar, which
suggests that the single-shape optimal actuation heat load may
be unique. This is also indicated by the results in Table II.

The algorithm from Section III-C can be extended such
that input constraints on the shape of the actuation heat
load B(x,() can be incorporated. The updates for B(z,()
are then also computed using the projected gradient method,
similarly as the updates of u(t) outlined in Section III-C.
This enables the design of an actuation heat load that can
only cool (i.e., B(z,{) < 0) or heat (ie., B(x,{) > 0).
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Fig. 4. Shapes B(z,() and intensities u(t) of the actuation heat load
obtained starting from a different initial guess as in Fig. 3. (a) Initial
guess. (b) Admissible solution. (c) Optimal solution. The black rectangle
indicates gt

The optimal designs computed with these additional con-
straints are shown in Figs. 5 and 6. The initial guess
in Fig. 3(a) was also used as a starting point for these results.
The actuation heat load in Fig. 5 seems to aim at counteracting
the heat load induced by the expose light, i.e., it attempts to
approximate the situation Qact = —Qexp as well as possible.
It is remarkable to see that the heating in Fig. 6 is applied all

o
Actuator shape [1/m2]

0.1 -0.05 0 0.05 0.1
x [m]

Fig. 5. Shape B(z, () and intensity u(¢) computed with cooler constraints
B(z,¢) <0 and u(t) > 0.

o
Actuator shape [1/mz]

-0.1 -0.05 0 0.05 0.1
x[m]

Fig. 6. Shape B(x, () and intensity u(¢) computed with heater constraints
B(z,¢) > 0 and u(t) > 0.

around the slit (in particular also for ¢ < 0). Such heating
leads to thermal expansion of the material around the slit
and compression of the material inside the slit and can thus
counteract the thermal expansion due to the expose light
inside the slit. Table II indicates that the minimal values of
Jo + wJy and Jy obtained with these additional constraints
are indeed higher than the minimum value for the designs
obtained without these constraints. Note that the actuation heat
load with cooler constraints has a lower L!'-norm than the
unconstrained actuation heat load. This reflects that the shape
B(z,¢) designed with cooler constraints is concentrated in a
smaller area than the other designs which leads to a smaller
L'-norm, as was already observed in the works of Stadler [12]
and Herzog et al. [13].

B. Comparison With Free-Shape Optimal Controls

The obtained single-shape actuation heat loads of the form
(12) will be compared with a free-shape actuation heat load

Qact (2, ¢, t) = Ulx, (, t). (57)

Similar to the constraint (13) for the single-shape actuation
heat load, it is required that no heat can be applied inside the
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TABLE 11
COMPUTATION OF THE SINGLE-SHAPE ACTUATION HEAT LOAD Qact(z, ¢, t) = B(x, {)u(t)

minimization of J; minimization of Jg + wJs2
Jo+wls Jo [@actll L1 # iterations | duration [s] | # iterations | duration [s]
Starting from initial guess 1 (see Fig. 3) 803 717 0.794 3 4 133 350
Starting from initial guess 2 (see Fig. 4) 803 717 0.793 4 7 203 541
Cooler constraints (see Fig. 5) 1167 1072 0.555 5 12 223 700
Heater constraints (see Fig. 6) 3198 2640 2 9 26 247 732
TABLE III

COMPUTATION OF FREE-SHAPE OPTIMAL CONTROL Qact (z, ¢, t) = U(z,(,t)

minimization of J; minimization of Jg + wJs2
Jo+wls Jo [@actll L1 # iterations | duration [s] | # iterations | duration [s]
Starting from initial guess 1 (see Fig. 7) 703 602 0.687 4 9 57 159
Starting from initial guess 2 (see Fig. 8) 703 602 0.686 6 12 60 161
Cooler constraints (see Fig. 9) 1139 1028 0.555 7 25 100 375
Heater constraints (see Fig. 10) 2308 1838 1.610 9 40 120 442
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Fig. 8.  First POD mode of the actuation heat load U(x, (,t) computed

Fig. 7. First POD mode of the actuation heat load U (z, ¢, t) computed from
the initial guess U(®) (z,¢,t) = 0.

area {)g;; where the light source projects the pattern, that is,

U(z,(,t) =0, for (z,() € Qui, 0 <t <. (58)

The actuation heat load in (57) leads to an optimal control
problem with a strictly convex cost functional Jy, a convex
state constraint (10), and a convex input constraint (58). For
this problem it can be shown that if the admissible set is
nonempty, the solution to this problem is unique (this follows
for example from [25, Proposition 10.6]). This problem is
solved similarly as for the single-shape actuation heat load.
First, the cost functional .J; in (17) is minimized to find an
admissible solution which is used as starting point for the
minimization of Jy+wJs. The main difference is that now the
actuation heat load in (57) is used to compute the temperature
field in (4) and cost functional Jy in (11). The minimization is
again implemented using the projected gradient method (see
[27] or [30]) which enables the preservation of the constraint
(58) throughout the iterations. The gradient is computed from
(40) based on the adjoint state. The step size is controlled
based on Hessian information, similar to the procedure for the
single-shape actuation heat load described in Section III-C.
The free-shape optimal controls have been computed for the
same four cases that have been considered for the single-shape

from the initial guess U(9) (x,¢,t) = B(x, ¢)u(t) with B(z, ¢) and u(t) as
in Fig. 4(a).

actuation heat load in Section IV-A. In particular, the controls
have been computed starting from two different initial guesses
UO(z,¢,t) = 0 and UO(x,¢,t) = B(z,)u(t) with
B(z,¢) and wu(t) as in Fig. 4(a)), with cooler constraints
(U(x,¢,t) < 0), and with heater constraints (U(z,(,t) > 0).
Naturally, the obtained minimal values of Jy+w.J> for the free-
shape actuation heat load in Table III are lower than the values
obtained for the single-shape actuation heat load in Table II.

To give an impression of the computed controls, a proper
orthogonal decomposition (POD) (see [32]) of the optimal
control U(x,(,t) is made (the POD was computed w.r.t.
the ( yp-inner product from (46)). The first POD
modes Bpop(x, () obtained for the four considered cases are
shown in Figs. 7-10. The inserts in Figs. 7-10 also show
upop(t) = (U(x,(,t), Brop(x,())p. Since the optimal
control U(z,(,t) is unique, the controls U(z,(,t) obtained
for the first two cases should be the same. Indeed, the first
POD modes in Figs. 7 and 8 cannot be distinguished. This
demonstrates the accuracy of the used algorithm.

The obtained shapes of the actuation heat load in Figs. 7-10
are similar to the obtained shapes in Figs. 3(c), 4(c), 5, and 6,
respectively, that were obtained by the optimization of the
single shape actuation heat load. However, the intensities are
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Fig. 9. First POD mode of the actuation heat load U(z, ¢, t) designed with
cooler constraints U (z, ¢,t) < 0.
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Fig. 10. First POD mode of the actuation heat load U (x, ¢, t) designed with
heater constraints U (z, (,t) > 0.

clearly distinct. It is remarkable that the intensities upop ()
never change sign, i.e., they satisfy the constraint (14), and
that the spatial shapes in Figs. 9 and 10 also satisfy the input
constraints B(z, () < 0 and B(x,() > 0, respectively. This is
not guaranteed by the POD method.

Note that Bpop(z,)upop(t) is the best least-squares
approximation of U(z,(,t) that consists of a single shape.
However, for w small enough, applying Qact(z,(,t) =
Bpop(z, )upop(t) will always lead to a violation of the
constraint (10). This can be seen as follows. For w — 0,
the control U(z,(,t) obtained by minimizing Jy + wJs
approaches the control of smallest L?-norm that satisfies the
constraint (10). Since the L?-norm of Bpop(z,)upop(t)
will always be smaller than the L2-norm of U(w,(,t),
Brop(z, ¢)upop(t) will not satisfy (10) for w small enough.

The computed POD shapes offer a partial explanation for
the observed uniqueness of the single-shape actuation heat
load B(x,{)u(t) in Section IV-A. Inspection of the numerical
results shows that the singular value corresponding to the first
POD mode is more than three times larger than the second
singular value for all four considered cases. This indicates
that there is a single shape most important in U (z, {, ¢). It can,

therefore, be expected that the single-shape actuation heat load
will have a shape similar to the dominant shape in U(z, ¢, ).

Table IIT also shows that the free-shape optimal controls
U(z,(,t) are computed faster than the single-shape actuation
heat loads. This suggests that the single-shape actuation heat
load might be computed faster by using Bpop(, ¢)upop (t)
as a starting point for the optimization, but this not the case.

V. CONCLUSION AND DISCUSSIONS

An approach to compute the shape and intensity of the
smallest actuation heat load that sufficiently mitigates wafer
deformation has been proposed. The method consists of two
steps. The first step is a search for an actuation heat load
that sufficiently reduces the wafer deformations. In the second
step, the actuation effort is minimized while keeping the wafer
deformation sufficiently small. The method has been used to
design an optimal single-shape actuation heat load in a 2-D
wafer heating model for the scanning of a single field.

It has been shown that different initializations of the opti-
mization algorithm converge to the same single-shape actu-
ation heat load. This suggests that the optimal single-shape
actuation heat load is unique. However, this claim has not
been proven yet and is considered to be a topic of future
research. This claim is supported by the computed free-shape
actuation heat loads, of which the (typically unique) first POD
mode resembles the obtained single-shape actuation heat loads.

The proposed method to design a single-shape actuation
heat load has great flexibility and can be applied to many vari-
ations of the problem. For example, it has been demonstrated
that additional input constraints requiring that the applied
actuation heat load can only heat or cool can be included easily
in the design. Some other recommendations for future research
are the following. Here, an infinite domain (z,y) € R? was
considered on which the effects of wafer edges are neglected.
The formulation can be extended such that the effect of wafer
edges can also be considered. Another important extension
would be to consider a more realistic exposing pattern in which
multiple fields are scanned in a meandering fashion.

A time-consuming step in the algorithm is solving the
ordinary differential equations for the temperature field. The
cost of these computations can potentially be reduced by
applying model order reduction (MOR) techniques. Especially
because the actuation heat load consists of a single shape, such
techniques show great potential to reduce the computational
cost. In particular, such MOR techniques might enable to
compute the single-shape actuation heat load faster than the
free-shape optimal control and might enable the application
of the method to much larger FE models, which are typically
needed for more complex expose patterns and 3-D wafer and
wafer clamp models.

Another interesting problem is the design of an actuation
heat load that consists of multiple shapes, e.g., an actuation
heat load of of the form

Qact(l‘)Cat) = Bl(xa C)ul(t) + BQ(I‘?C)uQ(t)'

However, such an extension comes with several additional
problems. For example, it is no longer straightforward

(59)
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how the representation of the applied actuation heat load
should be made unique. To see this, denote B(x,() =
[B1(2,C). Ba(w,C)] and u(t) = [ur (£), us(t)] " 50 that Quer =
B(x,{)u(t). Now it is easy to see that the representations
(B,u) and (BQ,Q 'u) lead to the same actuation heat load
for any invertible 2 x 2 matrix Q. It is, therefore, not trivial
to find conditions that make the representation of a multishape
actuation heat load unique.

APPENDIX A
PARAMETERS IN THE BARRIER FUNCTION .J,

In this section, feasible values for the power p and the
weight w appearing in the cost functional Jy + wJy (with
Jo as in (11) and J5 as in (19)) will be determined.

The power p should be chosen such that J> increases “fast
enough” near the edge of the admissible set. In particular,
it is desired that the integrand is approximately zero at points
(z, ¢, t) for which there is enough margin in (10) and that the
integrand is large for points (x, ¢, t) where the margin in (10)
is small. This idea can be translated into the requirement that
the integrand in (19) for points (x,(,t) at which

dmax(x7 C) - \/d?g (J), Cv t) + dg(.ﬁ, C, t) < 51dmax(m; C) (60)

is at least M > 1 times larger than the value of the integrand
in (19) for points (x,(,t) at which

i (@) = (2. C, 1) + (2, 8) > Eaman(2,C) (61)

where 0 < &1 < &9 < 1. Parameters ¢; and &5 are used
to quantify a “small” and “large enough” margin relative
to maximally allowed displacement at that point. Note that
equations (60) and (61) are equivalent to

a2+ d, a2+ d
d? d?

max max

> (1—e1)?, <(1-g2)® (62)
respectively, where the dependence on x, (, and ¢ has been
dropped. Using that the integrand in (19) is monotonically

increasing in d2 + d2, the requirement on p translates to

(1 — (1 — 51)2)7;0 1> M((l _ (1 _ 62)2)7;0 . 1).

(63)

Using that M > 1, it is easy to see that this equation is
satisfied when

(1—(1—e1)?)P>M(1—(1—e9)?)P. (64)

Some straightforward algebra now shows that this implies that
- log(M)
log(2e2 — €2) — log(2e1 — €2)°

For example, in Section IV, the power p is determined based
on the requirement that points for which the margin in (10)
is below 0.1 nm contribute 1000 times more to the value of
Jo than points for which there is more than 1-nm margin in
(10). Using that min, ¢ dmax(z, () = 2 nm, this translates to
M = 1000, e; = 0.05, and €5 = 0.5, for which (65) becomes
p > 3.3858. Indeed, this lower bound is slightly below the
value of p = 3.5 used in the examples in Section IV.

(65)

The weight w should be chosen such that the barrier
function J, starts to dominate the value of cost functional
Jo + wJ> when the margin in (10) becomes “small” (as
in (60)). To find the value of w that realizes this, typical
magnitudes of the integrands in (11) and (19) are needed.
It is reasonable to expect that the applied actuator heat load
Qact Will be of similar magnitude as the heat load induced
by the projecting light Qexp. Recall that Qcyp has a power
Peyxp that is uniformly distributed over the area L x W
(see Fig. 1) so that Qexp has a typical magnitude of Peyxp/LW.
The magnitude of the integrand in (11) is, thus, estimated

s (Poxp/LW)?. When the margin in (10) becomes “small,”
as in (60), the typical magnitude of the integrand in (19) is
(1 — (1 — &1)?)7P. The weight w should, thus, be chosen
such that

Pexp ? 2\—p
W ~w(l—(1—e1)%)"". (66)

For the considered parameter values this yields w = 2.1-10°,
which is the value of w used in Section I'V.

APPENDIX B
FINITE-ELEMENT MATRICES

The system matrix A in (23) is given by

A= // (chuNTa—C —h.N'N

ONTON  ONT ON

The stiffness matrix K and the thermal load matrix L in (28)
are given by

K.. K L
[KCz K¢ L¢
with
K / / EH ONT N . EH ONT ON
e 1—12 0z 9z  2(1+v) oC
+ kSNTN) dx d¢ (69)
K KT _/ EH ( ONT ONON' ON
e Ba T JJo1—12\" 0z 9¢ o ox
x dx d¢ (70)
/ / EH ONT N FEH ONT ON
K¢ = T2 A A Yoo A .
o\1l—v2 0¢C 0¢C 2(1+v) Oz Ox
+kSNTN) dx d¢ (71)
aFH ONT
L, = N dz d¢ (72)
1—v Q 8.13
.
Lc = ‘f[i // NN dz dc. (73)

Note that K is invertible for kg > 0.
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APPENDIX C
EXPLICIT EXPRESSIONS FOR THE
DERIVATIVES OF f AND g

The cost functional J = J; with J; as in (35) can be written
in the form (42) by setting

F(d() = 1TEo[d2(t) + d2(t) — &

max

g

and g(B,u(t)) = 0. The derivative of f wrt.d = [d;,d]]"
is

of L [da(t) o1t (t) o Eol]
a_d( () = [dg(t)OIJf(t)oEol

where o denotes the componentwise (Hadamard) product of
vectors and the ith component of 17 () is

2 2 A2 >
1j(t) — {17 When dz,z(t) + d ,z(t) dmax,z =

(75)

0
. (76)
0, otherwise
where d ;(t), d¢,i(t), and dmax,i(t) are the ith components
of d.(t), d¢(t), and dmax(t), respectively.
Differentiating (75) again to d yields the Hessian

O 1 )

a2
~, [diag(17(¢) o Eg1) 0
=2 { 0 diag(1+(t) o Bo1)| 77

where diag(v) denotes a matrix with the components of the
vector v on the diagonal.

The cost functional J = Jy+wJs with Jy and Js as in (33)
and (36) can be written in the form (42) by setting

A2, ’
2, —d2(t)—d3(t) -1 08

max

f(d(t) = w1l By

g(B,u(t)) = u' (t)BTEgBu(t). (79)
The derivative of f w.rt. d = [d], dz]T is
g B d.(t)ca(t) o Egl ’
gqd(t) = 2w |:d< (t)oal(t) o Eol] (80)
with
L T
A= (dm —@ (1) - d§<t)> ‘@, Y

where o again denotes the componentwise Hadamard product
of vectors and the operations - / -, and ( - )? and ( - )P are
again applied componentwise.

To obtain the Hessian of f note that

02 f 0? f

——5 (d(t)) (d(t))
O Jawy) —w| 2% dd,0d. (82)
od2 0°f o0° f

s ) Gar)

By differentiating the top part of (80) w.rt. d,, we see
0? Jy/0d? is a diagonal matrix with diagonal equal to

2 (a(t) +2p+ Dalt) o di(’f)) o Eol

b(t) (83)

where b(t) = d7,, — d2(t) — d3(t). Similarly, the diagonal

entries of 02 g/0d,0d. and 6% g/ 8dg are
dy(t) o d¢(t)

b(t)
dZ(t)

2 <a(t) +2(p+Da(t) o ﬁ

2 <2(p +1a(t) o ) o Eol (84)

The derivatives and Hessians of g in (79) evaluated in the
point (B, u(t)) are

Jg N 2 T 0? g9 2
B 2 u“(t)B' Ey, B2 — 2 u“(t)Eq (86)
Jg T 0? g T

APPENDIX D

GRADIENT W.R.T. B

To derive the formula (47) for the gradient VgJ(B,u) of
the cost functional J in (37), consider a perturbation B of B.
From (23), it follows that changing B to B + B changes the
state O(t) to O(t) + 6(t), where 6(t) is the solution of

EO(t) = AB(t) + EgBu(t), 0(0)=o0. (88)

Using the definition of the gradient (45) and the form of the
cost function (37), it follows that

<VBJ(B, u), B>B
J(B +eB,u) — J(B,u)

= lim
e—0 e
L / FO(t) +<0(1) - F(61) ,
e—0 Jo £
N /“ 9(B + B, u(t) — g(B.u(t)
0 9

- (%(a(t>>é(t>+g—g<3,u(t>>g ) w59

With ¢(t) and the adjoint state as in (41), it follows that

te

0= ¢ (HEO(t)

t=0
_ /O - (T (EB() + @  (HEO(1)) dt

-/ e %(B(t))é(t) dt+/0 ) ¢ () EpBu(t) dt
(90)

where the last identity follows after substitution of (41) and
(88) for ET (t) and EB(t), respectively. Using (90) to replace
the first term in (89), it follows

<VBJ(B7 u), B>B
= /O ’ (SOT(t)EBB’U,(t) + g—é(B,u(i’))B) dt

te
= Eal/
0

.
Esp(t)u(t) + {%(B,U(ﬂ)}

dt,B>
B

oD
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where the last identity follows because w(t) is scalar and from
the definition of the inner product { - - )p in (46).
Since (91) holds for all perturbations B, (47) follows.
APPENDIX E
COMPUTATION OF THE HESSIANS

To compute Hg, the second derivative of the function h —
J(B + hB,u) is computed as
82
Oh2

= 8—2/te(f(B(t)—f—hé(t))—i—g(B—i—hB,u(t))) dt
0

Hg = —(J(B + hB,u))

h=0

Oh?

h=0

B) dt
(92)

where 6(t) is the solution of (88), i.e., (t) is the change in
the state due to the perturbation B. The Hessian Hg in the
point (Bg, ug) for the direction B can, thus, be computed in
the following steps: 1) compute 0(t) as the solution of (23)
with B = By and u(t) = ug(t); 2) compute 6(t) from (88)
with u(t) = uo(t); and 3) evaluate the integral in (92) with
B = By, u(t) = ug(t), 0(t) = o(t), and O(t) = O (t).

To compute Hp for a cost functional of the form (42),
observe that it follows from (43) that

te / —  92F ~ a2
_ /O (a (t)%(@(t))@(t)+BT%(B,u(t))

*f 0% f
57 0(1) =M 235 (6(1)M (93)
where M = ST (SKST)_1 SL. Explicit expressions for

0? f/0d? are given in Appendix C.
The Hessian of a cost function J of the form (37) in the
direction 4(t) is
82

Hi= 52

(J(B,u+ hi))

h=0

| (6" 05 mewen + 2052

(B, u(t))) dt
94)

where 6(t) is the solution of

AO(t) + EgBii(t),

The procedure to compute H,, is, thus, similar to the procedure
to compute Hp discussed earlier.

E6(1) = 0(0) = 0. 95)

APPENDIX F
TIME DISCRETIZATION

This appendix summarizes the time discretization of the cost
functional (37), state equation (23), adjoint state equation (41),
and gradients (40) and (47) following the method in [31] that
leads to discretely consistent gradients. We consider a uniform
grid of N + 1 grid points t; = k7 for k =0,1,..., N where
7 = to/N. The state equation (23) is discretized with the
Crank—Nicolson method, which leads to

E0k+1 — 0k _ A0k+1 + 05
T 2

Bexpuexp,k+1/2

+EBBugi1/2, 00=0 (96)

where ), = 0(tk), Uexp,k+1/2 = (Uexp(ti) + Uexp(trt1))/2,
and upy1/2 = (u(ty) + u(tgr1))/2. The cost functional (37)
is discretized using the trapezoid rule for the state-dependent
part and the midpoint rule for the part dependent on B
and u(t)

N—1

=7
k=0

The discretized adjoint state variables ¢, (B =
0,1,..., N — 1) are computed starting from the solution of

ET‘PN—l/z AT PN-1/2 L1 <8f(0N)>

[fekﬂ——’_f(ek) +g(B,uk+1/2)] - 0N

T 2 06 ©8

after which ¢, 5 (k =N —1,...,2,1) can be solved from

Pr+1/2

ET Pr—1/2 —
i

_ AT PE-12 + Pri1/2 n <8f( )>

2 00 ©9)

The gradients of JT w.rt to upy1/2 and B wrt. the inner

(1) (2)

T
bt 12011 /2 and B, EoB; are now

products Tzk o U
(VuJT)k-i-l/Q

dg
= BTEB(Pk+1/2 + %
VeJ"

(Bvuk’—i-l/Q) (100)

dg
[EB§0k+1/zuk+1/2 t78 (B Upy1/2)
(101)
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