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Abstract—Artificial Intelligence is often part of state-of-the-
art Intrusion Detection Systems. However, attackers use Artificial
Intelligence to improve their attacks and circumvent IDS systems.
Botnets use artificial intelligence to improve their Domain Name
Generation Algorithms. Botnets pose a serious threat to networks
that are connected to the Internet and are an enabler for many
cyber-criminal activities (e.g., DDoS attacks, banking fraud and
cyber-espionage) and cause substantial economic damage. To
circumvent detection and prevent takedown actions, bot-masters
use DGAs to create, maintain and hide C&C infrastructures.
Furthermore, botmasters often release its source code to prevent
detection, leading to numerous similar botnets that are created
and maintained by different botmasters. As these botnets are
based on nearly the same source code basis, they often share
similar observable behavior. Current work on detection of DGAs
is often based on applying machine learning techniques, as they
are capable to generalize and to also detect yet unknown deriva-
tives of a known botnets. However, these machine learning based
classifiers can be circumvented by applying adversarial learning
techniques. As a consequence, there is a need for resilience against
adversarial learning in current Intrusion Detection Systems.
In our work, we focus on adversarial learning in DNS based
IDSs from the perspective of a network operator. Further, we
present our concept to make existing and future machine learning
based IDSs more resilient against adversarial learning attacks by
applying multi-level Moving Target Defense strategies.

Index Terms—Adversarial Learning, Resilience, DGA, Botnet,
Proactive Detection

I. INTRODUCTION

The Internet and many large-scale corporate Networks be-
come increasingly managed by using artificial Intelligence
(AI) [1]. Al is often part of state-of-the-art Intrusion Detection
System (IDS). However, attackers use Al to improve their
attacks and circumvent IDS systems, which is also referred
to as adversarial learning. Bot-masters use adversarial learning
strategies for improving Domain Name Generation Algorithms
(DGAs) to make their Command and Control (C&C) in-
frastructures more resilient against take downs. Furthermore,
botmasters often release its source code to prevent detection,
leading to numerous similar botnets that are created and
maintained by different botmasters. As these botnets are based
on nearly the same source code basis, they share similar
observable behavior, such as using the same DGA [2], [3].
Current related work on the detection of such DGAs is often
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based on applying machine learning approaches. One of the
main reasons to use machine learning for the detection of
DGAs is that machine learning based classifiers can abstract
from the actual training set and detect new derivatives of
the previously trained botnet DGAs. Thus, they are more
resilient to small modifications than signature based classi-
fiers. Numerous machine learning and deep learning based
approaches have been proposed for the detection of botnets
and their DGAs. However, the use of machine learning and
deep learning is becoming more popular on the attackers side,
which is commonly referred to as adversarial learning. Usually,
adversarial learning is intended to learn a neural network based
model that is able generate a modified input that is able to trick
another existing classification system. Thus, these systems
are usually referred to as generative adversarial networks
(GAN) [4]. As a consequence, there is a need for adversarial
resilience of detection systems. Some related work [5]-[7] al-
ready addresses this issue. However, all known approaches are
only addressing very specific types of adversarial manipulation
to existing classifiers. We discovered that a flexible concept
that increases the resilience of existing and future classifiers
throughout the whole training and deployment life-cycle is still
missing. To the best of our knowledge, our work is the first
that applies a multi-level resilience strategy based on Moving
Target Defense (MTD) principles against adversarial learning
attacks in botnet detection.

In this paper, we make the following contributions: (i) we
have provided a brief state-of-the art analysis of machine
learning based detection and adversarial learning approaches
in the network security domain. (ii) we describe our concept to
increase the robustness of existing and future machine learning
based attack detection and prediction.

II. ATTACKER MODEL AND ASSUMPTIONS
In this Section, we first describe the adversarial attacker
types and the assumptions on which we based our work.

A. Attack types:

Adpversarial learning based attacks are categorized into the
three types, which are (i) black-box attacks, (ii) white-box
attacks, and (iii) grey-box attacks. For all attack types, we
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assume that the attacker able obtain feedback from the classi-
fier, i.e. if the attacker tries to resolve a generated domain
name it either receives an feedback that the domain was
resolved successfully or receives an error message that it was
blocked/unresolvable.

a) White-box attacks: In white-box attacks, the attacker
has (nearly) full knowledge of the internals of the attacked
classifier. This includes the source code on which the classifier
is based on, the confidence rates, (at least partially) the training
data, the underlying architecture (Configuration of neural
network layers) and the type of machine learning approach
(e.g. LSTM vs Random Forest).

b) Black-box attacks: The black-box attacks are carried
out with only the ability to issue requests and receive feedback
accordingly. The attacker can make an educated guess about
the type of machine learning classifier that would be suitable
and therefore most likely used.

c) Grey-box attacks: In grey-box attacks, the degree
of knowledge is somewhere between the white-box and the
black-box attacks. In such a scenario an attacker, might
have the ability to resolve generated domain names, but
additionally, knows publicly available DGA algorithms that
were probably used to train the classifier. Therefore, the
attacker could achieve at least a full coverage of the training
data set that was used for the targeted classifier.

B. Assumptions:

We assume that attackers have limited resources and time,
as in a business model for botnets with a pay off [8]. Further,
we assume that classifiers are based on supervised learning
approaches, which means that labelled training and evaluation
data is used to iteratively improve the classification model.
With respect to the model architecture, we assume stackable
classifier models, e.g. deep neural networks, where a neural
network consists of multiple networks that are joined into a
larger model that learns to effectively combine the sub-models.
This is important to enable the interchange of sub-models that
then form an ensemble classifier.

1II. CONCEPT

In this section, we present our concept by first introducing
the challenges faced by a DNS based IDS to withstand
adversarial attacks. Secondly, we introduce the requirements
that our novel adversarial robust detection concept has to
fulfill. Finally, we describe the components and process model
of our novel concept in detail.

A. Challenges

The 4 main challenges to make a detection concept resilient
against adversarial learning based attack mechanisms are:

a) Complexity: is a challenge due to the multiple stages
of randomization of the overall system configuration and the
consequently increased management overhead, that has to
remain manageable for the network operators.

b) Reproducibility: is a challenge as we aim to combine
MTD strategies and adversarial learning in our robust detection
approach and both approaches add random changes to either
our data sets or our overall system configuration. However,
miss-classifications should be reproducible especially to en-
able improvement of the overall system.

c) Time: poses a challenge as the system configuration
should change regularly in short periods of time, but training
multiple models and an ensemble can cost a lot of time
depending on the available hardware.

d) State quality: is challenging to be guaranteed and
track in complex MTD systems, as they involve many ran-
dom reconfigurations, which increase the risk of unexpected
interference, between different configurations.

B. Requirements

We derived 5 requirements for our concept from [9]
and [10].

a) Accuracy: is one of the key requirements of any
classification system. The detection accuracy of adversarial
resilient classifiers shall not be significantly decreased in
comparison to an existing classifier.

b) Transparency/ Reproducibility: should ensure and en-
able human operators to track configurations. This is especially
important, in case of increased numbers of miss-classifications
of the system. The operator should be able to reproduce the
exact configuration of the training set, classification model and
classification result that was deployed at any time.

c) Extensibility: should be considered as novel machine
learning approaches and especially new variants of neural
networks might be developed in the future.

d) Scalability: should be ensured as the classifier is
intended to be used in large high-speed networks such as
large corporate networks or in Internet Service Provider (ISP)
environments.

e) Compatibility: is important as IDS systems can con-
sist of multiple specialized components that for example focus
on specific input data and/or attack types. Therefore, our
concept should complement well with existing solutions.

C. Design

In this section, we describe the components and their inter-
action in a process model as well as our intended evaluation
with early results.

a) Components: Our novel design consists of five main
components:

System configuration journal The journal of models and
system configurations: This component is responsible to track
the configuration changes that are applied in each stage of our
reconfiguration process. It also takes input from the human
operator to label specific configurations, in case performed
unsatisfactory.

Raw DGA storage The raw DGA storage, contains all (raw)
DGA algorithms and blacklists on a per day and per botnet
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Fig. 1. Process model.

basis. This component is fed by either the human operator or
by subscribing to external feeds, such as [11].

Adversarial enhanced model storage This storage is used
in stage-2 of our process model to store newly generated
adversarial enhanced models and in stage-3 to randomly
retrieve previous enhanced models. For future improvement,
we designed this storage to handle models with a time-to-
live (TTL). However, further research is necessary to define
reasonable TTL values.

Adversarial enhancer The Adversarial enhancer component
is responsible to use adversarial learning approaches to extend
the training dataset with adversarial tuned DGA domains. In
our current prototypical implementations we are using the
Charbot [6] and Deep DGA [12] approach for this stage of
our process model.

Ensemble Generator: This component combines the models
selected in stage-3 of our process model and thus implements
stage-4 of our process model. Our early evaluation prototype
is based on simple majority vote in this component however
future versions are intended to use stacked neural networks.
Implements stage 4 (cross reference)This component stores
the configuration in the Journal

b) Process model: The overall process model consists of
the following 4 reconfiguration stages to implement a moving
target defense concept against the adversary.

Stage-1: Random selection of n training samples d from the
set of known domain generation algorithms D, where n € N.

Stage-2: Derive i copies of the previous selected samples,
where 7 € N.

Stage-3: Split the enhanced set of samples into ¢ randomly
drawn sets and train n classifiers c¢. The classifiers are added
as elements to the set of C'.

Stage-4: Temporal shuffling of models. Train an ensemble
model of which half the amount of included classification
models is randomly drawn from the journal of previous
classification models and the other half is randomly drawn
from the newly created classification models. This stage firstly
ensures that a significant amount of classification models
that have been previously used and proven to be accurate

are reconsidered for the current configuration. Secondly, it
ensures that the uncertainty for the attacker and the practical
complexity for adversarial attacks is increased by orders of
magnitude, as the attacker now has to observe and potentially
interact with the classification system over a long period of
time to learn and adapt to its behaviour, which, if possible at
all, will be only valid for a very limited period of time. Further,
it helps rendering Frogboiling attacks [13] ineffective, as the
attacker is unable to know how much of his previous activities
is captured in the current ensemble model. Each of the
four stages increases the uncertainty as random configuration
choices are introduced. Therefore, our approach implements a
multi-level MTD strategy as the targeted classification model
is reconfigured. Stage-5: This stage collects the human oper-
ators feedback and updates the system configuration journal.

IV. RELATED WORK

In this section we present work related to botnet detection,
adversarial learning and MTD.

Botnets have been in the focus of many related work.
As the focus of our work is network based detection of
botnets, we mainly considered related network based IDS or
botnet detection approaches. Some of these works addressed
solutions for very specific bontets that were discovered and
analysed [14]. Other approaches such as [15], aim to be more
generally applicable and thus being potentially applicable for
yet unknown botnets or derivatives of existing one.

In the past, many IDS relied on the use of blacklists, against
which DGAs were designed. The work of [16] evaluated the
quality and effectiveness of such blacklists. Further research
that focussed on DGAs [17] and to archive DGA domains [2]
to allow attribution to specific botnet families has been done
for future investigations. Phoenix [18] allows DGA based
botnet tracking and intelligence. These sources provide ground
truth data for training and evaluation of detection approaches.

Many related work, use machine learning as this allows
to easily retrain the classifier in case new botnets appear
and such models usually are trained to generalize so that
similar threats e.g. new and yet unknown derivatives of the
same malware family can be detected. In [19] a clustering
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based botnet detection approach, called Botminer, has been
presented. The strength of this approach is that it operates
protocol- and structure-independent. However, it has not been
designed to be resilient against adversarial modified input.
In [20] Disclosure, attempts to detect botnet C&C servers
through large-scale netflow analysis. In relation to that the
authors proposed Exposure [21], which focusses especially
on DNS based detection by analysing passive DNS. Both
approaches have been evaluated on large datasets and have
proven to achieve high detection rates. However, neither of the
two was designed with an smart attacker in mind that performs
adversarial learning attacks to circumvent the systems.

One of the first approaches that was based on deep learning
for DGAs was presented in [22]. This approach is based on
LSTM cell based neural networks. As this work provided a
reference implementation, it can be easily used as a reference
implementation for our approach and serve as a benchmark.
Recently, more approaches have been based on the use of
deep learning. The authors of [12] proposed a method that
focuses on the use of deep neural networks to improve DGA
detection. Especially, generative adversarial networks (GANs)
[4] are used to construct a deep learning based DGA that is
able to bypass a deep learning based detector. This approach
uses a series of adversarial rounds, in which the generator
learns to generate domain names that are increasingly more
difficult to detect. The detector model then iteratively updates
its parameters to increase its coverage to the adversarial
generated domains and thus becomes more resilient against
adversarial attacks. This approach closely relates to stage 1
of our approach as it enhances the training samples for the
classifier that is trained for detection, but does not cover the
whole classifier life-cycle. The use of machine learning and
especially deep learning is becoming more popular on the
attackers side, which is commonly referred to as adversarial
learning. Usually, adversarial learning the goal is to learn a
model, e.g. a neural network, that is able generate a modified
input that is able to trick another existing classification system.
Thus, these systems are usually referred to as generative
adversarial networks (GAN) [4]. As a consequence, these a
generate a need for adversarial resilience of detection systems.

In [7] an adversarial learning technique that is called
MaskDGA, which adds perturbation to the character-level
representation of algorithmically generated domain names
to evade DGA classifiers was presented. This approach is
claimed to be applicable without requiring knowledge about
the architecture and parameters of a DGA classifier. We
integrate this approach into our concept as it can be used to
generate 'fake’ DGA samples in the first stage of our concept
(presented in Section III-COb). It is similar to an approach,
called CharBot [6], which implements perturbations at char-
acter level. An enhancing framework for botnet detection using
generative adversarial networks, called Bot-GEN, has been
proposed in [5]. This work focusses on the discriminator rather
than the generator of the GAN. The Bot-GEN framework
aims to extend Netflow-based training sets by using genera-
tive adversarial networks, which continuously generate ‘fake’

samples to assist the original model for botnet detection and
classification [5]. Similar to this approach our novel concept
also extends the original training set, by adding adversarial
tuned samples. However, it only addresses the training phase of
machine learning based botnet detection approaches and does
not take care of the whole training and deployment life-cycle
management of such classification models. Bot-GAN, focusses
only on Netflow-based systems, while our work currently
focuses on domain dames and especially DGAs, but can be
flexibly extended to other types of IDS and data sets. A key
element of our novel design is the use of a multi-level MTD
strategy.

The use of MTD is especially useful to hinder the recon-
naissance phase of attacks where a smart attacker tries to learn
the internal structure of a system, e.g. a corporate netowrk or a
classifier. However, only few approaches implementing MTD
in network environments exist. Previous work [23] showed that
Network MTD approaches can be applied in ISP and large-
scale corporate environments for other types of attacks such as
Distributed Denial of Service (DDoS). Furthermore, the related
work presented in [24] and [25], describe how MTD can be
used to disrupt stealthy botnets.

V. SUMMARY AND CONCLUSIONS

In this paper, we described our idea and concept to make
existing and future DNS based botnet detection approaches re-
silient against adversarial learning based attacks. We based our
concept on a multi-level MTD strategy and integrated GAN
based approaches. Our concept is based on a four stage (re-
)training process, where we introduce random reconfigurations
in each stage. This reconfiguration is intended to be executed
regularly and thus limits the time for reconnaissance for the
attacker for each specific configuration state of the overall
detection system. This highly increases the uncertainty at the
attacker side and limits the *window of opportunity’ in case
of an successfully attack. In order to keep track of the already
used configuration states and their accuracy, our concept
includes a ’journal of system configurations’. This also allows
human network operators to provide their feedback or label
system states that did not perform well. Such configurations
will not be used again. Our concept complements existing
approaches as it is almost model agnostic. It just assumes
a blackbox classifier and can be seen as a wrapper around
existing solutions. It adversarially enhances the training sets
and keeps track of all classifier configuration states.

For further work, we intend extended evaluation of our
approach. We are currently, working on integrating and im-
proving the MaskDGA [7] and CharBot [6] approaches in our
stage-2 (see Section III-COb ), which is used for adversarial
training dataset enhancement. For early evaluation work we
used our approach with the LSTM based detection approach
presented in [22].
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