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Abstract—This paper presents two novel circuit arrangements
for an ultra-low voltage, low-power 4-to-2 compressor targeting
typical near-Vth application domain. A hybrid logic style is
utilized to exploit energy efficiency by means of parasitic reduc-
tion in circuit blocks. Proposed structures are evaluated against
prevalent compressors in terms of their typical figure of merits
and noise immunity. From extensive post-layout simulations
in 65-nm bulk CMOS process technology, the most optimal
arrangement was found to be 35% more power efficient, 3.4%
faster, 8% more area efficient and 37% better in PDP at 0.4VDD

compared to most appealing implementations in literature.

I. INTRODUCTION

With the escalating performance demands of the applica-

tions in internet-of-things (IoT) domain, operating them for a

reasonable power budget becomes a daunting task. Portable,

battery-powered and ubiquitous IoT systems vigorously rely

on the lifetime of the energy source and therefore energy

efficiency has become the primary design goal in their imple-

mentations [1]. Many modern systems in the IoT domain put

high demands on the performance of arithmetic blocks for the

purpose of computation-intensive applications such as image

processing and deep neural networks [2]–[6]. Their operability

at near-Vth regime is a tempting way to exploit better energy-

performance trade-offs in the target application domain [6].

Most general-purpose arithmetic blocks necessitate the pro-

cessing of partially computed data in the form of a reduc-

tion tree in carry-save or carry-propagation manner. Such

applications can significantly benefit from an efficient adder-

compressor circuit owing to its dominant appearance across

the reduction tree. Traditionally, CMOS-based full adders have

been employed in various multiplier structures [7]–[9]. In

order to lower the latency of the accumulation stage, a 4-to-2

compressor (4T2C) has been proposed where in most cases

the critical-path delay of the reduction tree can be reduced by

1, 2 and 3 XOR gate delays for the 8-bit, 16-bit and 32-bit

versions of multipliers respectively [10]–[12]. However, the

standard CMOS-based implementation presented in [13]–[15]

of the 4T2C which generally requires 72 transistors, is not

energy efficient and not well suited for near-Vth operation.

Non-CMOS implementations [16], [17] employing pass

transistor and double pass transistor (DPL) multiplexers have

shown 18% of performance improvement and 19% reduction

in transistor count (58). Radhakrishnan et al. [18] has proposed

a unique structure which requires only 28 transistors, the most

compact design reported to date. However, this circuit severely
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Fig. 1: (a) 4-to-2 Compressor Logic Decomposition (b) Carry-save adder tree wiring

suffers at low-VDD due to the regenerative feedback loops

[19]. Chang et al. [19] improve this circuit and proposes 3

alternative designs based on DPL and complementary pass

transistor logic (CPL) that can withstand near-Vth operation.

These structures require 44, 46 and 52 transistors respectively.

Yuan et al. [20] proposes two designs: one design combining

both full-swing and non-full swing XOR-XNR blocks to lower

the transistor count while the second uses transmission-gates

(TGL). They require 44 and 56 transistor respectively. Only

the latter survives at aggressive PVT variations. The alterna-

tives in [21] and [22] propose hybrid and standard CMOS

implementations which typically require more transistors than

aforementioned designs. Recently, [23] has proposed a novel

structure to improve the critical path delay of 4T2C.

This work reports two 4T2C arrangements based on a novel

XOR-XNR circuit targeting near/sub-Vth operation. A hybrid

logic style has been exploited in order to improve the energy

efficiency of the compressor without compromising the other

figure of merits.

II. 4-TO-2 COMPRESSOR ARCHITECTURE

A 4T2C has five inputs (x1-x4 and cin) received from the

preceding level of the adder tree. Output sum has the same

weight as inputs x1-x4 while the final carry-out (carry) is

weighted one bit higher in the binary order as shown in Fig.

1(b). Conversely, the intermediate carry-out co is derived from

the addition result of first three inputs. In general, sum and

carry signals are propagated vertically or diagonally to the

subsequent level of the adder tree while co is propagated

horizontally as cin to the compressor of next higher order bit

in the same level. Conventionally, the Boolean expression of

978-1-7281-3320-1/20/$31.00 ©2020 IEEE



x2

x1

x2

x1

xor1

xnr1

x1 x1

x2 x2

(a)

xor1

x1

x2

x2

x1

x2

xnr1

x1

x2

x2

x1

x2

(b)

x1 x2

x1

x2

x2x1

x1

x2
xor1

xnr1

(c)

Q1

Q2

Q3

Q4

x2

x2

x3

x3

x2

x2

xnr1

xor1

x1

x1

xor1

xor1

xnr1

O

O

x4

xnr2

xnr2

xor2

O

carry

I2

I1
x2x2

(d)

Q1

Q2

Q3

Q4

Q5

Q6 Q7

x1

x2

x1

x1

x2

x1
x1 x1

xor1

xnr1

x1 x2

x2 x1

x4

x3

x4

x4

x4

x3

x4 x4

xnr1

xor2

xor2

xor1

xor1

xnr1

xor2 xor3

xnr1

xor2

xor2

xnr1

xnr3

I1 I2

Q8

Q9

Q10

Q11

Q12

Q13

Q14

Q15

Q16 Q17

Q18

(e)

co sum carry

x1

x3

xnr1

cin cin

cin

cin

xnr3

xor3

xor3

xnr3

xor3

xor3

cin

x4

xor1

xor1

(f)

xnr1

xor1

xor1

x1

x3

co
xnr3

xor3

xor3

cin

cin

sum

cin

x4

xnr3

xor3

xor3

carry

cin cinx3x3

(g)

Fig. 2: SXRG based on (a) CPL [19] (b) DPL [19] (c) IRFL [19] (d) 6TXI [23] (e) Proposed ISGS (f) Proposed PV1 (g) Proposed PV2

4T2C is written as follows [18]–[21]:

co = (x1 ⊕ x2)x3 + (x1 ⊕ x2)x1 (1)

sum = x1 ⊕ x2 ⊕ x3 ⊕ x4 ⊕ cin (2)

carry = sum+ (x1 ⊕ x2 ⊕ x3 ⊕ x4)x4 (3)

From eq. (1)-(3), the input to sum/carry generation evidently

becomes the critical path of the circuit. This is equivalent to

3 XOR (or MUX) gate delays in CPL [19], DPL [19], Hybrid

[17]–[19] and TGL [20] implementations. Arasteh et al. [23]

exploits the relationship between one of the primary inputs (i.e.

x1) and sum-carry signals to reduce the critical path delay.

However the transistor level implementation still has to go

through 3 XOR (or MUX) stages, albeit its critical path is

shortened by one drain resistance of a transmission gate pair.

Moreover, the outputs of this design could be susceptible to

spurious activities as the control signals to the final sum-carry

generation branches (SCG) are poorly synchronized. The novel

arrangements proposed in this paper are based on eq. (1)-(3)

and will be evaluated in detail in next section.

III. PROPOSED 4-TO-2 COMPRESSORS

Fig. 2(a)-(d) illustrate the essential building blocks of ultra-

low voltage 4T2Cs in literature. The dashed arrow in each

figure represents the critical path of the circuit. Note that in this

analysis, the implementations based on regenerative feedback

loops (RFL) [18] and non full-swing operation will not be

considered due to the severe performance drops at lower VDD.

Fig. 2(a)-(c) depict the simultaneous XOR-XNR generation

(SXRG) modules based on CPL, DPL and hybrid logic styles

proposed in [19] respectively. These blocks correspond to

the XOR1-XOR3/XOR4 stages of the Fig. 1(a). Due to the

complementary nature, CPL and DPL typically require 10-12

transistors for SXRG including the input inverters. Alterna-

tively the Fig. 2(c) utilizes an improved version of RFL (IRFL)

of 10 transistors for SXRG which is more symmetrical in path

delays compared to CPL and DPL versions. Moreover, it does

not have inverters in its critical path. Since CPL is mainly

composed of NMOS pass transistors, it is undoubtedly more

energy efficient compared to DPL and IRFL pertaining to the

lower switching gate capacitance (Cg) of NMOS devices.

The transmission gate pairs in DPL version minimize the

equivalent drain resistance in each path and the outputs are free

of Cgs local to the SXRG. This makes the DPL version faster

at the expense of more transistors. Although IRFL is more

balanced, the input combinations leading to regeneration (i.e.

x1 6=x2) can still result slower transitions at the outputs. The

enclosed portion of Fig. 2(d) [23] for SXRG is straightforward,

and employs a 6 transistor XNR circuit followed by an inverter

as depicted by I1-I2 and Q1-Q4. Henceforth, this will be

referred to as 6TXI. Note that the rest of Fig. 2(d) corresponds

to the XOR3 and MUX2 stages of Fig. 1(a). Although 6TXI

requires only 8 transistors, the synchronization between XOR-

XNR signals is difficult to achieve at lower supply voltages

due to the PMOS load of I2. This is prominently seen at worst

case corner (SS) operation. Among all the SXRG modules, the

parasitic coupling to an output node is dominant in Fig. 2(d).

Fig. 2(e)-(g) illustrate the circuit blocks of the proposed

4T2C. Fig. 2(e) represents the intermediate signal generation

stage (ISGS) which can be combined with 2(f) and 2(g) to

construct two full-fledged compressors PV1 and PV2. The

latter provides additional signal buffering to the output loads.

The novelty of the circuit has been exploited through a new

SXRG circuit as denoted by I1 and Q1-Q7 of Fig. 2(e). As

can be seen, the XOR output within the SXRG circuit only

drives a single NMOS Cg (Q5) in addition to the drain-source

parasitics (Cd and Cs) of Q1-Q4. This should result a faster

XOR operation compared to SXRGs of IRFL and 6TXI. It is

indeed more energy efficient than CPL, DPL and IRFL due to

the reduced transistor count. Among all the SXRG modules,

the proposed one provides balanced trade-offs between circuit

speed and power consumption while improving the signal

synchronization. The parasitic decomposition corresponding
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Fig. 3: SXRG Circuits: (a) Equivalent RC network (b) Critical path delays (SS,-40°C)

to the critical path of Fig. 2(e) SXRG is shown in Fig. 3(a).

CL, CINV and RINV represent the output loads and the inverter

parasitics respectively. The rest of the parasitics are from Cd/s

which are state dependent. From the Elmore delay model [24],

the critical path delays of SXRG can be derived as follows:

Vout(t) = VDD(1− e−t/ReqCeq ) (4)

for the 50% of VDD level of rise/fall transitions,

τpd xor1 ≈ 0.69(RD1 ‖ RD2)(Cd/s + Cg5 off + CL1) (5)

τpd xnr1 ≈ τxor|Q5 + 0.69{RINV (CINV + Cs7 on)+

(RINV +RD7)(Cd/s + Cd5 off + CL2)}
(6)

where τ xor|Q5 is the time taken for xor1 signal to reach the

Vth of Q5. τ xor|Q5 is relatively lower than τ pd xor1. Fig. 3(b)

compares the critical path delays of the stand-alone SXRG

circuits based on post-layout simulations at worst case corner

(SS, -40°C). The drawn geometries for PMOS and NMOS

devices were 0.22µ/0.06µ and 0.15µ/0.06µ respectively. PV1

represents the proposed SXRG and as depicted, it is seen to

be comparable to CPL while faster than both 6TXI and IRFL

until 0.7V. At 0.6V, PV1 is only faster than 6TXI and this is

mainly caused by the slow PMOS devices in its critical path.

To evaluate the overall performance, we consider 6 existing

4T2Cs as baselines against PV1 and PV2. These were based

on [19] (CPL, DPL and IRFL), [20] (TGL), [23] (6TXI)

and standard CMOS cells respectively. 5 out of these and

the proposed versions were derived from eq. (1)-(3) and

implemented according to Fig. 1(a). In PV1 and PV2, the

intermediate xori/xnri signals are capacitively terminated at

each transmission gate as depicted in Fig. 2(f)-(g), thereby

avoiding the cascaded resistive paths from inputs to the output

loads. Additionally this provides proper signal synchronization

between SCG branches while Cgs of TGL pairs filter out

glitches that could possibly stem from asymmetric path delays

of SXRG.

Noise immunity is crucial for near-Vth operation as the

transistor on/off current ratio is severely degraded by low VDD.

The effect can be quantified by analyzing the ISGS for the
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Fig. 4: Worst-case ∆Vsw scenario of ISGS

input scenario leading to the worst-case swing degradation

(∆Vsw) as shown in Fig. 4. Note that only the ISGS is

considered here as ∆Vsw occurs from inputs to the xor3 which

is eventually terminated at Cg of transmission gate pairs. In

Fig. 4, all the sub-threshold leakage paths are denoted by In

where n represents the respective component of the ISGS in

Fig. 2(e). The leakage through I4 and I10 is minimal as their

resulting VGS<0 due to the swing reduction at their drain-

source nodes. Assuming previous device geometries, ∆Vsw at

xor1 and xnr2 are given by [25]–[27]:

∆VOH xor1 = RD3(I1 + I2) = υt

(

βn

βp
e

−(VSG−Vthp)

ηpυt + 1

)

(7)

∆VOL xnr1 = RD5(I6 + I7) = υt
2βp

βn
e

−(VGS−Vthn)

ηnυt (8)

where βn (βp) is the strength of NMOS (PMOS) transistor

which can be tuned by adjusting device aspect ratio. From

(7), similarly for xor3:

∆VOH xor3 = RD13(I12 + I14 + I15) =
υt

βp

{

2βn+

βpe

[

−(Vxor2
−Vxor1

)−Vthp
ηpυt

]

}

.e

[

−[(Vxor1
−Vxor2

)−Vthp]

ηpυt

]

(9)

From eq. (7)-(8), it is evident that β mismatch (βn >>

βp) should be kept minimum for better ∆Vsw. Moreover the

internal nodes formed by multiple drain-source junctions as

well as regenerative feedback loops are highly vulnerable

for ∆Vsw. Hence eq. (9) further justifies the necessity of

terminating the xori/xnri signals at SCG branches and if not,

VOH xor 3 further degrades through the resistive paths of SCG.

Ideally, the impact of ∆Vsw on the noise margin of the

compressor should be minimal and both low/high noise margin

levels should remain balanced at low VDD [28].

IV. PERFORMANCE EVALUATION

The 4T2Cs in section III were implemented in 65-nm bulk

CMOS process technology and the post-layout simulations

were carried out in the Cadence Virtuoso analog environment.

An equal effort was put to optimize all cell layouts by sharing

drain-source regions and minimizing intra-cell ME-2 routing.

Fig. 5(a)-(f) illustrate the figure of merits of all the designs.

The same device geometries as in section II were utilized

for all implementations except CMOS. Note that the power

consumption was measured against a uniformly distributed

random input sequence of 1000 patterns. Power consumption

was measured at two frequencies, 100 MHz for 0.6V-1.2V

range and 10 MHz for 0.4V-0.5V range. In delay profiling,

the minimum frequency has been set to 10 MHz. Power,

delay and power-delay product (PDP) figures are based on the

typical corner operation (TT, 25°C, CL=1fF). PV1 and 6TXI

are the most power efficient designs which are comparable

across 0.6V-1.2V as shown in Fig. 5(a). However the delay

profile in Fig. 5(b) deviates from this trend and PV1 is

seen to be fastest option followed by CPL. Even-though CPL

requires more transistors than PV1, the dominance of NMOS
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devices in CPL critical path reduces the influence of parasitics.

Interestingly, CPL is followed by PV2 and then DPL. Even-

though the standalone DPL SXRG was more robust (Fig.

3(b)), the compressor composed of DPL SXRGs has become

slower due to cascaded resistive paths and increased coupling

parasitics. When the operating region shifts from near-Vth

(0.5V) to sub-Vth (0.4V), only PV1, PV2, CPL and CMOS

versions sustain their operation under the given constraint. At

0.4V (Not shown), PV1 (15.43 nW) and PV2 (18 nW) were

34.6% and 24% more power efficient than CPL (23.61 nW).

However PV1 (52.9 ns) was 3.4% faster while PV2 (60.3 ns)

was 9.1% slower than CPL (54.8 ns). Nonetheless, proposed

versions outperform all other implementations in terms of PDP

across a wider operating range (0.4V-1.2V) as shown in Fig.

5(c)-(d). Specifically at 0.4V, PDP of PV1 (0.817 fJ) and PV2

(1.08 fJ) were 37% and 16.3% better than CPL (1.295 fJ).

Fig. 5(e) represents the core area of each implementa-

tion. The layout irregularities (i.e. diffusion breaks) of non-

conventional logic styles require relatively larger core area

compared to the superior standard CMOS layouts of the

commercial cell library. However one exception to that is the

DPL version in which, the drain-source junctions are shared by

multiple MOSFETs. Hence, PV1 (17 µm2) is only 8% more

area efficient than DPL (18.5 µm2).
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Fig. 6: Noise margin variation (TT, 25°C) : (a) NMH (b) NML

The influence of process and mismatch variation (PVT) un-

der extreme conditions (0.6V, SS, -40°C, CL=1fF) is depicted

in Fig. 5(f). From 500 Monte Carlo iterations it was observed

that only PV1, PV2, CPL and CMOS versions can withstand

aggressive PVT variations at the given constraint. In terms of

the outliers beyond the µ+3σ limit, CPL has the worst score

despite its smaller µ (20.5 ns) owing to fewer PMOS devices.

Conversely PV1 (µ=21.2 ns) and PV2 (µ=23.0 ns) are closer

to standard CMOS version (µ=19.9 ns) in terms of outliers.

Based on the unity-gain points [25], observed noise margin

variation of the compressors is depicted in Fig. 6(a)-(b).

Except IRFL, other versions including PV1/PV2 demonstrate

balanced and comparable noise margin variations to standard

CMOS version across a wider VDD range. IRFL fails to achieve

this due to the internal voltage drops across the cascaded

PMOS devices for the input scenario x1= , xn|n:[2,4]=cin=0.

V. CONCLUSION

This paper presented two novel circuit arrangements for

an ultra-low voltage 4T2C targeting typical near/sub-Vth

application domain. From extensive post layout simulations

in 65nm technology, the optimal design of the proposed

versions was demonstrated to be 35% more power efficient,

3.4% faster, 8% more area efficient and 37% better in PDP at

0.4VDD compared to state-of-the-art 4T2Cs. These gains do

not come at the expense of noise margin and PVT immunity

which were comparable to standard CMOS version across a

wider operating range.
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