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Abstract In this paper, a query-based summarization
method, which uses a combination of semantic relations
between words and their syntactic composition, to extract
meaningful sentences from document sets is introduced. The
problem with current statistical methods is that they fail to
capture the meaning when comparing a sentence and a user
query; hence there is often a conflict between the extracted
sentences and users’ requirements. However, this particu-
lar method can improve the quality of document summaries
because it is able to avoid extracting a sentence whose simi-
larity with the query is high but whose meaning is different.
The method is executed by computing the semantic and
syntactic similarity of the sentence-to-sentence and sentence-
to-query.To reduce redundancy in summary, thismethoduses
the greedy algorithm to impose diversity penalty on the sen-
tences. In addition, the proposed method expands the words
in both the query and the sentences to tackle the problem of
information limit. It bridges the lexical gaps for semantically
similar contexts that are expressed using different wording.
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1 Introduction

Due to the huge amount of information available, new tech-
nology that can process this information is required by users.
Document summarization can be an essential technology
for tackling this problem. Document summarization aims to
produce a short version of a source text that provides infor-
mative information for users (Abdi et al. 2015; Aliguliyev
2009; Idris et al. 2009; Saggion and Poibeau 2013). It can be
based on a single document or multiple documents (Lee et al.
2009; Mendoza et al. 2014). In multi-document summariza-
tion, several documents on a single topic are employed to
produce a summary text. However, in single-document sum-
marization, only one document is employed to generate a
summary text. Summaries can be either generic summaries
or query-based summaries (Abdi and Idris 2014; Lee et al.
2009; Sarker et al. 2013). In generic text summarization,
the summary is made about the whole document whereas in
query-based text summarization, the generated summary is
about the query asked. Query-based summarization is a spe-
cific kind of document summarization. Given a user query,
the task is to produce from the document a summary which
can provide informative information corresponding to the
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user’s information needs (Badrinath et al. 2011; Mendoza
et al. 2014).

With the rapid advances in computer technology,
researchers have developed several methods and tools for
query-based summarization (Kanejiya et al. 2003; Pérez et al.
2005;Wiemer-Hastings andWiemer 2000;Wiemer-Hastings
and Zipitria 2001). Due to the progress in other areas, such
as e-learning (EL), natural language processing (NLP), auto-
matic evaluation of summaries, document categorization,
automatic question answering (Q/A) and information extrac-
tion (IE), automatic summarization based on user query has
been made possible.

In the context of text relevance, linguistic knowledge, such
as semantic relations betweenwords and their syntactic com-
position, plays a key role in sentence understanding. This is
particularly important in comparing two sentences where a
single word token is used as the basic lexical unit for com-
parison.

Syntactic information, such as word order, can provide
useful information to distinguish the meaning of two sen-
tences, when two sentences share the similar bag of words.
For example, “Alex calls John” and “John calls Alex”
will be judged as similar sentences because they have the
same surface text. However, these sentences convey differ-
ent meanings.

Most of the existing query-based summarization meth-
ods do not include syntactic information in calculating the
similarity measure between sentence-to-sentence (S2S) and
query-to-sentence (Q2S). They fail to capture the meaning
when comparing two sentences or the query and a sen-
tence, hence sometimes the sentences in a summary text
conflict with the information expressed in a user’s query.
However, for the correct computing of similarity measure
and to identify sentences more relevant to the user’s query,
methods should take into account both semantic and syn-
tactic information (Kanejiya et al. 2003; Pérez et al. 2005;
Wiemer-Hastings and Wiemer 2000; Wiemer-Hastings and
Zipitria 2001).

On other hand, when comparing two sentences (when we
compare the query and a sentence, the query is also viewed
as a sentence), two sentences are considered to be similar
or relevant if most of the words are the same or if they are
a paraphrase of each other. However, it is not always the
case that sentences with a similar meaning share many sim-
ilar words. Hence, semantic information such as semantic
similarity between words and their synonyms can provide
useful information when two sentences have a similar mean-
ing, but used different words. This is because people can
express the same meaning using various sentences in terms
ofword content. However, themore relevant sentencemay be
represented by similar words, rather than the original words
expressed in the user’s query. Furthermore, a query contains
very few words. Thus, the main problem is to use this lit-

tle information to find salient sentences which answer the
question in the user’s query. Therefore, due to the informa-
tion limit that is expressed by a query (Badrinath et al. 2011;
Lloret et al. 2011; Lu et al. 2012; Zhao et al. 2009), and to
enhance the possibility of finding related sentences in the
document, we perform content word expansion as part of
our proposed method using the semantic similarity between
words and their synonym.

The present work introduces a method to produce user-
focused summaries without any complicated processing
steps. The aim is to generate summaries that provide use-
ful information for user needs.

To determine whether a sentence must be contained cor-
rectly in the summary text, we obtain two types of features
for each sentence: the strength of connection with the user’s
query and the strength of general connection, The first is
done by computing the similarity measure between the cur-
rent sentence and the user’s query using a combination of
semantic and syntactic information and the second by calcu-
lating the similarity measure between the current sentence
and other sentences in the text document using a combi-
nation of semantic and syntactic information. This method
also expands the user’s question and sentences to find more
matching sentences from a text document.Moreover, tomore
effectively remove redundancy and increase the information
diversity in the summary, we use a greedy algorithm pre-
sented in the last step (4.) of proposed method. The proposed
method is called query-based summarization using linguistic
knowledge (QSLK), since the summaries are produced using
semantic information obtained from a lexical database and
syntactic information is provided by analyzing the structure
of the sentence.

The structure of this paper is as follows. Section 2 provides
a short overview of the previous methods that have been used
to produce summaries. Section 3 introduces the proposed
method. Section 4 presents the summary generation. Section
5 discusses the performance analysis and presents the results
of the analysis. Finally, in Sect. 6, we summarize the works
discussed and the progress of the project.

2 Brief review of literature

In recent years, query-based summarization has become sub-
ject to be investigated inNLP. Several studies have shown that
the computer can be used for generating summaries based on
users’ queries. However, computer models of the methods
employed by users to provide salient information accord-
ing to their queries. To implement these models is more
difficult, since they have to identify important information
which is related to a particular query in a text document (i.e.,
sentences/paragraph). Despite the difficulty in implement-
ing these models, researchers have recently proposed several
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methods for query-based summarization. In this section, we
explain some of these methods.

Pandit and Potey (2013) proposed a graph-based method
to summarize documents based on user’s query. The pro-
posed method includes two stages, the offline and online
stages. In the offline stage, pre-processing tasks are per-
formed. Give a document set which needs to be summarized,
first, all stop words are removed from the sentences. Then,
the documents are decomposed into a set of paragraphs. Each
node of the graph represents a paragraph. An edge is added
between two nodes if they are semantically related. If two
nodes share common words, they are related. The similar-
ity score between two nodes is calculated using the TF-IDF
method. The similarity score is considered as the weight of
the edge between two nodes. Finally, the nodes of the graph
are clustered using the AHA approach (Davidson and Ravi
2005) and nearest neighbor algorithm (Shekhar and Xiong
2008) to reduce the processing time during the online stage.
At the online level, first, the similarity measure between each
cluster andquery is calculated using the okapi equationwhich
is based on TF-IDF (Varadarajan and Hristidis 2006). Sec-
ond, minimal clusters are identified. Minimal clusters are the
clusters which are related to the input query and the weight
of the edge between a cluster and the input query is non-zero.
These minimal clusters are shown in the result. For this pur-
pose, the top-n clusters with the highest weight in relation to
the input query are displayed.

He et al. (2012) proposed a method to generate sum-
maries from multiple documents based on a user’s question.
The method considers various factors to determine the score
for each sentence. These factors comprise the segmentation
results weight (SRW), characteristics of sentence structure
(CSS), length of sentence (LS) and the mutual information
(MI) of the user’s query. The SRW factor considers part of
speech and term frequency to calculate the sentence weight.
It assumes that sentences containing verbs and nouns are
more important than sentences that contain adverbs and oth-
ers parts of speech.

The CSS factor includes the sentence location and the
kind of sentence (e.g., declarative sentence, interrogative
sentence and exclamatory sentence). The location of a sen-
tence indicates that a sentence is able to represent the main
idea of the document, if it appears in the first paragraph or
in the end paragraph of the document. Thus, if a sentence
is from the first paragraph its position weight is equal to
1; the others 0< sentence weight<1. Moreover, this factor
also considers the kind of sentence. A declarative sentence
includes important information from the document in com-
parison with others such as the interrogative sentence and
exclamatory sentence. Thus, the coefficient of the declarative
sentence is equal to 1; the others 0<coefficient of the sen-
tence<1. The LS factor takes the average length of sentence
into account for sentence weight. Usually, a long sentence

includes redundant information and a short sentence cannot
represent the main idea of the document. Hence, the aver-
age length of the sentence is used to compute the sentence
weight. The MI factor is used to calculate similarity between
the query and a sentence. The similarity is determined based
on the number of matching words they share. Finally, the
results for each factor are summed up and then assigned to the
sentence as sentence weight. The rough summarization step
in the proposed method orders the sentences based on their
weight from high to low. Afterwards, some of the sentences
are selected according to the specified compression ratio.

Ouyang et al. (2011) proposed a method based on regres-
sion models to produce a single summary from a document
set based on user’s query. The proposed method assigns
a score to each sentence using sentence features and a
composite function. It uses seven features for sentence scor-
ing. These features contain three query-dependent features
and four query-independent features. Query-dependent fea-
tures include the word matching feature, semantic matching
feature and named entity matching feature. The query-
independent features include the word TF-IDF feature,
stop-word penalty feature, and sentence position feature.

The word matching feature indicates the number of words
that the user’s query and a document sentence share. The
semanticmatching feature uses a lexical dictionary to expand
the query. The named entity matching feature contains the
number of common named entities in a document sentence
and the user’s query. The word TF-IDF feature uses the
TF-IDF approach to determine important words in a text doc-
ument. The sentence position feature assumes the sentence at
the beginning of the document or the paragraph presents the
main idea of the document. To rank each sentence, a compos-
ite function based on the SVR approach (Basak et al. 2007)
is used to calculate the sentence score using this feature set.

Finally, themethod uses themaximummarginal relevance
(MMR) approach to select sentences. First, all sentences are
ordered according to their scores from high to low. Then, the
sentences of the summary text are chosen as follows. The
method compares the current sentence with other sentences
before selection. If the similarity between the current sen-
tence and the other sentence does not exceed the N value
(N defined by user), the sentence is considered a summary
sentence.

Hu et al. (2010) proposed a method for query-based
summarization. Themethod considers two important charac-
teristics in the scoring process. The characteristics include the
query-dependent characteristic, and the query-independent
characteristic. In the query-dependent characteristic, the
similarity score between the query and each sentence is com-
puted using the normalized cosine relevance value between
the query and the sentence. In the query-independent char-
acteristic, the similarity measure between two sentences is
calculated.
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The method first uses two base rankers to identify the
important sentences. Then, a score is assigned to each sen-
tence using the rank aggregation algorithm which merges
these two ranking results. Finally, the highest ranked sen-
tences are selected. The MMR algorithm (Carbonell and
Goldstein 1998) is used to prevent the redundant sentence
appearing in the summary text.

Summing up, in this section, different kinds of method
have been presented to produce summaries from multiple
documents based on a user’s question. Text summarization
systems usually provide the user with a generic sum-
mary that highlights the most important information in a
text whereas in query-based text summarization, the gen-
erated summary contains more information related to the
query. In other words, query-based multi-document sum-
marization produces a single coherent summary of a set
of related source documents, which answers the need for
information expressed in a given query. As compared to
single-document summarization, the challenge for query-
specific multi-document summarization is that the created
summary is not only expected to contain the important infor-
mation in the whole document set, but also make sure the
summary is biased to the given query as much as possible.

The main problem with the most existing system usually
is that they fail to capture the meaning when comparing a
sentence-to-sentence and sentence-to-query; hence there is
a conflict between extracted sentences and user’s need. For
instance, the current systemsmakenodifference between two
sentences, ‘tiger attacked someone’ and ‘someone attacked
tiger’. Although, it is quite clear that the two sentences have
quite different meaning. Considering relationship between
the words (syntactic composition) can help in identifying
query relevant sentences. In this paper, we propose a method
that is able to capture the meaning in comparison between
S2S or Q2S, when two sentences or a query and a sen-
tence have same surface text (the words are the same) or
they are a paraphrase of each other. The proposed method is
able to avoid selecting the sentence whose similarity with
query is high but its meaning is different. It is executed
by computing the semantic and syntactic similarity of the
sentence-to-sentence and query-to-sentence.

3 Proposed method: QSLK

In this section, a method for query-based multi-document
summarization is presented. The overview of our proposed
method is shown in Fig. 1. Themethod includes the following
steps:

1. Perform pre-processing tasks on the document set and
the input query. This aims to prepare the documents and
the input query for the subsequent steps.

2. Apply the graph-based ranking model. First, the simi-
larity measure between two nodes (e.g., S2S or Q2S)
is calculated using the statistical similarity computation
method (SSCM). Then, a final score is assigned to each
sentence using the combination model (CM). The idea
of the combination model is that the score of a sen-
tence is determined as the sum of its similarity to the
question and its similarity to the other sentences in the
document.

3. Perform the tasks of summary generation. This involves
selecting the number of sentences with a high score, until
the length constraint is reached (a 250-word summary).
At the same time, the greedy algorithm (Badrinath et al.
2011; Wan et al. 2007) is used to produce a summary
with high coverage and less redundancy.

We describe each of the aforementioned steps in the sub-
sequent sections.

3.1 Pre-processing

Themain task of this step is to prepare the query and the doc-
ument sentences for further processing. The step consists of
several functions, such as sentence segmentation, tokeniza-
tion and stop word removal. This step splits the document
text into individual sentences. Then, it removes all stopwords
from both sentences and the input query.

3.2 Graph-based ranking model

This section describes how the graph-based ranking model
is applied. This model calculates the score of each sentence.
For this purpose, first, two similaritymeasures are computed:
the similarity measure of a sentence to other sentences and
the similarity measure of a sentence to the input query. Then,
a score is assigned to each sentence by the CM.

The proposedmethod,QSLK, relies on the two-dimension
graph model. It is created as follows. The input query and
the document sentences are considered as nodes on the
graph. For each node, two kinds of edge are used: (1) the
sentence-to-sentence similarity measure: an edge between
two sentences; (2) the sentence-to-query similarity mea-
sure: an edge between a sentence and the query. A weight
is assigned to each edge in the graph to assess the cor-
relation between the two nodes connected by the current
edge. The weight with an edge is the similarity measure
between two nodes. The score of a node, sentence, on the
graph is determined by the relevance of the current sen-
tence to both the input query and other sentences in the
graph. Figure 2 shows a sample of a document graph that
was constructed using the query and the document sen-
tences.
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Fig. 1 The architecture of the
QSLK
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3.2.1 Statistical similarity computation method (SSCM)

This method calculates the similarity measure between two
sentences (whenwe compute the similarity between the query
and a sentence, the query is also viewed as a sentence), and
then assigns it to the edge between the two current sentences.
The overall process of applying semantic and syntactic infor-
mation to calculate the similarity measure is shown in Fig.
3. The SSCM works as follows:

1. It takes two sentences S1 and S2 as its input.
2. It creates a word set using the two sentences.
3. It creates a semantic vector for each of the two sentences.
4. It creates a word order vector for each of the two sen-

tences.
5. It uses the content word expansion (CWE) method to

expand the words in the query and the sentence. Steps 3
and 4 employ this method to create the semantic vector
and word order vector.
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Sentence 1 Sentence 2

Semantic vector 1 

Semantic vector 2

Word order vector 1 

Word order vector 2

Word Set

Content words expansion

Stemming(word) 

Word order similarity score Semantic similarity score

Word Net

Similarity score

Sentence similarity score=

 Semantic similarity between sentences +

 Word order similarity between sentences 

Fig. 3 Sentence (query) similarity computation

6. It computes the semantic similaritymeasure between two
sentences. The semantic similaritymeasure is determined
by the cosine between the two corresponding semantic
vectors.

7. It calculates the word order similarity measure between
two sentences. The similarity score is determined by the
syntactic vector approach (Li et al. 2006b). This approach
will be explained in the next section.

8. Finally, it calculates the similarity measure between two
sentences (S1 and S2) using a linear equation that com-
bines the obtained similarity measures from steps 6 and
7.

9 The final score obtained from the previous step is
assigned to the edge between two sentences S1 and S2.

Figure 3 includes several components such as word set,
context word expansion, semantic similarity and syntactic
similarity between sentences. The tasks of each component
are as follows:
The word set

Given two sentences S1 and S2, a “word set” is created
using distinct words from the pair of sentences. Let WS =

{W1,W2, . . . ,WN } denote word set, where N is the number
of distinct words in the word set. The word set between two
sentences is obtained as follows:

1. Two sentences are taken two sentences as input.
2. Using a loop for each word, w, from S1, certain tasks are

undertaken, which include:

(i) Determining the root of w (denoted by RW) using
the WordNet.

(ii) If the RW appears in the WS, jumping to step 2 and
continuing the loop using the next word from S1,
otherwise, jumping to step iii;

(iii) If the RWdoes not appear in theWS, then assigning
the RW to the WS and then jumping to step 2 to
continue the loop using the next word from S1.

(iv) Conducting the same process for sentence 2.

Content word expansion (CWE) method
As we can recall from Sect. 1, due to the problem of the

information limit in the input query and the sentences, the
query and sentences need to be expanded. Hence, the QSLK
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employs the content word expansion approach to expand
the words in the query and the sentences. The content word
expansion method is based on semantic word similarity. The
semantic similarity between two words is determined using
these steps:

1. Two words, W1 and W2, are taken as input.
2. Stemming: the root of each word is obtained using the

lexical database, WordNet.
3. The synonym of each word is obtained using the Word-

Net.
4. The number of synonyms for each word is determined.
5. The Least Common Subsume (LCS) of two words and

their length are determined.
6. The similarity score between words using Eqs. (1) and

(2) is computed.

We use the following equations to calculate the semantic
similarity between two words (Aytar et al. 2008; Mihalcea
et al. 2006; Warin 2004):

IC(w) = 1 − Log(synset(w) + 1)

log(max _w)
(1)

Sim(w1, w2) =
{

2∗IC(LCS(w1,w2))
IC(w1)+IC(w2)

if w1 �= w2

1 if w1 = w2
(2)

where LCS stands for the least common subsume, max_w is
the number of words in Word Net, Synset (w) is the number
of synonyms of wordw, and IC (w) is the information content
of word w based on the lexical database WordNet.

Stemming it is used to reduce word to its stem form. It is
useful to identify words that belong to the same stem (e.g.,
went and gone, both come from the verb go). This process
obtains the root of each word using the lexical database,
Word Net. Word Net is a lexical database for English which
was developed at Princeton University (Miller and Charles
1991) It includes 121,962uniquewords, 99,642 synsets (each
synset is a lexical concept represented by a set of synonymous
words) and 173,941 senses of words.
Semantic similarity between sentences

Weuse the semantic vector approach (Alguliev et al. 2011;
Li et al. 2006b) to measure the semantic similarity between
sentences. The following tasks are performed to measure the
semantic similarity between two sentences.

1. To create the semantic vector.
The semantic vector is created using the word set and
corresponding sentence. Each cell of the semantic vector
corresponds to a word in the word set, so the dimension
equals the number of words in the word set.

2. To weight each cell of the semantic vector.

Each cell of the semantic vector is weighted using the
calculated semantic similarity between words from the
word set and corresponding sentence. As an example:

(i) If the word w, from the word set appears in the
sentence S1, the weight of w in the semantic vector
is set to 1. Otherwise, go to the next step;

(ii) If the sentence S1 does not containw, then compute
the similarity score between w and the words from
sentence S1 using the CWE method.

(iii) If similarity values exist, then the weight of w in
the semantic vector is set to the highest similarity
value. Otherwise, go to the next step;

(iv) If there is no similarity value, then the weight of the
w in the semantic vector is set to 0.

3. A semantic vector is created for each of the two sentences.
The semantic similarity measure is computed based on
the two semantic vectors. The following equation is used
to calculate the semantic similarity between sentences:

Simsemantic(S1, S2) =
∑m

j=1(w1 j × w2 j )√∑m
j=1 w2

1 j ×
√∑m

j=1 w2
2 j

(3)

where S1 = (w11, w12, . . . , w1m) and S2 = (w21,

w22, . . . , w2m) are the semantic vectors of sentences S1
and S2, respectively; wpj is the weight of the j th word
in vector Sp, m is the number of words.

Word order similarity between sentences
We use the syntactic vector approach (Li et al. 2006b) to

measure the word order similarity between sentences. The
following tasks are performed to measure the word order
similarity between two sentences.

1. To create the syntactic vector.
The syntactic vector is created using the word set and
corresponding sentence. The dimension of the current
vector is equal to the number of words in the word set.

2. To weight each cell of the syntactic vector.
Unlike the semantic vector, each cell of the syntactic vec-
tor is weighted using a unique index. The unique index
can be the index position of the words that appear in
the corresponding sentence. However, the weight of each
cell in the syntactic vector is determined by the following
steps:

(i) For each word, w, from the word set, If w appears
in the sentence S1 the cell in the syntactic vector is
set to the index position of the corresponding word
in sentence S1. Otherwise, go to the next step;

(ii) If the word w does not appear in sentence S1, then
compute the similarity score between w and the
words from sentence S1 using the CWE method.
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(iii) If similarity values exist, then the value of the cell is
set to the index position of the word from sentence
S1 with the highest similarity measure.

(iv) If there is not a similarity value between w and the
words in sentence S1, the weight of the cell in the
syntactic vector is set to 0.

3 For both sentences, the syntactic vector is created. Then,
the syntactic similarity measure is computed based on
the two syntactic vectors. The following equation is used
to calculate word order similarity between sentences:

Simword order(S1, S2) = 1 − ||O1 − O2||
||O1 + O2|| (4)

where O1 = (d11, d12, . . . , d1m) and O2 = (d21,
d22, . . . , d2m) are the syntactic vectors of sentences S1
and S2, respectively; dpj is the weight of the j th cell in
vector Op.

Sentence similarity measurement
The similarity measure between two sentences is calcu-

lated using a linear equation that combines semantic and
word order similarity. The similarity measure is computed
as follows:

Simsentences(S1, S2) = α · simsemantic(S1, S2)

+ (1 − α) · simword order(S1, S2) (5)

where 0 < α < 1 is the weighting parameter, specify the
relative contributions to the overall similarity measure of the
semantic and syntactic similarity measures. The larger the α,
the heavier the weight for semantic similarity. If α = 0.5,
the semantic and syntactic similarity measures are assumed
to be equally important.

3.2.2 Combination model (CM)

The main goal of query-based summarization is to select
sentences which are more relevant to the input query. Hence,
sentences which are similar to the input query must obtain a
high score. However, a sentence that is similar to the other
high scoring sentences in the graph must also get a high
score. For example, if a sentence that obtains a high score
in measuring similarity between a sentence and a query is
likely to include an answer to the question, then a related
sentence, which may not be similar to the input query itself,
is also likely to include an answer. This idea ismodeled by the
following combination model (Badrinath et al. 2011; Chali
et al. 2011; Otterbacher et al. 2005; Zhao et al. 2009):

P(s|q) = β × Sim(s, q)∑
z∈C Sim(z, q)

+ (1 − β)

×
∑
v∈C

Sim(s, v)∑
z∈C Sim(z, v)

× P(v|q) (6)

where P(s|q) denotes the score of a sentence s given a ques-
tion q, which is determined as the sum of the similarity
between the current sentence and the query, and the similarity
between the current sentence and the other sentences in the
document set. C contains all sentences in the document set.

0 ≤ β ≤ 1 is the weighting parameter, it is used to spec-
ify the relative contribution of two similarities: the similarity
of a sentence to the query and similarity to the other sen-
tences in document set. The bigger the β, the heavier the
weight for the Q-to-S similarity. If β = 0.5, the S2S similar-
ity measure and the Q2S similarity measure are assumed
to be equally important. The denominators in both terms
are for normalization. The similarity measure between two
sentences, sim(s, v), and the similarity measure between a
sentence and the query, sim(s, q) are calculated based on the
statistical similarity computation method.

Following (Erkan and Radev 2004; Otterbacher et al.
2005), Eq.(6) can be written in matrix form as follows:{
P(k+1) = MT Pk
M = βU + (1 − β)W

(7)

where W , U and M are square matrices. All elements in
matrixW represent the similaritymeasure between sentences
and the elements inmatrixU represent the similaritymeasure
between sentences and the input query.Bothmatrices are nor-
malized tomake the sum of each row equal to 1. K represents
the K th iteration. β is a weighting parameter between [0,1].
The vector P = [p1, . . . , pN ] corresponds to the stationary
distribution of the matrix M . The combination model based
on Eq. (7) is performed by carrying out the following steps.

1. Given two sentences Si and S j , the similarity measure
between two sentences is calculated using the SSCM.
Additionally, given a sentence and the query, the sim-
ilarity measure between the sentence and the query is
calculated using the SSCM.

2. Create the square matrix W using Wi, j = Sim(Si , S j ).
Additionally, create a square matrix U using Ui j =
Sim(Si , q). W and U should be normalized to make the
sum of each row equal to 1.

3. Iterate P(k+1) = [βU + (1 − β)W ]T Pk until the loop
constraint is reached. Usually, the iteration is terminated
when ||P(k+1) − Pk || is smaller than the threshold value,
defined by the user. Vector P is initialized as the uniform
distribution

[ 1
N , 1

N , . . . , 1
N

]
.

4. Let P denote the result. Each sentence Si obtains its rank-
ing score corresponding to pi (1 ≤ i ≤ N ).

4 Summary generation

Once the sentences are ranked using the graph-based rank-
ingmodel, the simple approach to forming the final summary
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is just to select the sentences with the highest score values
until the required summary length is reached. Finally, the
summary includes multiple extracted sentences from sev-
eral documents. In this case, since various sentences may
include similar content, it is necessary to reduce redundancy
and increase the information coverage in the summary. In our
method, to tackle this problem, we employ two main levels
of analysis: first, a scoring level, where every sentence of the
document set is scored using the graph-based model and sec-
ond, a comparison level, where, before adding the sentences
to the final summary, the sentences assumed to be significant
are compared to each other and only those that are not too
similar to other candidates are contained in the final sum-
mary. To do this, we use the greedy algorithm (Wan et al.
2007; Zhang et al. 2005) to impose a diversity penalty on the
sentences to remove redundancy. The algorithm includes the
following steps.

1. Create two sets, A1 = ∅ and A2 = {Si |i = 1, 2 . . . , N },
and initialize the score of each sentence to its score cal-
culated using Eq. (7), i.e., score (Si ) = P(Si |q), i =
1, 2, . . . , N .

2. Sort the sentences in A2 based on their scores in descend-
ing order.

3. If Si is a sentence with high score in A2, move Si from
A2 to A1, and re-compute the scores of the remaining
sentences in A2 by imposing a redundancy penalty as
follows. For each sentence S j ∈ A2,

Score(S j ) = Score(S j ) − (Sim(Si , S j ) × P(Si |q)) (8)

where, Sim(si , s j ) is similaritymeasure between two sen-
tences defined in Eq. 5.

4. Go to step 2 and iterate until A2 = ∅ or the summary
length limitation is satisfied.

Finally, the sentences in the set A1 are added to the summary.

5 Experiments

Our proposed method, QSLK, was applied for query-based
multi-document summarization. We conducted the experi-
ments on data sets provided by Document Understanding
Conference (http://duc.nist.gov).

5.1 Data set

In this section, we describe the data used throughout our
experiments. For assessment of the performance of the pro-
posed method, we used the datasets provided by DUC 2005
and DUC 2006. The DUC 2005 and DUC 2006 data sets
include 50 document clusters. Each cluster ofDUC2005 data
set consists of 32 relative documents. Each cluster of DUC

Table 1 Description of dataset

DUC 2005 DUC 2006

Number of cluster 50 50

Number of documents in
each cluster

32 25

Average number of
sentences per cluster

1003 816

Data source TREC AQUAINT

Summary length 250 words 250 words

2006 data sets consists for 25 relative documents. The query-
based multi-document summarization was the only task of
DUC 2005 and DUC 2006. In other words, “given a com-
plex question (topic description) and a collection of relevant
documents, the task is to synthesize a fluent, well-organized
250-word summary of the documents that answers the ques-
tion(s) in the topic”. It should bementioned that the summary
produced by our proposedmethod is denoted as the candidate
summary and the summary provided by the experts for each
document set is denoted the reference summary. To evaluate
the performance of our method, we conducted two experi-
ments. In the first experiment, we used the data from DUC
2005 for parameter tuning (β and α). In the second experi-
ment, we used the data provided by DUC 2006 to compare
our method with the existing systems that had been used in
DUC 2006. A brief information is shown in Table 1.

5.2 Evaluation metrics

To evaluate and compare the performance of our pro-
posed method, we used the standard ROUGE metric (Lin
2004). ROUGE was adopted by Document Understanding
Conference as the official evaluation metric for text sum-
marization. Lin (2004) proposed the automatic summary
assessment system named Recall-Oriented Understudy for
Gisting Evaluation, which is used to assess the quality of the
summary text. The current system includes various automatic
assessment approaches, such as ROUGE-N, ROUGE-L, and
ROUGE-S. ROUGE-L calculates the similarity between a
reference summary and a candidate summary based on the
longest common subsequence (LCS). ROUGE-S is a mea-
sure of the overlap of skip-bigrams between a candidate and
a reference summary. ROUGE-SU4 (skip-bigram based on
maximumskip distance of 4, plus unigram).ROUGE-Ncom-
pares two summaries, the system summary and the human
summary, based on the total number of matches. It is calcu-
lated as follows:

ROUGE−N =
∑

SεReference summaries
∑

N -gramεS Countmatch(N -gram)∑
SεReference summaries

∑
N -gramεS Count(N -gram)

(9)
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Fig. 4 Steps to optimize α and
β

Data set: DUC 2005;
Sentence segmentation;
Stop word removal;

For = 0 to  = 1

For α = 0.1 to  α = 0.9
Begin

Run the proposed method on the current dataset using Eqs. (5), (7) and (9).

End

where N is used for the length of the N-gram and Count

match (N-gram) is the total number of N-grams co-occurring
in a reference summary and a candidate summary. Count (N-
gram) is the number of N-grams in the reference summaries.

In our evaluation, we used three metrics of ROUGE:
ROUGE-1, ROUGE-2 and ROUGE-SU4. We reported the
Recall score of ROUGE-1, ROUGE-2 and ROUGE-SU4 to
assess and compare our method, QSLK, with other methods.

5.3 Parameter setting

As it is stated before in the Sect. 5.1, QSLK is mainly tested
over DUC 2005 and DUC 2006 data sets. In the experi-
ments over datasets, we first focused on optimizing QSLK
parameters. To be more specific, we first try to optimize:
(1) a weighting parameter (α) for weighting the significance
between semantic information and syntactic information and
(2) a trade-off parameter (β), which is a trade-off between the
similarity of a sentence to the query and to other sentences in
the document sets. To accomplish this, we randomly selected
set of documents from DUC 2005 dataset and ran QSLK
to find the optimal parameter values. All documents were
decomposed into sentences. The stop words from both the
query and the sentences were removed. We ran our proposed
method on the current data set. We used Eqs. (5), (7) and
(9).We also used the greedy algorithm to reduce redundancy,
described in Sect. 4. Equation 5was used to calculate the sim-
ilarity measure. Equation 7 was used to calculate the score
value of each sentence in the graph model. Equation 9 was
used to calculate the Recall value of ROUGE-1, ROUGE-2
and ROUGE-SU4.

We evaluated our method for each peer (α) between 0.1
to 0.9 with a step of 0.1 and (β) between 0 to 1 with a step
of 0.1, (e.g. α = 0.4, β = 0.7). To estimate the values of
α and β, we used a nested loop, Fig. 4, where β is outer
loop and α is inner loop. In the first pass of the outer loop
when the value of β becomes 0 then control enters into the
inner loop where α is varied from 0.1 to 0.9 to observe the
variation in performance. The second pass of the outer loop
also triggers the inner loop again. This repeats until the outer
loop finishes. The results of aforementioned nested loop are
reported in Table 2 and Fig. 5.

Table 2 and Fig. 5 present the experimental results
achieved using various α and β values. We evaluated the
results in terms of Recall scores obtained throughROUGE-1,
ROUGE-2 and ROUGE-SU4. We also measured the average
Recall score using Eq. (10).

Average Recall Score (ARS)

= RecallROUGE-1 + RecallROUGE-12 + RecallROUGE-1SU4
3

(10)

On analyzing the results, we found that the best performance
was achieved with α = 0.7 and β = 0.8. This α and β

produced Recall scores for the three ROUGE metrics as fol-
lows: 0.3874 (ROUGE-1), 0.0793 (ROUGE-2) and 0.1372
(ROUGE-SU4). We also obtained the best ARS 0.2013 with
α = 0.7 and β = 0.8. The best values in Table 2 have been
marked using boldface. As a result, using the current data set,
we obtained the best ARS of 0.2013 when we used 0.7 as the
α value and 0.8 as the β value. Therefore, we can recommend
these α and β values for use with the DUC 2006 data set.

5.4 Comparison with DUC 2006 systems

To confirm the aforementioned results, we validated our pro-
posed method, QSLK, using a comparison of the overall
Recall values obtained by QSLK and the participating sys-
tems inDUC2006 (Hoa 2006): (a) theworst system: System-
1 (Baseline) (Hoa 2006). It selects the first sentences from
documents to produce the summary until the summary length
is satisfied, (b) The top five systemswith the highest ROUGE
scores: System-8 (JIKD) (Conroy et al. 2006), System-12
(onModer) (Ye and Chua 2006), System-23 (ICL_SUM)
(Li et al. 2006a), System-24 (IIITH_Sum) (Jagarlamudi and
Varma 2006) and System-28 (LIA_THALES) (Favre B et al.
2006).

We applied our method to the DUC 2006 data set only
with α value 0.7 and β value 0.8. Table 3 and Fig. 6 present
the results obtained for Recall for the three ROUGE metrics
with α of 0.7 and β of 0.8. The results obtained prove that
QSLK outperformed the other methods examined and that
our method produced very competitive results. QSLK was
also able to obtain an ARS of (23.095%) in comparison with
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Table 2 Performance of the
QSLK against various α and β

values

Trade-off (β) Weighting (α) ROUGE-1 ROUG-2 ROUGE-SU4 ARS

β = (0. . .0.7) 0.1 – – – –

– – – – –

0.9 – – – –

β = 0.8 0.1 0.3678 0.0751 0.1299 0.1909

0.2 0.3696 0.0758 0.1307 0.1921

0.3 0.3733 0.0776 0.1325 0.1945

0.4 0.3771 0.0789 0.1343 0.1968

0.5 0.3823 0.0793 0.1375 0.1997

0.6 0.3855 0.0800 0.1361 0.2005

0.7 0.3874 0.0793 0.1372 0.2013

0.8 0.3862 0.0801 0.1371 0.2011

0.9 0.3853 0.0792 0.1374 0.2006

β = (0.9 . . . 1) 0.1 – – – –

– – – – –

0.9 – – – –

Due to the space limitations of this paper, a sample results are shown

Fig. 5 Performance of the
QSLK against various α and β

values

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

1 11 21 31 41 51 61 71 81 91

Trade-off ( β) Weighting (α) AAR

Table 3 Performance
comparison between QSLK and
DUC 2006 systems

ROUGE values of the methods

System ROUGE-1 ROUGE-2 ROUGE-SU4 ARS

QSLK 0.42873 0.09682 0.16731 0.23095

OnModer 0.40488 0.08987 0.14755 0.21410

ICL_SUM 0.40440 0.08792 0.14486 0.21239

JIKD 0.38807 0.08707 0.14134 0.20549

LIA_THALES 0.39922 0.08700 0.14522 0.21048

IIITH_Sum 0.40980 0.09505 0.15464 0.21983

Baseline 0.30217 0.04947 0.09788 0.14984

the best existing method, IIITH_Sum, which had an ARS of
(21.983%).

5.5 Comparison with related methods

In this section, the performance of our method is compared
with other well-known or recently proposed methods. In par-

ticular, to evaluate our methods on DUC 2006, we select
the following methods: (1) LEX (Huang et al. 2010), (2)
TMR (Tang et al. 2009), (3) SVR (Ouyang et al. 2010), (4)
Topical-N (Yang et al. 2013), (5) QEMD (Zhao et al. 2009),
(6) Qs-MR (Wei et al. 2011), (7) CTMSUM (Guangbing
2014) and (8) WAASum (Canhasi and Kononenko 2014).
These methods have been chosen for comparison because
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Fig. 6 Performance
comparison of the QSLK with
DUC 2006 systems
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Table 4 Performance comparison between QSLK and other methods
on DUC 2006

ROUGE values of the methods

System ROUGE-1 ROUGE-2 ROUGE-SU4 ARS

QSLK 0.4287 0.0968 0.1673 0.2310

LEX 0.4030 0.0913 0.1449 0.2131

TMR 0.4063 0.0913 0.1504 0.2160

SVR 0.4018 0.0926 0.1485 0.2143

Topical-N 0.4010 0.0893 0.1459 0.2121

QEMD 0.4026 0.0932 0.1473 0.2144

Qs-MR 0.4012 0.0914 0.1444 0.2123

CTMSUM 0.4157 0.0968 0.1548 0.2224

WAASum 0.4238 0.0917 0.1671 0.2275

they have achieved the best results on the DUC 2006 data set.
The summarization accuracy by ROUGE metrics is reported
in Table 4 and Fig. 7.

5.6 Detailed comparison

From the comparison of the ROUGE values for DUC 2006
systems and other methods, QSLK obtains a considerable
improvement. Tables 5 and6 show the improvement ofQSLK
for all three ROUGE metrics. It is clear that QSLK obtained
the highest ARS and outperformed all the other methods. We

used the relative improvement (Our method−Other method
Other method )×100

for comparison. In Tables 5 and 6, “+” means the pro-
posed method improves the DUC 2006 systems and existing
methods. Table 5 shows among the DUC 2006 systems the
IIITH_Sum displays the best results compared to OnModer,
ICL_SUM, JIKD, LIA_THALES and Baseline. In com-
parison with the IIITH_Sum method, QSLK improved its
performance as follows: 4.6193% (ROUGE-1), 1.8622%
(ROUGE-2), 8.1932% (ROUGE-SU4) in terms of Recall.

Table 6 also displays among the existing methods the
WAASum shows the best results compared to LEX, TMR,
SVR, Topical-N, CTMSUM, QEMD and Qs-MR. In com-
parison with the method WAASum, QSLK improves the
performance of the WAASum method as follows: 1.1633%
(ROUGE-1), 5.5834 (ROUGE-2), 0.1257% (ROUGE-SU4)
in terms of Recall.

To display the comparison of methods more clearly, we
present it in histograms. The comparison between the overall
performance achieved by QSLK, DUC 2006 systems and the
other methods for the similar dataset is presented in Figs. 8
and 9, respectively.

5.7 Statistical significance test

To statistically compare the performance ofQSLKwith other
summarization methods, we use a non-parametric statisti-
cal significance test, calledWilcoxon’s matched-pairs signed

Fig. 7 Performance
comparison between QSLK and
other methods on DUC 2006
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Table 5 Performance
evaluation compared between
the QSLK and DUC 2006
systems

QSLK improvement (%)

Metrics OnModer ICL_SUM JIKD LIA_THALES IIITH_Sum Baseline

ROUGE-1 +5.8906 +6.0163 +10.4775 +7.3919 +4.6193 +41.8837

EOUGE-2 +7.7334 +10.1228 +11.1979 +11.2874 +1.8622 +95.7146

ROUGE-SU4 +13.3921 +15.4977 +18.3741 +15.2114 +8.1932 +70.9338

Table 6 Performance evaluation compared between the QSLK and other methods on DUC 2006

QSLK improvement (%)

Metrics LEX TMR SVR Topical-N QEMD Qs-MR CTMSUM WAASum

ROUGE-1 +6.3846 +5.5206 +6.7023 +6.9152 +6.4982 +6.8619 +3.1345 +1.1633

EOUGE-2 +6.0460 +6.0460 +4.5572 +8.4211 +3.8396 +5.9300 +0.0207 +5.5834

ROUGE-SU4 +15.466 +11.243 +12.667 +14.674 +13.570 +15.866 +8.0814 +0.1257

Fig. 8 Performance
comparison between the QSLK
and DUC 2006 systems
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Fig. 9 Performance
comparison between the QSLK
and other methods on DUC 2006
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rank based statistical test, to determine the significance of
our results. The statistical significance test for independent
samples has been conducted at the 5% significance level of
the summarization results. Nine groups, corresponding to the
nine methods: (1) LEX, (2) TMR, (3) SVR, (4) Topical-N,
(5) QEMD, (6)Qs-MR, (7) CTMSUM, (8) WAASUM, (9)
QSLK, have been created for data set. Two groups are com-
pared at a time one corresponding to QSLK method and the
other corresponding to some other method considered in this
paper. Each group consists of the ROUGE-1 and ROUGE-
2 scores for the data set produced by each corresponding
method.

The median values and standard deviation (Stdv.) of
ROUGE-1 and ROUGE-2 scores of each method for the
data set are presented in Table 7. As is evident from
Table 7, the median values of ROUGE-1 and ROUGE-2
for QSLK method on data set are better than that for the
other methods. To establish that this goodness is statisti-
cally significant, Table 8 reports the P values produced by
Wilcoxon’smatched-pairs signed rank test for comparison of
two groups (one group corresponding to QSLK and another
group corresponding to some other method) at a time. As a
null hypothesis, it is assumed that there are no significant dif-
ferences between the median values of two groups. Whereas
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Table 7 Median values and standard deviation of methods on DOC
2006

Method ROUGE 1 ROUGE 2

Median Stdv. Median Stdv.

QSLK 0.6515 4.9E−02 0.0769 7.5E−03

LEX 0.5870 6.0E−02 0.0649 1.1E−02

TMR 0.6005 7.9E−02 0.0695 1.1E−02

SVR 0.5405 8.9E−02 0.0668 9.6E−03

Topical-N 0.4370 9.4E−02 0.0521 1.4E−02

QEMD 0.5650 7.8E−02 0.0691 1.1E−02

Qs-MR 0.5225 7.0E−02 0.0608 1.9E−02

CTMSUM 0.5635 8.5E−02 0.0709 1.0E−02

WAASum 0.6170 8.5E−02 0.0711 8.7E−03

the alternative hypothesis is that there is significant difference
in themedian values of the two groups. It is clear fromTable 8
thatP values aremuch less than 0.05 (5% significance level).
For example, the Wilcoxon’s matched-pairs signed rank test
between the algorithms QSLK andWAASum for DUC 2006
provides aP value of 0.037 (ROUGE-1), which is very small.
This is strong evidence against the null hypothesis, indicat-
ing that the better median values of the performance metrics
produced by QSLK is statistically significant and has not
occurred by chance. Similar results are obtained for all other
methods compared to QSLKmethod, establishing the signif-
icant superiority of the proposedmethod. From the statistical
results, we observe that our QSLK method significantly out-
performs the other baseline summarization methods.

A visual comparison of statistical significance is provided
in Fig. 10. This figure shows the median values of ROUGE-1
and ROUGE-2 scores obtained by each method on the DUC
2006data set. It canbeobserved thatROUGE-1 andROUGE-
2 values of QSLK are noticeably better than that of other
methods. In addition, according to the statistical significance
test, QSLK is more stable than the other methods. For con-
vincing, we address the readers to pay an attention to the
values of the standard deviation (Stdv.) in Table 7.

5.8 Discussion

The current section presents the main findings that were
obtained from Tables 3, 4, 5 and 6. Our method was able
to outperform all other systems. This is due to the fact that,
(a) It is able to identify the synonyms or similar words among
all sentences using a lexical database, Word Net. It is very
important to consider this aspect (identifying the synonyms
or similar words) when measuring the similarity score of
S2Sand Q2S, to tackle the information limit of the query
and the sentences.

(b) Given two sentences (i.e., S1John likes Ravi; S2Ravi
likes John), unlike JIKD, onModer, ICL_SUM, IIITH_Sum,
LIA_THALES and Baseline, our method is able to distin-
guish the meanings of the two sentences using a combination
of semantic and syntactic information.

(c) Baseline and ICL_SUM do not consider word expan-
sion in calculating the similarity measure between sentences

Table 8 P values produced by
Wilcoxon’s matched-pairs
signed rank test by comparing
QSLK with other methods

Data set LEX TMR SVR Topical-N QEMD Qs-MR CTMSUM WAASum

DUC 2006 Comparing medians of ROUGE-1 metric of QSLK with other methods

0.003 0.040 0.001 0.000 0.001 0.000 0.001 0.037

Comparing medians of ROUGE-2 metric of QSLK with other methods

0.001 0.036 0.012 0.015 0.010 0.007 0.042 0.001

Fig. 10 Median values of
different summarization method
on DUC 2006
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and sentence-to-query. Baseline also does not apply any
method for the imposing of a redundancy penalty.

(d) LIA_THALES applies the maximal-marginal-
relevance (MMR) (Carbonell and Goldstein 1998; Goldstein
et al. 2000) to control sentence redundancy. It runs theMMR
on Latent Semantic Analysis (LSA) (Landauer 2002). LSA
uses a predefined word list including hundreds of thousands
of words (Landauer et al. 1998) for measuring the similar-
ity between two sentences; this drawback can lead to some
important words from the input texts not being considered in
theLSAspace.Our proposedmethod computes the similarity
score between two sentences based on thewords in compared
sentences. LSA, with high dimensionality and high sparsity,
has an impact on the performance of similarity measuring
(Burgess et al. 1998; Salton 1989). LSA is a ‘bag-of-words’
method and does not take into account syntactic information
for computing the text similarity score (Kanejiya et al. 2003;
Pérez et al. 2005; Wiemer-Hastings and Zipitria 2001).

(e) Tables 4 and 6 show that our method obtained good
result in ROUGE score. The results confirm that our method
outperforms the other methods. Moreover, the results show
that the combination of semantic and syntactic information;
and the content word expansion can improve the perfor-
mance.

6 Conclusion

With the explosive growth of the volume and complexity of
document data on the Internet, multi-document summariza-
tion provides a useful solution for understanding documents
and reducing information overload. Hence, we need effective
summarization methods to analyze and extract the important
information. A good summary is expected to preserve the
important information contained in the documents as much
as possible, and at the same time to contain as little redun-
dancy as possible. In this paper, we propose a method to
produce summaries for query-based multi-documents tasks.
Our method in this work not only combines semantic and
syntactic information to capture the meaning when com-
paring sentences-to-sentence and query-to-sentence, but also
considers content word expansion to improve the quality of
summaries and extract the more query relevant sentences
from a document set.

The evaluation of QSLK is conducted over DUC dataset
that comprises a wide variety of text lengths. The pro-
posed method is very easy to follow and requires minimal
text processing cost. Initially, parameters of QSLK are opti-
mized over the DUC 2005 dataset. Later, we used the DUC
2006 data set to assess the performance of QSLK using the
Recall score of ROUGE metrics. QSLK is compared with
the participating system in DUC 2006 and the current meth-
ods which are well-known existing methods that are used
for query-based multi-documents tasks. The experimental

results display that the performance of the proposed method
is very competitive when compared with other methods. The
results also displayed that PDLK improved the performance
of the participating system in DUC 2006 and the current
methods. We observed that QSLK IS able to obtain an ARF
of 23.10% in comparison with the best participating system
in DUC 2006, (IIITH_Sum), which had ARF of 21.983%
and the best existing system, (WAASum), which had ARF
of 22.75%.

As future work, we plan to improve the proposed method
by considering identifying passive and active sentence, and
expanding the semantic knowledge base, which are limita-
tions of the current method. (a) The method is not able to
distinguish between an active sentence and a passive sen-
tence. Given a suspicious sentence (A: ‘Teacher likes his
student’) and two source sentences (B: ‘student likes his
teacher’; C: ‘student is liked by his teacher’), although the
similarity measure between sentences (A and B) and (A and
C) is same, but as we can see the meaning of sentence A is
more similar to the sentenceC.Hence, it is important to know
what passive and active sentences are before comparisons can
bedrawn. (b)ThemethodusedWordNet as themain semantic
knowledge base to calculate the semantic similarity between
words. The comprehensiveness of Word Net is determined
by the proportion of words in the text that are covered by
its knowledge base. However, the main criticism of Word-
Net concerns its limited word coverage to calculate semantic
similarity between words. Obviously, this disadvantage has
a negative effect on the performance of our proposed algo-
rithm. To tackle this problem, in addition to WordNet, other
knowledge resources, such as Wikipedia and other large cor-
pus should be used.

In addition to the aforementioned futureworks, the follow-
ing works are also considered as future works. In future, we
aim to extend our method to generic multi-document sum-
marization. In query-based summarization, it is clear that
sentences which are more relevant to the query are selected
for the summary. But in generic multi-document summariza-
tion, we have to reduce the documents in size and extract the
sentences that represent the main ideas of the text collection.
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