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ABSTRACT

Introduction: People with disabilities or special needs can benefit from Al-based conversational agents
(i.e., chatbots) that are used for competence training and well-being management. Assessing the quality
of interactions with these chatbots is key to being able to reduce dissatisfaction with them and to under-
standing their potential long-term benefit. This in turn will help to increase adherence to their use,
thereby improving the quality of life of the large population of end-users that they are able to serve.
Methods: Following Preferred Reporting Items for Systematic reviews and Meta-Analyses (PRISMA) meth-
odology, we systematically reviewed the literature on methods of assessing the perceived quality of inter-
actions with chatbots using the from Scopus and the Web of Science electronic databases. Using the
Boolean operators (AND/OR) the keywords chatbot*, conversational agent®, special needs, disability
were combined.

Results: Revealed that only 15 of 192 papers on this topic included people with disabilities or special
needs in their assessments. The results also highlighted the lack of a shared theoretical framework for
assessing the perceived quality of interactions with chatbots.

Conclusion: Systematic procedures based on reliable and valid methodologies continue to be needed in
this field. The current lack of reliable tools and systematic methods to assess chatbots for people with dis-
abilities and special needs is concerning, and ultimately, it may also lead to unreliable systems entering
the market with disruptive consequences for people.
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» IMPLICATIONS FOR REHABILITATION

e Chatbots applied in rehabilitation are mainly tested in terms of clinical effectiveness and validity with
a minimal focus on measuring the quality of the interaction

e The usability and interactive properties of chatbots applied in rehabilitation are not comparable as
each tool is measured in different way

e The lack of a common framework to assess chatbots exposes people with disability and special needs
to the risk of using unreliable tools

Introduction of training in various competences and managing their well-being
[3,10,11]. For this reason, assessing the perceived quality of inter-
action with chatbots is key to be being able to reduce dissatisfac-
tion and to understanding their potential long-term benefit, in
order to increase adherence and thereby improve the quality of

life of the large population of end-users that they are able

Chatbots are intelligent conversational software that can interact
with humans via text-based dialogue using natural language [1].
They are widely used to support people services, decision-making
and training in various domains [2-5].

Despite some ethical and societal concerns around privacy and
security [6,7], chatbots and Al-based conversational agents that
have human avatars are becoming more common. Moreover,
there is wide consensus on their usefulness, especially in the
domain of health where they can support rehabilitation, adher-
ence to treatment, and training [8,9]. People with disabilities or
special needs can also benefit from Al support systems, in terms

to serve.

Chatbots are interaction systems. Thus, independent of their
domain of application, their performance, in terms of the quality
of that interaction, should be designed and assessed with the
users with whom they interact, rather than through a system-cen-
tred approach [1]. A recent review by Abd-alrazaq et al. [8]
showed that in the mental health domain, researchers usually
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assess chatbots by randomized controlled trial only. Quality of
interaction is rarely assessed; where it is, it is done by looking at
unstandardized aspects of interaction and qualitative scales that
do not allow comparisons to be made. This inconsistent way of
testing the quality of interaction of these devices or applications
through a wide and varying range of factors is endemic to every
domain that uses chatbots and makes it hard to benchmark the
results of studies [1,12,13]. While some qualitative guidelines and
tools are emerging [1,14], it is still hard to find an agreement on
what factors should be tested. As argued by Park and Humphry
[15], the development of these innovative systems should pro-
ceed around a common framework for assessing the perceived
quality of interaction, in order to prevent chatbots being viewed
by their end-users as simply another source of social exclusion
and being abandoned as quickly as any other inconsistent assist-
ive technology would be [16,17]. Therefore, a common framework
and guidelines on how to assess the perceived quality of inter-
action of chatbots are needed.

From a systems perspective, the subjective experience of qual-
ity derives from the interaction between the user and the applica-
tion under specific conditions and contexts. Subjective experience
cannot be assessed simply by assuming that satisfactory perform-
ance of the system as perceived by the user equates to good
user experience [18]. As summarized by Lewis [19], the need to
measure objective and subjective aspects of interactions in a reli-
able and comparable way is a lesson that those in the field of the
human-computer interaction have learnt; it has yet to be learnt in
the field of chatbots, as also recently highlighted by Bendig
et al. [20].

Because of the lack of a shared assessment framework defining
comparable evaluation criteria, chatbot developers are forced to
rely on the umbrella framework provided by International
Organisation for Standards (ISO) 9241-11 [21] for assessing usabil-
ity and by 1SO 9241-210 [22] for assessing user experience (UX).
These two ISO standards define the key factors of interaction
quality: (i) effectiveness, efficiency and satisfaction in a specific
context of use (ISO 9241-11); and (ii) the control (where possible)
over time of expectations concerning use, satisfaction, perceived
level of acceptability, trust, usefulness and all those factors that
ultimately push users to adopt and keep using a tool (ISO 9241-
210). Although these standards have not yet been adapted to
accommodate the specific needs of chatbots and conversational
agents, these two aspects — usability and UX - are essential to
the perceived quality of interaction [23]. Until a framework has
been developed and broad consensus on the assessment criteria
established, practitioners may benefit from assessing chatbots
against these ISO standards; this would allow them to compare
the interactive performance of these applications.

This paper investigates how factors of perceived quality of
interaction are measured in studies of Al-based agents that sup-
port people with disabilities or special needs. Our systematic lit-
erature review was performed in accordance with the PRISMA
reporting checklist (Supplemental material).

Methods
Study design

This systematic review was performed on journal articles
examining the interaction between chatbots and people with
disabilities or special needs over the last 10years (our eligibility
criteria  and electronic search strategy are described in
Supplemental material).

Research questions

To investigate whether and how the quality of interaction with
chatbots are evaluated in line with ISO standards of usability (ISO
9241-11) and user experience (ISO 9241-210), the review sought
to answer the following research questions:

e RQ1 - How are key usability factors measured and reported
in evaluations of chatbots for people with disabilities or spe-
cial needs?

e RQ2 - How are factors relating to user experience measured
and reported in assessments of chatbots?

Eligibility criteria

In the review, we included records that:

1. mentioned chatbots or conversational interfaces/agents for
people with disabilities or special needs in the title, abstract,
keywords or main text.

2. included empirical findings and discussion on theories (or
frameworks) to do with factors that might contribute to the
perceived quality of interaction with chatbots, with a focus
on people with various types of disability.

We excluded records that did not include at least one group
of end-users with a disability in either the testing or the design of
the interaction, as well as those studies that focussed on:

1. testing emotion recognition during the interaction exchange,
or assessing applications for detecting the development of
disability conditions or disease.

2. chatbots supporting people with alcoholism, anxiety, depres-
sion or traumatic disorders.

3. the assessment of end-user compliance with clinical treat-
ment, or assessing the clinical effectiveness of using Al
agents as an alternative to standard (or other) forms of care
without considering the interaction exchange with
the chatbot.

4. ethical and legal implications of interacting with Al-based
digital tools.

Search strategy

Records were retrieved from Scopus and the Web of Science
using the Boolean operators (AND/OR) to combine the following
keywords: Chatbot, Chatbots, conversational agent, conversational
agents, special needs, disability. We searched only for English lan-
guage articles, as reported in Supplemental material.

Results

As shown in Figure 1, a total of 147 items were retrieved from
Scopus and the Web of Science. A further 53 records were added
from a previous review of chatbots used in mental health by Abd-
alrazaq et al. [8]. After removing eight duplicates, a scan of the
remaining 192 records by title and abstract was performed by
two authors (MLDF, SB). Articles that mentioned their scope as
being to assess interactions between chatbots and conversational
agents and people with various types of intellectual disabilities or
special needs were retained.

The full text of 68 records was then scanned to look for
articles mentioning methods and factors for assessing the interac-
tions of people with disabilities or special needs with chatbots.
The final list comprised 15 records [3,10,11,25-36].

Of the 15 records that matched our criteria, 80% investigated
Al agents for supporting people with autism and (mild to severe)
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Figure 1. A pictorial view of the review process in accordance with the flowchart of the PRISMA guidelines [24].

Table 1. Overall goal of the chatbot and type of research a

pproach used in each study.

Study number

Goal of the tools

Research approach

Ali et al. [25]

Beaudry et al. [3]

Burke et al. [10]
Cameron et al. [26]

Ellis et al. [11]
Konstantinidis et al. [27]
Lahiri et al. [28]

Ly et al. [29]

Milne et al. [31]

Razavi et al. [31]

Health and rehabilitation
Health and rehabilitation
Health and rehabilitation
Health and rehabilitation
Health and rehabilitation
Health and rehabilitation
Health and rehabilitation
Health and rehabilitation
Health and rehabilitation

Survey/Questionnaire
Survey/Questionnaire
Quasi-experiment
Survey/Questionnaire
Quasi-experiment
Survey/Questionnaire
Survey/Questionnaire
Randomized controlled trials
Quasi-experiment

Smith et al. [32]
Smith et al. [33]
Smith et al. [34]
Tanaka et al. [35]
Wargnier et al. [36]

Learning/education/training
Learning/education/training
Learning/education/training
Learning/education/training
Learning/education/training
Health and rehabilitation

Survey/Questionnaire
Randomized controlled trials
Randomized controlled trials
Randomized controlled trials
Quasi-experiment
Survey/Questionnaire

mental disabilities; the other 20% focussed on testing applications
for supporting the general health or training of people with a
wide range of disabilities. Table 1 shows that the main goal of
66.6% of the applications was to support health and rehabilita-
tion; the remaining studies focussed on solutions to support
learning and training for people with disabilities. In terms of their
approach to assessment, 46.7% of the studies used surveys or
questionnaires, 26.7% applied a quasi-experimental procedure

and the remaining 26.7% tested chatbots through randomized
controlled trials that assessed some aspects relating to quality of
interaction.

As shown in Table 2, factors relating to usability (i.e., effective-
ness, efficiency and satisfaction) were partly assessed, with 80% of
the studies reporting measures of effectiveness, 26.7% measures
of efficiency and 20% measures of satisfaction. As for UX, accept-
ability was the most commonly reported measure (26.7% of the
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Table 2. Main factors considered in assessing the quality of interaction in each study, and notes on methodological gaps (notes on methods).

Usability factors

User Experience factors

Study ID Effectiveness Efficiency Satisfaction Acceptability Other factors Notes on methods
1 X X e  Scale inspired by the System
Usability Scale (SUS), and
qualitative questions
. Items unknown
2 X
3 X
4 X X e SUS plus a heuristic-based
inspection tool
5 X X X X o  Safety as a lack of e  Not validated satisfaction
adverse events e  Items unknown
6 X e  Assessment over a period of time
e  Qualitative questions about
functions and experience of
interactions
e Items unknown
7 X X X e  Engagement e Acceptability inferred as lack
of complaints
e  Engagement inferred by data
e  General survey about interaction
(Items unknown)
8 X X e Overall experience e  Phone interview
. Items unknown
9 X e Overall experience e Survey to inform redesign, not
Intention to use to assess
e Items unknown
10 e  Overall experience e  Items unknown
1 X e Helpfulness e Items unknown
12 X e  Ease of use e  Items unknown
e Helpfulness
) Enjoyment
13 X
14 X
15 X X ° Appearance experience ° Items unknown
Total (%) 80% 26.7% 20% 26.7%

cases) while a few other factors (e.g., engagement, safety, helpful-
ness, etc.) were measured using various approaches.

Discussion

The results suggest that the main focus of studies of chatbots for
people with disabilities or special needs is the effectiveness of
such applications, compared with standard practice, in supporting
adherence to treatment. From a larger sample of 68 published
records, only 22% actually involved end-users in their assessments
of the quality of interaction.

In line with our research questions, the results can be summar-
ized as follows:

RQ1. A total of 80% of the studies [3,10,11,26,28,29,31,33-36] tested the
effectiveness of chatbots according to the ISO standard [21], ie., the
ability of people to perform correctly and achieve their goals. Only
26.7% of the studies [11,28,29,36] also investigated efficiency, by
measuring time taken to perform or factors relating to the resources
invested by participants to achieve their goals. Only 20% [11,25,26]
mentioned the intention of gathering data on user satisfaction in a
structured way despite only one study [26] using a validated scale,
while in one study practitioners adapted a standardized questionnaire
without clarifying the changes in the items [25] and a qualitative scale
was used in another [11].

RQ2. Acceptability was mentioned as an assessment factor in 26.7% of
the studies [11,25,27,28]. Despite the popularity of the Technology
Acceptance Model [37,38], acceptability was assessed in various ways —
e.g., lack of complaints [28] - or as an alternative to satisfaction [27]. A
total of 53% of the studies used various factors to assess quality of
interaction, such as overall experience, safety, acceptability,
engagement, intention to use, ease of use, helpfulness, enjoyment and
appearance. Most used unstandardized questionnaires to assess quality

of interaction. Even when a factor such as safety was presented as a
reasonable way of controlling quality, in accordance with 1SO standards
for assessing medical devices [39] and risk analysis [40], the method of
its measurement in these studies was questionable i.e. assessing a
product to be safe because of the lack of adverse events [11].

The results of the present study suggest that informal and
untested measures of quality are often employed when it comes
to evaluating user interactions with Al agents. This is particularly
relevant in the health and well-being domain, where researchers
set out to measure the clinical validity of tools intended to sup-
port people with disabilities or special needs. The risk is that
shortcomings in these methods could significantly compromise
the quality of chatbot usage, ultimately leading to the abandon-
ment of applications that could otherwise have a positive impact
on their end-users.

Two limitations of the present study should be highlighted.
First, only two of the largest databases were included in the litera-
ture search (Scopus and the Web of Science). Future studies
should expand this analysis by including other libraries, such as
medical databases (e.g., PubMed) or more technologically ori-
ented repositories such as IEEExplore and the ACM digital library.
Second, we focussed only on studies that involved end-users in
the assessment of chatbots; future analyses might attempt to
explore and define common criteria to predict and simulate inter-
action between conversational agents and people with disabilities
or special needs.

Despite these limitations, the present work suggests that prac-
titioners do not differentiate between clinical effectiveness (i.e.,
the optimum clinical result of using a device compared with
standard practice) and interaction effectiveness (i.e., the ability of



end-users to efficiently perform the tasks required using the appli-
cation). In the health field, effectiveness is often assessed by gath-
ering evidence about the clinical validity of an application;
minimal focus is given to measuring interaction effectiveness in
order to assess the usability of chatbots.

The current literature also reveals that satisfaction, together
with other subjective aspects relating to UX, is usually reduced to
a set of qualitative questions generated by researchers to fit the
needs of their evaluation procedure. While this suggests a con-
cerning lack of knowledge around the methods and goals of
interaction assessment, this is not a new issue; elsewhere, Borsci
et al. [41] have already described the wide use of unreliable meas-
ures of satisfaction in health. Clinicians often focus on demon-
strating the clinical effectiveness and usefulness of technological
interventions; at the same time, they show minimal interest in
using standardized approaches to evaluate subjective aspects of
the interaction [41], despite these being considered key aspects
that should be assessed as rigorously as are objective aspects of
interaction (i.e., effectiveness and efficiency).

This lack of a wider perspective has resulted in a lack of com-
parable data that might be used to model the quality of human—-
chatbot interactions. As a consequence, the clinical effectiveness
of every chatbot designed to deliver a health service is compared
only against standard practice; they cannot be compared, in terms
of interaction efficiency, effectiveness, satisfaction (i.e., usability)
or user experience, against other applications intended to deliver
the same or similar services.

Conclusion

Al interactive agents are going to shape and change our future

daily lives, with a potentially positive impact on our well-being.

Nevertheless, to fully model and maximize the impact of such

applications it will be necessary to identify a common framework

for their evaluation. The current lack of reliable tools and system-
atic methods of assessment is not only concerning; ultimately, it
may also lead to unreliable systems entering the market with dis-
ruptive consequences for people. This review has enabled us to
open the Pandora’s box [42] of quality interactions with chatbots.

Inside this box we have found a lack of standards and guidelines.

Three following main concerns regarding the evaluation of chat-

bots for people with disabilities or special needs can be viewed

as the takeaway points of this study:

e A lack of complaints or the occurrence of adverse events can-
not be considered appropriate measures of safety or accept-
ability. Even in the absence of problems, the lack of an event
cannot reliably indicate a lack of risk associated with using
an application.

e Satisfaction and acceptability are two different constructs and
should be measured separately.

e A set of qualitative questions tailored to an application is
one way of gathering end-users’ views and is certainly useful
for informing any redesign required. However, as previously
argued by Dillon [43], we need to cast the net much further,
beyond the usual measures of quality user experience, in
order to obtain all the data we need on the experiences of
users. Moreover, the data must be reliable and collected in a
way that enables the results to be replicated and compared.
When it comes to user satisfaction or perceived usability and
experience, such reliable measures do exist (for a review, see:
[44]), but adapted and validated tools for assessing Al con-
versational agents remain lacking.
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