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Abstract— Disruptions and exceptions are an important 
source of risks in logistics, as far as the planning of 
transportation services is concerned. Failing to rapidly react on 
and handle such events may lead to serious depreciation of the 
transported cargo and reputation damage. The Internet of 
Things seems to be the technology capable of providing the tools 
required to detect exceptions nearly real-time. However, 
currently, there is little research on how to enhance the detected 
exceptions with related information from internal or external 
sources. Furthermore, most exception detection capabilities rely 
on experience and not much research exist on how to improve 
the accuracy of using third-party knowledge. In this paper, we 
propose a reference architecture for situation-aware logistics. 
The architecture specification follows the key principles derived 
from an extensive requirements analysis, the state of the art 
literature, and the ideas promoted by the Industrial Data Space 
initiative. The proposed architecture has been instantiated and 
tested by means of a prototype designed for the case of 
temperature-controlled transportation services. 

Keywords—IoT, Architecture, Logistics, Information System, 
Information sharing, Exception Detection, Industrial data space. 

I. INTRODUCTION 
Disruptions and exceptions are an important source of 

risks in logistics, as far as the planning of transportations 
services is concerned. Logistics exceptions have been defined 
as “as anything that changes the planned process” [21]. A 
logistics exception can happen during goods delivery, 
warehousing, ordering, transportation planning, transportation 
execution and data input [21]. Exception detection is critical 
as it helps mitigating the risks of both the logistics service 
provider (LSP) and its customers. For example, in the pharma 
and perishable food industries, the breakdown of refrigeration 
equipment can cause the transported products to depreciate. 
Additionally, breakdown of equipment also leads to delay in 
the delivery of cargo. Delays, in turn, can lead to loss of 
revenue for the company, and dissatisfied customers. Thus, 
failing to react and handle such events rapidly may lead to 
serious depreciation of the cargo and reputation damage. 

 To address this problem, we need to detect and 
communicate exceptions as they happen. This would make 
process resilience possible, through rapid intervention to 
compensate or mitigate their negative effects. Detection can 
be based on monitoring and observation of the logistics 
process in context, i.e., collecting information on process and 
context variables, and comparing these with expected norm 
values. Manual processing of observation data would be too 
time-consuming and error-prone, if we consider that an 
average size LSP may have a fleet of more than 100 trucks. 

Therefore, the use of information systems in this case is vital. 
More specifically, we need situation-aware information 
systems to automate the collection, and pre-processing of 
nearly-real-time information, to allow the detection of 
deviations from expected values, and the reporting, and 
subsequent decision-making upon such exceptions. The 
Internet of Things (IoT) seems to be the technology capable 
of providing the tools required to detect exceptions nearly 
real-time. Internet of things is defined more precisely by IEEE 
in 2015. Internet of Things is a network that connects uniquely 
identifiable “Things” to the Internet. The “Things” have 
sensing/actuation and potential programmability capabilities. 
Through the exploitation of unique identification and sensing, 
information about the “Thing” can be collected, and the state 
of the “Thing” can be changed from anywhere, anytime, by 
anything [34]. However, currently, there is little research on 
how to enhance the detected exceptions with related 
information from internal or external sources, and how to 
integrate them into the business process and application 
landscape of an LSP. 

 There are several system architectures already described 
in the literature that focus on collection of data regarding 
logistics exceptions. For example, [3] proposes a middleware 
approach to collect real-time information surrounding logistic 
objects, [4] introduces the Intelligent Cargo Concept that uses 
IoT and RFID to support detection of logistics exceptions, and 
[25] specifies the GS1 standard on the EPCIS architecture that 
enables creation and sharing of event data for the traceability 
of logistics operations. 

However, these low level technical approaches are not 
sufficient. To be effective, we also need to exploit them 
through high level integration with enterprise systems and 
business processes. This is because exceptions change the 
normal flow of a business process and trigger corresponding 
special sub-processes whose purpose is to minimize negative 
contributions to stakeholder goals. This requires a holistic 
architectural approach that allows, for the domain of logistics, 
to represent, relate and reason about stakeholders, their goals, 
goal-supporting processes, process exceptions, and ultimately, 
information systems supporting exception detection and 
handling. In this way, we can align a business-driven view 
(taking internal and external knowledge into account) with a 
data-driven view (extracting information from collected event 
data), and design a solution that is both technically possible 
and useful.  

To the best of our knowledge, such a holistic approach 
does not exist for the logistics domain, and a complete 
definition of situation-aware information systems together 
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with its business context for logistics is lacking. We argue that 
an enterprise architecture (EA) approach [31, 32, 33, 34] is 
suitable to fill this gap, as EA covers all the aspects mentioned 
earlier, and is also formal enough to support the precise 
specification of a solution. Thus, the main novel contribution 
of this paper is the design of a situation-aware smart logistics 
enterprise architecture (SSLEA) that uses an IoT 
infrastructure to facilitate the discovery and handling of 
exceptions during the execution of transportation processes. 
The goal of the research is to improve logistics services by 
providing a better and faster response to exceptions, such that 
risks of company revenue loss and customer dissatisfaction 
are minimized. 

The proposed architecture was developed following the 
design cycle of the design science research methodology [5] . 
The remainder of this paper is structured according to the three 
phases of the design cycle. Section II presents the problem 
investigation consisting of a stakeholder and requirements 
analysis. Section III presents a systematic literature survey 
that has been guided by the elicited requirements. Section IV 
covers the solution design, resulting in our SSLEA proposal. 
Section V briefly discusses the development of a SSLEA 
prototype, while section VI presents the design validation by 
using the prototype in a case study originating from the fresh 
and frozen food logistics sector. Finally, in section VII, we 
conclude the paper with a discussion of the applicability of the 
research results, and give some directions for further research. 

II. REQUIREMENTS ANALYSIS 
All the highly cited literature sources on design science 

indicate that the first step in any design research is the 
execution of a thorough analysis of the goals that the future 
solution should meet. According to [5] this should be the result 
of a requirements elicitation process consisting of the 
identification of stakeholders, of their stakes, and of the 
requirements derived from their motivations and stakes. 
TABLE 1 and TABLE 2 provide the information of the SSLEA 
requirements analysis, based on a study of the literature (see 
section III) and on interviews we carried out with 
representatives of companies that participated in this research, 
and its associated case study. The collected data was then 
analyzed and distilled in the form of motivation models for 
each separate stakeholder, an example of which can be seen in 
Figure 1. 

TABLE 1 Mapping of slots (prescribed by the onion model, [6]) to 
stakeholder types)  

Slots Roles Stake 
Normal 
operator 

Transportation 
manager (LSP) 

Increase responsiveness to 
disruptions, reduce operational 
risks, guarantee SLAs to 
customers 

Operational 
support 

System integrator Coherent and integrated IT 
architecture 

Maintenance 
operator 

System 
administrator 

Software and hardware 
maintenance and configuration 

Functional 
beneficiary 

Customers On time delivery of goods, 
order tracking & immediate 
incident notifications 

Regulator Government Implementation of/compliance 
to regulatory & legal measures 
by design, e.g., GDPR 

  

The LSP and customer role are represented by a large 
Dutch fresh and frozen food LSP, delivering temperature 
controlled perishable products to its customers in the health 

care industry. The company owns a fleet of more than 100 
trucks with temperature controlled trailers. The system 
integrator and system administrator role are represented by a 
renown Dutch software consultancy with various customers in 
the logistics industry.  

 
Figure 1. Motivation model of the transportation manager 

TABLE 2 Elicited requirements 

Requirement Stakeholder 
Agnostic data source integration LSP, System integrator, System 

administrator,  
Simple business processes LSP, System integrator, System 

administrator 
Aggregated and linked data usage LSP, System integrator, System 

administrator 
Nearly real-time detection LSP, System integrator, System 

administrator 
Information sharing LSP (and other supply chain 

partners), customer, system 
integrator 

Information security LSP (and other supply chain 
partners), customer and government 

 

Based on the stakeholder analysis, we derived a set of 
main requirements for the future SSLEA, presented below.  

1) Agnostic data source integration, which assumes that 
the architecture must support a wide variety of monitoring 
sensors, is a key requirement. There is a broad selection of 
sensor technologies and functions, especially after the advent 
of IoT and Industry 4.0. Different sensor manufacturers might 
use a different communication protocol. In the future even 
more sensor types might become available, or a specific 
sensor manufacturer might cease to exist. Therefore, it is 
important to have the capabilities to integrate any type of new 
sensors, and avoid vendor lock-in. This will help the system 
integrator to choose the correct devices for the company. As 
well as the system administrator managing the lifecycle of the 
IoT devices.  

2) A Simple business process asssociated with a SSLEA 
should not cost much effort to implement. Simplicity is 
required to ensure the ease of integrating the sensor 
technology into the existing application landscape, and 
acceptance in/ alignment with the business. It would benefit 
the system integrator and would help the transportation 
manager to be effecient in solving logistics exceptions.  
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3) Aggregated and Linked data usage makes possible the 
enhancement of the detected exception with other data types 
(e.g., location, traffic conditions, weather etc.) that would be 
useful in the transport manager’s decision making and 
intervention process. 

4) Nearly real-time exception detection is required to 
make possible mitigation of risks and the resilience of the 
logistic service provisioning.  

5) Information sharing is required throughout the 
respective supply chain for improving the coordination of the 
cross-chain processes and the interoperability between 
partners.  

6) Information security is needed for protecting the 
customer and all parties involved in the supply chain.  

III. LITERATURE REVIEW 
The next step we took in our design approach was the 

execution of a systematic literature survey based on [35]which 
as main goals to have an overview of the extant literature with 
regard to the following issues: 1) the reference architectures 
for managing data generated by IoT sensors, 2) approaches for 
nearly real-time exception detection, and 3) architectures for 
integration and sharing of data coming from multiple sources. 
We present a summary of the selected literature. 

There are many architectural components described in the 
literature. For example, for information gathering, literature 
covers a variety of IoT protocols, such as CoAP [12], 
6LoWPAN [13] and Bluetooth Low Energy [14]. The 
protocols focus on how the devices can be connected to the 
network. Much research has also been performed regarding 
the security of IoT [15]. 

With respect to nearly real-time exception detection with 
good accuracy, computing resources and a detection 
paradigm are critical. Due to the large amount of streaming 
data generated by sensors, storing the data using big data 
technology has been proposed [16]. The data can be 
processed within a cloud-based [17], or a fog-based 
architecture [18]. The main difference between the two is that 
in fog computing, data processing is delegated to the sensors 
itself or to a computer system that is responsible for managing 
the sensors. Examples of tasks that may be processed inside 
the fog include validation and data pre-processing. 

With respect to the detection paradigm, the capability of 
handling and analyzing massive data streams coming from 
distributed IoT sensors is the most challenging. The complex 
event processing approach [19] processes data through the 
pipeline of a filter algorithm. In multi-agent based 
architectures [20], the information is processed using 
multiple agents each encapsulating different algorithms. 
Results are generated through the agents’ consensus. In 
knowledge-based architecture [21], a knowledge database is 
used; both the user and some algorithm can generate the 
knowledge entries for the database. The system categorizes 
the filtered events by using suitable patterns or models from 
the knowledge database. When the events correlate with 
existing pattern or rules, the case database, containing 
information needed for the mitigation, is queried. 

A layered architecture [22] provides the overall structure 
for all of the components mentioned above. It consists of the 
application layer, network layer, and perception layer. The 
perception layer is responsible for gathering data from the 

real world. The network layer is responsible for transmitting 
the data across the application, and the application layer 
transforms the data into digestible information. A variation of 
this architecture exists, in which  business, management, and 
security layers have been added [23]. The layered 
architecture, however, does not provide a good solution for 
information sharing.  

One of the prominent solutions for information sharing is 
Industrial Data Space (IDS) [24] architecture. The IDS is 
trying to solve this issue by creating a standard for the data 
market. IDS is an architecture to transform data into 
commodity. The users of the IDS can share and sell data 
across different industry sectors through a context mapping 
system called vocabulary.  

The EPCIS architecture [25] also provides interesting 
insights concerning information sharing. The EPCIS 
architecture specifies standards for logistics traceability, and 
states that an event must be described in terms of four 
properties: what, when, where and why [25].The “what” 
identifies the type event such as “Temperature Change 
detected”. The “where” specify the location of the event and 
the “why” contains the sensor data itself, for example, “10 
degree Celsius”. This view is primarily useful for 
standardizing the data structure retrieved from sensor 
technology, and makes the pre-processing of input data easier 
for various algorithms using a common format. 

IV. ARCHITECTURE 
Based on the identified key requirements, and the state of 

the art literature review, we propose an architecture for 
situation-aware logistics. We model the architecture using the 
ArchiMate modeling language [26], and by means of three 
different ArchiMate viewpoints: the layered viewpoint which 
gives an overview of how the new IoT infrastructure can be 
integrated in the operational business and logistics processes, 
the business process viewpoint which zooms in the different 
business processes that are impacted by and use this IoT data, 
and the information structure viewpoint which depicts the 
detailed data architecture of the proposed solution.  

A. Layered viewpoint 
As it can be seen in Figure 2, the first layer of the SSLEA 

is the business layer. The business layer describes functions 
and business processes required to realize a generic situation-
aware smart logistic service. The exception management 
function consists of three business processes, the exception 
handling process, the information sharing process and the 
knowledge management process. 

In the exception handling process, we start by gathering 
information necessary to decide on how to handle an 
exception. The information required includes what is the 
current situation, who is responsible, which transported items 
are affected and which customer is affected. If the exception 
is something that has happened in the past, we can retrieve 
the best practice to handle such an event stored in the 
knowledge database. This makes exception handling faster. 

The application layer supports the business process by 
providing access to information and functionality required by 
the business process. It consists of four functions: absorption, 
processing, presentation, and security. The first three 
functions are derived from the 3-layer IoT architecture 
proposed in [27], which we supplemented with the security 
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function. This structure is also quite intuitive as it follows the 
local steps of collecting and processing streaming (big) 
process execution data. The absorption function is realized by 
two application processes: the data acquisition process, and 
the data validation process. The data acquisition process 
defines how to convert sensor specific data types from 
various sensor manufacturers into data that can be analyzed 
and interpreted by the detection function of the SSLEA. The 
data validation process is necessary to ensure that only valid 
data, especially sensor measurements, flow into the exception 
detection process. Invalid data might cause invalid detection 
which can further cause loss. The way we implement both 
processes is by using an enterprise service bus. An enterprise 
service bus acts as a message router between the various data 
sources and system functionality. It uses pipes and filter 
design patterns. Incoming messages are filtered, validated, 
and transformed into an appropriate format through rules 
stored in the knowledge base. 

 
Figure 2. Layered viewpoint of the SSLEA 

After the absorption process is done, the processing 
function of the SSLEA is triggered. At this point, two 
important processes take place: the exception detection 
process and knowledge management. A variety of 
approaches can be used to implement the exception detection 
process. This is most often rule-based, and involves a quite 
simple threshold-based detection mechanism. First, the data 
spanning a certain time interval is aggregated. For example, 
for temperature controlled transport, a 5-minutes average of 
temperature measurements could be used. This measurement 
is then compared with a threshold, or with a set of rules stored 
inside the knowledge base system. If the detection algorithm 

detects something unusual, it will trigger the notification 
function. The knowledge base can be enhanced to be more 
accurate in three ways. The first one is by employing user 
input. In this case, the user directly inputs the knowledge into 
the knowledge base. The second one is by using feedback: the 
result from the exception detection process can be fed into the 
knowledge base to improve it. The last one is by 
incorporating third party knowledge, such as information 
acquired from an IDS. 

The presentation function takes the exception information 
and transforms it into information that is useful for the end-
user, in the form of notifications and reports. This is presented 
to the user in terms of what, when, where and why the 
exception occurred. The information is further supplemented 
inside the enrichment process with linked data from other 
systems or  third party sources. For example, if the exception 
concerns the engine of a certain vehicle, the system can pull 
information from the ERP system (first party information) 
regarding the vehicle’s identification information, and then 
link it to third-party information using the industrial data 
space of the vehicle’s manufacturer on how to perform engine 
diagnostics. We argue that combining exception information 
with accurate linked data can make exception handling faster, 
leading to exception cost minimization.  

The last function of the system is concerned with security. 
It consists of two processes, gatekeeping and monitoring. The 
gatekeeping process ensures only an authorized user can 
access sensitive information such as the identity of the client. 
An identity provider application component supports this 
gatekeeping process. This application implements standard 
user identification and access rights enforcement protocols 
such as SAML, Kerberos or LDAP. All system functions are 
also monitored by a monitoring application, such as Nagios, 
to make sure the applications run as intended, preventing 
denial of service attacks.  

In the infrastructure layer, one can see two services 
provided by the infrastructure: the data service, and the 
processing service. Both services are used by all applications 
included in the SSLEA. The data service is essentially an 
enterprise service bus, that will route and validate data from 
internal and external data sources (i.e., the IDS and the IoT 
networks), as well as the sensor network. The enterprise 
service bus routes the data to the application that needs it. The 
information is also stored in some database for storing 
historical data. For the internal applications, a direct 
connection using web services can simplify the 
communication.  

The second infrastructure service is the processing 
service. It provides computing resources such as CPU time 
and memory. There are two ways computing can be 
performed: through the cloud, or the fog. The cloud means 
the processing capabilities are provided through the Internet. 
This is suitable to provide a resource for computation hungry 
processes such as data transformation and exception 
detection. The fog, which consists of computing resources in 
the vicinity of the physical sensor has limited computing 
power. Thus, the fog is suitable for rather simple data 
validation tasks or very simple business logic. Because the 
system uses the pipeline architecture, we can distribute the 
filter and transform algorithm to multiple computation nodes. 
The capability to distribute the work makes the architecture 
scalable. The resource manager is responsible for assigning 
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computational resources through a filter or data 
transformation algorithm.  

B. Business process viewpoint 
1) Exception handling process 

 
Figure 3 Exception Handling Process 

The exception handling process is triggered when an 
exception from the IoT sensor is detected. The exception 
manager must determine whether the detected exception is 
correct or not by checking the actual situation. Once 
confirmed, the exception manager can start notifying the 
affected customers, by invoking the information sharing 
business process. At the same time, the person can use the 
information provided by the system to create an exception 
mitigation plan. After the plan is executed, the plan is 
evaluated, and the loss caused by the exception can be 
calculated. The evaluated plan is then stored inside the 
knowledge base for re-use in solving future exceptions. This 
is process flow is depicted in Figure 3. 
 

2) Information sharing process 

 
Figure 4 Information Sharing Process 

Information sharing is bidirectional: not only we have to 
share information with an external party; we also need 
information from them. This process is facilitated by the IDS. 
The transportation manager must first perform a security audit 
for the information to be shared. This is important to ensure 
privacy. We call this process information sharing drafting. 
After that, the transportation manager can publish the draft 
through the IDS information broker. The connector and data 
format can be published through the IDS app store, which 
simplifies the integration with the client app. The final step 
deals with determining the lifecycle of information. Any 
information may be useful within a specific timeframe. This 
is especially true for time-sensitive information. After some 
time, the value of the information may decrease. Therefore, 
information lifecycle management is important. Unused 
information must be disposed of. We can also use a similar 
process for retrieving information from the third parties. This 
process is depicted in Figure 4. 

3) Knowledge management process 

 
Figure 5 Knowledge Management Process 

Figure 5 shows that the knowledge management process 
consists of four steps: knowledge creation, augmentation, 
auditing, and disposal. The knowledge creation process is 
started by the user, who is inputting rules for a certain type of 
exception. After that, the information is augmented by the 
feedback generated by the detected exception. A third party 
information source can also enhance knowledge. The next 
step is auditing. This process is necessary to ensure the 
knowledge in the system is accurate. Any old and unused 
knowledge will be marked in this process. The marked 
knowledge then can be disposed of. The disposal will make 
the detection process performant and accurate because the 
system only evaluates the data against an approved set of 
rules.  

C. Data structure viewpoint  

 
Figure 6 Data Structure Viewpoint 

The most important data in this architecture is the 
exception information. The exception information is the main 
output of the SSLEA. It is used by the transportation manager 
to understand what happened during an exception and to 
notify the customer. Exception information aggregates 
several other types of business and data objects as shown in 
Figure 6. The first one is sensor information. The sensor 
information is in essence a measurement of some 
characteristic of the environment (e.g., temperature) at a 
certain moment in time, when the exception took place. It is 
being used in combination with the exception knowledge 
database to create the exception detection result. The 
supplement knowledge is additional information that is 
related to the exception. The source can be internal or 
external. An example of internal information is the driver 
information, whereas an example of external information is a 
diagnostic guide. The customer information is coming from 
the ERP system. This information is crucial to determine who 
should be notified when an exception occurs. The 
information regarding the items being transported is crucial. 
For example, the weight and the dimension of the transported 
items can be used to plan how many workers are needed to 
mitigate the exception. This is illustrated in Figure 6. 
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During our interview with the transportation manager, we 
discovered that the most important information required for 
mitigating exceptions is: what happened, how important it is, 
what items are affected, who is responsible for the exception, 
who is the customer, when and where did the exception take 
place. These requirements can be perfectly mapped onto the 
GS1 notification model [25], as follows: the “what” field 
contain the type of the detected exception , the “who” field 
contains the ID of the sensor, the “when” field contains when 
the exception happened and the “why” field contains the 
reason the notification is generated. 

To identify events, we decided to use GS1 standards to 
facilitate data interoperability. Other standards we adhere to, 
and which can serve the same purpose, is Global Shipment 
Identification Number (GSIN). For example, we can use 
GSIN to identify the shipment, Global Trade Item Number 
(GTIN) to identify the items, GS1Prefix to identify the 
customer, Global Individual Asset Identifier (GIAI) to 
identify the vehicles, and Global Location Number (GLN) to 
represent a known location such as the production center, 
distribution center, and the customer address. 

The system will detect an exception by using rule-based, 
complex event processing techniques. An item type (for 
example, an ice cream) is modeled in an entity called the 
exception category. The exception category contains multiple 
rules. The rules comprise of the name of the rules, threshold 
value, comparison operator, message, event rates, and 
aggregation function. The comparison operator is used to 
compare the value of the sensor to the threshold value. The 
comparison operator is a standard mathematical operator, 
such as less than, more than, equal, less than equal and more 
than equal. The system can aggregate the events, according 
to different mathematical functions: minimum, maximum, 
average, sum and count. 

V. PROTOTYPE DEVELOPMENT 
In order to test and evaluate the proposed architecture we 

have instantiated the SSLEA by means of a prototype to 
support the scenario of transporting perishable goods. 
Although, this  

A. Prototype business process 
Figure 8 illustrates the transportation process that was used 

to test and validate the prototype. The transportation process 
begins when the “order-line ready for shipment” events 
raised from the ERP systems. Then, the transportation 
manager will schedule the order-lines for shipment, using the 
picking systems. The picking systems will determine the 
loading time, the vehicle, the goods locations inside a pallet 
and the pallet locations inside the vehicles. The scheduling 
process determine the priority of the order-lines based on the 
expiration date, the weight of products and the cooling 
requirements. 

The next step is to load the order-lines into the pallets. The 
“loading/unloading employee” role performs the process. The 
employee uses the scheduling data received from the picking 
systems to load the order lines into pallets correctly. After that, 
the loading/unloading employee will load the pallets into the 
vehicle. Then, the vehicle transports the pallets to the 

                                                           
1 https://www.mendix.com/ 

distribution center. Unloading employees then unload the 
order-lines.  

Figure 8 Transportation process 

B. Prototype architecture 
The prototype is designed to support the exception 

handling process by monitoring the condition of the goods 
between two locations and automatically detect exceptions. 
IoT sensors are used to collect environment data and push 
information through mobile networks to the prototype. The 
prototype architecture is displayed in Figure 9. 

Figure 9 Prototype architecture 

C. Prototype implementation 
The prototype consists of an implementation of all the 

modules specified in the SSLEA, as well as the test unit for 
each module. The prototype, however, is not suitable for a 
production environment as it does not provide a mechanism 
for scaling and data durability, and as such it is a simplified 
instance, yet functional version, of the full SSLEA.  
Furthermore, the user interface is only providing essential 
functionality needed for illustration purposes due to 
development time constraints.   

We used Mendix 1  as development platform for our 
prototype. Mendix is a model-driven development tool that 
makes it possible to build applications in a fast and agile 
manner. For the IoT devices, we connect to APIs provided by 
a smart pallet manufacturing company. As stated in the 
architecture, one of the core components is an enterprise 
service bus, which has been implemented using the eMagiz2 
enterprise service bus solution. eMagiz was a logical choice 
as it seamlessly integrates with Mendix applications, and 
because it has been made available by the company that 
provides support and the data for this research. The resulting 
application is hosted inside the Mendix cloud services 
environment. Figure 10 gives an impression the prototype’s 
notification dashboard interface.  

2 https://www.emagiz.com/ 
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Figure 10 Notification dashboard 

With respect to the IoT sensing architecture, for the 
prototype we used smart pallets. These are equipped with 
sensors that can be used to continuously monitor the state of 
the pallet and of the products placed on it, as will be described 
in more detail in the next section.   

VI. VALIDATION 

A. Validation scenario 
This first architecture validation is mostly concerned with 

a measurement of the effectiveness of the proposed SSLEA 
design. Further validation will follow as part of a larger 
research process. The EA discipline provides principles and 
guidelines to help organizations through the business, 
information, process, and technology changes necessary to 
execute their strategies [2]. Thus, we will use these principles 
to investigate two things: a) the extent to which the proposed 
architecture and its prototypical implementation meets the 
original requirements, and b) the actual performance/ability of 
the SSLEA’s implementation to solve a given problem in a 
specific context. 

The first validation goal can be achieved by designing a 
scenario (use case) that is representative for the original user 
requirements, ask the stakeholders and experts to perform the 
defined scenario and then ask their opinion about how they 
experienced the system.  

 The second validation goal (i.e., measuring performance) 
is linked to the primary system functions: to make logistics 
exception handling faster and make sure the customer is aware 
that something is happening as soon as possible. Since these 
functions are highly correlated, it is sufficient to measure the 
throughput time from event occurrence to customer 
notification.  

The scenario we use for the experiment has been provided 
by a supplier of fresh and frozen food that has its own fleet of 
trucks. More precisely, the case refers to the transportation by 
truck of fresh and frozen food from a distribution center to a 
supermarket chain. The products are transported in 
refrigerated containers, and placed on smart pallets. For this 
scenario, we use standard 20 feet containers (width 235cm & 
height 589 cm) that can hold 11 Euro pallets (width 80 cm & 
height 14.4 cm). Therefore, if we assume the container is fully 
loaded, the shipment will contain 11 pallets. To ease the 
testing, we assume a shipment will contain 99 order lines. The 
order lines contain randomized customers. From an interview 
with logistics experts we learned that, usually, a container is 
filled with items of the same type. The reason is that each 
product type needs specific temperature conditions. For 
example, milk is transported at +6°C, while for transporting 

meat one needs -10°C [28]. Based on this knowledge, we 
assume the vehicle will transport one type of product. 

In the actual experiment we chose to simulate the behavior 
of the refrigeration units, and generate synthetic data, as we 
have more control on the quality of the streaming sensor data, 
data pre-processing is not needed, and the experiment’s set-up 
costs are much lower.  

To simulate an exception, we need to know the 
characteristics of the transported item and a sensor event 
generation function. In our scenario the transported item is ice 
cream, which normally needs a temperature below -25°C [28]. 
The behavior of ice cream at different temperatures is 
discussed in detail in [29] and [30], for example that ice cream 
temperature would increase by 5°C in one hour in a defective 
insulated refrigeration unit. The latter characteristic  means 
that if the temperature at the time of failure was -25°C, one 
has exactly one hour to intervene, before the temperature 
reaches -20°C, and the whole cargo becomes wasted. 

 
Figure 11 Temperature Sensor Simulator 

To simulate the occurrence of failures we developed a 
sensor event generator that connects to the prototype through 
the enterprise service bus, and generates temperature values. 
The event generator can simulate the temperature increase as 
described above. Figure 11 shows the event generator 
application.  

B. Validation Results 
1) Fullfilment of stakeholder requirements 
After seeing a demo of the prototype, the test subjects 

(domain experts, i.e. logistics planners) were asked to work 
with the system and perform activities as indicated in the 
validation scenario. After that, they were asked to fill in a 
questionnaire. For answers we used a 1 to 5 Likert scale, with 
1 indicating a certain requirement is not met, and 5 that the 
requirement is fully implemented in the prototype. TABLE 3 
contains the result of the validation. 

TABLE 3 Results of expert questionnaire 

Stakeholder Requirement 
realization 

Requirement Opinion Score 

Transportation 
manager 

Monitor 
Exception 
Occurrence 

Agnostic 
data source 
integration 
Near real-
time 
exception 
detection 
 

+ Sensor gives the user more 
information about the condition 
surrounding the items 
+ The rule-based system is 
extensible. The rule for the new 
item can be added quite easily. 
+ The rules can be adjusted on 
the fly. Useful to adjusting the 
sensitivity. 
+ The notifications are sorted by 
importance and provide 
necessary information to act upon 
- There is no well-tested rule 
currently available to use. 
- The current prototype does not 
have a function to mark the 
notification as read / handled 

4 

114

Authorized licensed use limited to: UNIVERSITY OF TWENTE.. Downloaded on July 18,2022 at 08:14:21 UTC from IEEE Xplore.  Restrictions apply. 



Improve 
Traceability 

Information 
augmentatio
n 
Information 
sharing 

+  The sensor provides real-time 
& location of an item. It may be 
useful for deciding mitigation 
operation  
- On the road, the system tracked 
the items on the pallet level. An 
item can be removed from the 
pallet on the way, untraced. 

4 

Customers Timely 
exception 
notifications 

Near real-
time 
exception 
detection 
Information 
augmentatio
n 

+ The exception detection 
working as intended 
+ The exception notification 
provide information about the 
affected customer. 
- No 3rd party data is currently 
available to enhance the detection 
capabilities 

4 

Monitor 
items 
conditions 

Information 
Sharing 

+ The exception notification 
provides enough information 
about the affected customer. 
+ The Industrial dataspace 
provides 3rd party information 
that can enhance the information 
surrounding the exception 
- Information security audit is a 
complicated process.  
- Information data space is hard 
to set up 

4 

The 
government 

Adhere to 
security & 
privacy laws 

Information 
Security 

+ The role-based access limits 
well what the user can view. 
Only privileged roles can access 
private information such as 
customer information.  
- Complex information audit 
process. 

2 

System 
designer 

Simple to 
implement 
& updates 

Simple 
Business 
Process 

+ The system module satisfies 
the stakeholder’s need 

4 

System 
Implementer 

Easy to learn Simple 
Business 
process 

+ The navigation of the user 
interface follows the design 
principles and is clear 
- Some of the user interfaces are 
too crowded with data 

3 

Average 3.57 

 

The designed system scored on average 3.57. This score is 
above average, which actually confirms that experts consider 
that the prototype in its current form reflects well the intended 
functionality. However, it also clearly indicates that the 
prototype is not ready for operation as it still has a number of 
limitations resulting from the assumptions and simplifications 
imposed by this experiment. 

The experts were satisfied with the detection capabilities. 
However, they also raised questions during the discussion. For 
example, they asked how the normal transportation conditions 
for the different types of products are established. This is 
important as LSPs normally deal with a large number of 
different products, and in the current prototype design it would 
be the task of the transportation manager to manually put this 
information in the system, entirely based on their domain 
expertise. This could be probably automated if product storage 
and transportation information would be obtained from the 
manufacturer, possibly by means of information sharing 
through an industry IDS. As such IDSs are not yet available, 
the experts were skeptical regarding the possibility to meet 
this requirement on short term. Furthermore, at the time of this 
experiment, we learned during an interview that the  company 
participating in the experiment only deals with a limited 
number of item types, which can be handled manually by one 
person, which meant that this issue was not critical for this 
setting. As far as the issue of false alarms is concerned, the 
system allows the user to improve the exception rules on the 
fly, and the transportation manager can dynamically tune these 
rules to improve the precision/recall of the system. The test 
subjects were satisfied with this feature.  

2) System performance 
 To evaluate performance, we measured the time taken by 
the test subjects to execute the exception handling process 
described in the architecture. We repeated the test five times 
per test subject and calculated the average time. There are five 

test subjects specialized in exception handling that performed 
the test.  

 The result is that the test subject can process the exception 
notification and notify the affected customers in less than 14 
minutes for 49 customers. This is significantly faster, 
compared to almost 2 hours that is needed to do the same 
without using our system. The result does not include the time 
to manually check the current condition of the product.    

The experiments produced expected and unexpected 
insights. On the one hand it was possible to precisely assess to 
what extent the handling process has been improved in terms 
of performance, and to conclude that the second validation 
goal has been achieved. On the other hand, because the 
prototype pushes extensive information surrounding the 
exception at once, test subjects suddenly were faced with 
information overload. At first, this led to some confusion and 
the performance of the human operator decreased. After the 
operators learned which information they should look for, the 
situation improved. Our original motivation to show the 
complete information about each event was based on the 
argument that for different exception types different kinds of 
information is needed. Thus, it is the task of the transportation 
manager to filter out some of the information and use only 
what is essential. Currently, there is no way to filter the type 
of information presented on the screen. This situation led to 
the conclusion that filtering out some of this information, by 
letting the operator configure the tool according to his specific 
needs, should be further researched. 

Clearly that in the solution we proposed, exception 
handling involves human oversight. Furthermore, also 
information sharing involves expert oversight. One may argue 
that this will impact the ability to deliver real-time responses 
to logistics exceptions. However, we argue that this should not 
be a major problem considering that logistics processes are 
relatively slow, and response times of a few minutes are 
acceptable (even when we consider other modalities, such as 
air transport). Moreover, this situation is a considerable 
improvement compared to the current situation in which no 
proper (nearly) real-time monitoring and control exist of 
transportation processes in progress. 

VII. CONCLUSION & FUTURE WORK 
We successfully developed the architecture for a situation-

aware logistics information system. The architecture consists 
of four parts, the business process, the application component 
model, the data model, and the physical model.  

A. Research Results 
1) What are the requirements for smart logistic planning 

systems to manage the risk? 
We gathered the requirements based on a stakeholder 

analysis. We analyzed and summarized the requirements into 
six basic principles. Because the data about exceptions can 
come from a wide range of sensor manufacturers, agnostic 
data source integration is needed, which means the 
architecture should have the capabilities to ingest diverse data 
sources. To minimize the effort to implement changes in the 
organization, a simple business process is needed. To be able 
to enhance the information about the exception with related 
data, useful to solve the exception, information augmentation 
should be supported. To allow the transportation manager to 
timely react, near real-time exception detection must be 
supported. Information sharing is useful for sharing exception 
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information to the customer or another stakeholder, as well as 
for acquiring knowledge from the third party. Finally, 
information security is important to ensure stakeholders 
security and government rules.  

2) What is the architecture of situation-aware logistics 
system?  
 We based the architecture on existing architectures 
described in the literature, with addition and removal of 
components based on the requirements. The main reference 
architecture that we use is the layered event processing 
architecture. The reason for this is that the layered architecture 
provides most of the components, tools, and methods that the 
requirements specified. Since the layered architecture lacks a 
solution for data sharing, we use the data model for describing 
sensor events from the EPCIS architecture.  

To provide communication with external data sources, we 
use an enterprise service bus along with the Industrial Data 
Space architecture. We use an enterprise service bus to adapt, 
route and validate various data format from all of the data 
sources that might use various communication protocol. 
Additionally, the enterprise service bus also provides tools to 
secure communication between the external systems.  

3) What is the performance of the architecture in 
reducing transportation risks?  

We have defined the performance based on the goal of the 
information system. We formulated the following two 
hypotheses: (1) by using the system, the stakeholders’ 
requirements will be fulfilled; and (2) by using the system, 
exceptions can be detected faster, leading to timely customer 
awareness. To validate the hypotheses, we have created a 
prototype and tested it by feeding synthetic test data.  

For the first hypothesis, the answer is yes; the system can 
fulfill the stakeholder requirements. However, some 
improvements are possible. For example, currently, there is no 
backup solution and method to retrieve historical sensor data 
in the architecture, because we use a pipeline architecture to 
process the information. In our defense, the processed 
information is more useful than raw sensor data. We argue that 
sensor data value is depreciated as time passes by. Therefore, 
if we want to save historical data, we should save only the 
processed information. 

For the second hypothesis, the test subjects produced the 
notification to the customer faster than without the system. 
However, the user questions whether the system is useful 
when the exception happens near to the destination, as the 
value of mitigating the exception diminished, because the 
vehicle can move forward. In our opinion, having the 
exception information is still useful, to study the cause of the 
exception and to prevent future exceptions to happen.  

B. Limitations 
We tested the architecture using synthetic data. The test 

result may not reflect how the architecture will behave under 
the realistic conditions. However, we made sure the data was 
as realistic as possible. The master data is based on 
anonymized real data. For example, the number of pallets and 
order lines that had to be handled was based on the dimension 
of a real container. We generated the event based on a real 
model of temperature drop inside an insulated container and a 
real model of perishable items.  

The last identified limitation is the scope of the validation. 
We focus on the validation of the architecture performance. 
There are many aspects of the architecture that still needs 
validation — for example, validating the assumption that the 
architecture is secure, scalable and adaptable. 

C. Contribution 
Prior research has shown us many architectures for 

leveraging the IoT into the logistics fields. However, the main 
purpose of these architectures is to identify and record the 
location of transported objects, which is vital for traceability. 
One survey [22] listed the relevant architectures. One example 
of a relevant architecture is EPCIS [25], which is a GS1 
standard. However, there are not many architectures available 
for detecting logistics exceptions and providing useful 
information to react. Another example is EURIDICE [4], 
which supports the gathering of valuable information for 
logistics operations. Nevertheless, none of the mentioned 
architectures focuses on the exception handling process. This 
study attempts to fill this gap by defining the roles and 
presenting the required change to the organization for 
exception handling. In this study, we have developed an 
architecture to serve as guidance for implementing the concept 
of situation-aware logistics.  

D. Future Work 
The next logical step is to research how to incorporate 

artificial intelligence into the architecture. Artificial 
intelligence could play a role to tune the exception rules, so 
that more accurate notifications can be produced, and to 
perform postmortem analysis. There are many questions for 
integrating artificial intelligence into the architecture. What 
kinds of AI algorithms are suitable? What are the requirements 
on the input data? How should the results of the AI algorithm 
be presented?   

We also plan more validation experiments to test the 
architecture. Currently, the architecture is only validated with 
synthetic data. It is expected that thoroughly testing the 
architecture in a real life situation will provide new useful 
insights for improving the architecture.  

Finally, we want to improve the functionality and usability 
of the architecture. Several questions need to be answered as 
part of this objective. What improvements are possible for the 
architecture in order to better contribute to stakeholder goals? 
How do these improvements extend the functionality and/or 
increase the performance? What is the usability and usefulness 
of the improved architecture? 
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