
Contents lists available at ScienceDirect

Cold Regions Science and Technology

journal homepage: www.elsevier.com/locate/coldregions

Finding safe and efficient shipping routes in ice-covered waters: A
framework and a model

Ville Lehtolaa,b,⁎, Jakub Montewkaa,c, Floris Goerlandtd,e, Robert Guinnessa, Mikko Lensuf

a Finnish Geospatial Research Institute FGI, National Land Survey of Finland, PO Box 84, 00521 Helsinki, Finland
bUniversity of Twente, ITC faculty, EOS department, Enschede, the Netherlands
cGdynia Maritime University, Department of Transport and Logistics, Gdynia, Poland
dAalto University, Department of Mechanical Engineering, Marine Technology, PO Box 15300, FI-00076 AALTO, Finland
e Dalhousie University, Department of Industrial Engineering, Halifax, Nova Scotia B3H 4R2, Canada
f Finnish Meteorological Institute FMI, PO Box 503, 00101 Helsinki, Finland

A R T I C L E I N F O

Keywords:
Ice navigation maritime safety
Route optimization
Geo-information
Multi-objective optimization
Pathfinding

A B S T R A C T

Safety for conventional and autonomous navigation in ice-covered waters is a topic of rising importance. Here,
we propose a generic extendable framework to provide the optimal route from multiple route planning objec-
tives. These objectives are attained by an evaluation of multi-source input data, including state-of-the-art model
data for ice conditions, for bathymetric knowledge, and for ship-ice interaction. Additionally, we model the ship-
ship interactions statistically using a mean-field, to account for ships (indirectly) assisting each other via arti-
ficial ice channels. For the subsequent pathfinding problem, we propose a new A*-based algorithm that yields
output which is not dependent on the grid format of the input data but instead consists of a path that follows the
Earth's curvature. The outputs of the algorithm are a set of waypoints (representing the optimal route), the travel
costs (expressed in time), and the additional travel cost estimates caused by route deviation, should the optimal
route be altered in any way. The steaming speeds, the optimal route, and the deviation times are represented
with two-dimensional (2D) maps. Finally, we provide a model implementation of our framework as a Matlab-
package, ICEPATHFINDER, that is suitable for both operational and strategic ship route optimization.

1. Introduction

Ice navigation is essential for many countries, e.g. Finland (Lépy,
2013), and has major application potential if new shorter routes open in
the Arctic as global temperature raises (Lasserre and Pelletier, 2011;
Valkonen and Riska, 2014; Kum and Sahin, 2016; Aksenov et al., 2017;
Beveridge et al., 2016). Hence, ice navigation tools gather interest from
two directions. First, the safety perspective aims to keep the risks to life,
property, and the environment at levels which are as low as reasonably
possible (Kum and Sahin, 2015; Fu et al., 2016; Khan et al., 2018;
Barabadi et al., 2015; Bye and Aalberg, 2018). Second, the automation
of ships is taken further by gathering and processing data for decision
making (Kotovirta et al., 2009; Choi et al., 2015; Guinness et al., 2014;
Montewka et al., 2015; Kuuliala et al., 2017; Zvyagin and Voitkunskaia,
2016; Schütz et al., 2014; Dong et al., 2016).

The planning of safe routes is essential in ice-covered waters for
several reasons. Statistical data analysis indicates that accidents occur
more frequently there than in open-water conditions (Kum and Sahin,

2015; Goerlandt et al., 2017a, 2017b). Moreover, these accidents can
have severe consequences, especially in terms of damage to the en-
vironment, as indicated by a risk analysis of maritime accidents in ice-
covered waters (Valdez~Banda et al., 2015). Polar areas are fragile,
and it is challenging to clean-up the contamination that may follow an
accident (Lu et al., 2019; Khan et al., 2018). In order to ensure the
safety of navigation in ice-covered waters, extensive regulatory fra-
meworks at various levels have been developed to manage the risks. A
few examples are the rules governing the Finnish-Swedish Winter Na-
vigation System (FSWNS) at regional level (Riska, 1997) and the global
Polar Code (Ghosh and Rubly, 2015). Apart from stipulating ship design
requirements, e.g. in terms of required plate thicknesses to withstand
ice loads or the required engine power to overcome ice resistance,
several operational requirements are also implemented. For instance,
the FSWNS imposes traffic restrictions to vessels in terms of minimum
tonnage and ice class when visiting certain ports, depending on the ice
conditions (Valdez Banda et al., 2015). The Polar Code similarly con-
tains provisions concerning operational limitations of vessels in
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different ice regimes, making use of the Polar Operational Limit As-
sessment Risk Indexing System (POLARIS); see e.g. Stoddard et al.
(2016).

Another characteristic feature of ship navigation in ice conditions is
the different modes of operations in which vessels proceed on their
journey. Two fundamental modes are commonly distinguished: in-
dependent and icebreaker-assisted navigation (Rosenblad, 2007). In the
former, a vessel navigates using her own power through the ice fields
with ship officers responsible for planning and executing the route in
light of the prevailing ice condition. In the latter, a merchant vessel is
assisted by an icebreaker, which provides guidance to the officers while
facilitating the physical process of making the passage through the ice
fields. Five icebreaker assistance operations can be distinguished: es-
corting, convoy, double convoy, towing, and breaking a ship loose
(Goerlandt et al., 2017b). This division omits that in reality a ship
following the path of another (commercial) ship may receive indirect
aid for steaming in the ice-covered waters, e.g. if an ice channel stays
open. Unless this (indirect) interaction between the ships is explicitly
added to the route planning, there is a discrepancy between the com-
putational routing tools and reality, because rooting tools otherwise
simplify the real-world conditions by assuming that the considered
vessel is the only one navigating in the area.

Independent navigation is considered the most challenging winter-
time navigational operation, from the perspective of both ice-breaker
and merchant vessel, as the results of interview among ice navigation
professionals reveal (Jalonen et al., 2005; Boström and Österman,
2017). Furthermore, a recent risk analysis of winter navigation in Baltic
Sea ice conditions shows in particular that independent navigation and
convoy operations involve a high risk of collision and subsequent
economic losses (e.g. ship damage, delays) and environmental damages
(Valdez Banda et al., 2016). That analysis also suggests that the navi-
gational risks can be reduced significantly through the development
and implementation of e-Navigation services, such as tools for sup-
porting route planning through ice fields.

In this paper, we therefore intend to improve the safety of winter
navigation by providing a navigator (or autonomous ship) the optimal
route, i.e. the fastest and the safest route, in given anticipated ice
conditions. Our algorithm also provides the additional cost (in time)
that would be incurred by deviating from the estimated optimal route.
The contribution to the state-of-the art is made in four ways, as dis-
cussed below.

First, we formulate a framework that can incorporate multiple data
sources and multiple pathfinding objectives. This is important, since
navigation in ice covered waters is very challenging, and therefore in
reality, all available knowledge and information is applied to support
the navigational decision making. Here we employ the following in-
formation: (1) attainable speed of the ship resulting from (2) the sur-
rounding time-dependent ice conditions, (3) the probability of a ship
besetting in ice, (4) the modified speed due to the likelihood of other
ships being present in shipping routes, and (5) bathymetry. In addition,
our bathymetry algorithm allows for the exclusion of narrow waterways
which shall be avoided by ships navigating independently in ice as
stipulated by the FSWNS.

Second, the concepts of a speed map and an (integrated) steaming
time map are introduced to provide estimates about the accuracy of the
optimal route for safety purposes. Compared against the state-of-the-
art, the time map is a new concept that answers to a need to have the
ability to conveniently estimate travel times knowing that route mod-
ifications are probable. We also discuss the connection between the
speed map and the typically employed ice maps.

Third, in order to dissolve the contradiction between reality and the
assumption that the ship is navigating alone on the sea, the (indirect)
interaction between the ships via artificial ice channels must be taken
into account. This has not been done before. We propose a new ship-
ship interaction model via a so-called mean-field (see e.g. Le Boudec
et al., 2007). The mean-field is integrated in the proposed framework

and derived from historic AIS data.
Fourth, our pathfinding algorithm is designed and implemented so

that it can model entire shipping routes. These routes given as output
are physically realistic geodesic paths, i.e. they relax the spatial dis-
cretization of the input data. Our Matlab implementation, ICEPATHF-
INDER, can process the Baltic Sea with state-of-the-art weather data
using a sub-nautical mile resolution in a reasonable computational
time. To the best of our knowledge, our method is the most accurate
one at this length scale.

The method presented here is generic. However, the case study
presented relates to the Baltic Sea, which offers a significant amount of
data on maritime traffic in ice. The ice conditions vary, both temporally
and spatially from winter to winter. In case of a harsh winter, more than
half of the basin can be covered by various formations of ice, including
ridges. These ice fields, especially the ridged ones, can experience se-
vere compression that significantly hamper ice navigation. In case of a
light winter, only northern parts of the Baltic Sea experience ice, while
the rest of the area remains open (Löptien and Dietze, 2014).

The rest of the paper is organized as follows. First, we discuss the
related work (Section 2), and then we propose our method (Section 3).
Thereafter, we introduce the data (Section 4) for which we present the
results (Section 5). Finally, we discuss the results (Section 6) and
summarize our work in the Conclusion (Section 7).

2. Related work

This section gives an overview of the relevant approaches to de-
termine ship performance in ice-covered waters, as well as the tools
suitable for routing vessels through these waters.

2.1. Ship performance in ice

In order to estimate the vessel transit speed in different ice regimes,
a model for ship performance in ice is normally employed. The purpose
of such a model is to estimate the attainable speed of a vessel based on
characteristics of both the ice field and the ship. We characterize these
models into two types: semi-empirical (simulation) models, and data-
driven models.

Semi-empirical models are based on an analytical breakdown of
resistance components. Each of these is modeled using either an ana-
lytical, an empirical, or a combined approach. Several such models
have been proposed for level ice (Lindqvist, 1989; Riska, 1997), and
ridged and channel ice (Mellor, 1980; Riska, 1997). For a comprehen-
sive overview see Erceg and Ehlers (2017). Simulations focus on de-
tailed modeling of the impact of ice loads on the hull. The most relevant
physical processes, i.e. ice crushing, bending, rotation, and sub-
mergence, are modeled on different parts of the hull. Local loads are
aggregated over the whole ship hull in the time domain, from which the
overall ship resistance and, when combined with thrust estimation, the
ship speed is determined. There are models developed for level ice
conditions (Liu et al., 2006; Lubbad and Løset, 2011), and for ridges
Kuuliala et al., 2017; Gong et al., 2017). For a recent literature review
see (Li et al., 2018).

Data-driven models do not capture the physical processes of ship-
hull interaction, but rather tend to mimic the dependencies between
ship speed and/or the probability of the vessel getting beset in ice, i.e.
becoming unable to move. To this end, some combination of data
sources is used, typically including ship speed data (often from the
Automatic Identification System - AIS) and ice data (hind-cast data from
operational sea ice prediction models or ship-borne measurement de-
vices). Such models have been proposed for the Baltic Sea (Montewka
et al., 2015), and for Arctic areas (Fu et al., 2016; Kubat, 2012; Mussells
et al., 2017).

Considering the strengths and weaknesses of each of these modeling
approaches, a hybrid model for ship performance in ice has been pro-
posed specifically for use in route planning methods, see (Montewka
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et al., 2018). The hybrid model as discussed in (Montewka et al., 2018,
2019) consists of switching the speed function that maps ice conditions
into operational speed between an engineering-based model based on
rigorous ship-ice interaction and a data-driven model based on AIS ship
data. The switch is done if the ice concentration goes under a manually
given threshold value. One limitation of this approach is that it does not
differentiate between shipping routes, where other ships are probably
present, and other areas where finding other ships is improbable. Here,
in contrast, we construct a mean-field approach that accounts for this
feature.

2.2. Ship routing in ice

There are numerous routing methods for ships navigating under
weather conditions in open waters, for a recent literature review see for
example (Krata and Szlapczynska, 2018). In these methods, numerous
objectives are considered, where the most relevant are ship safety,
travel time and fuel consumption. Also various modeling techniques are
applied. However, for ships navigating in ice-covered waters, fewer
solutions offering ice routing exist. One way to group the existing tools
is by the type of their ship performance model. It is either a) en-
gineering-based, b) data driven, or c) based on expertise.

The engineering-based models focus on the physics of the ice-
breaking process, where the forces due to ship-ice interactions are de-
termined and the resulting added resistance is calculated. The added
resistance is used to determine the attainable speed in given ice con-
ditions, see for example (Kotovirta et al., 2009; Frederking, 2003; Piehl
et al., 2017). The models of this type can derive the local speed var-
iation of the ship if the local variation of ice conditions is known in
sufficient detail. This is called here micro scale ice navigation. When
such a micro scale model is aggregated within a macro-scale, i.e. sea
scale, ice navigation framework these models can provide information
about ship performance including its speed in modeled ice conditions.
The accuracy of the macro scale model is then dictated not only by its
micro scale counterpart, but also by the resolution of the discrete nu-
merical ice data, as the ice parameters pertaining to a grid cell are as-
sumed to be grid cell averages. Typically, the resolution of the ice data
is 1 NM or coarser. The ship speed in a grid cell is then assumed to be
the average value related to the average ice parameters.

Data-driven models take advantage of full-scale campaigns for a
given ship navigating in ice, where the performance data (ship speed)
and ice conditions are recorded and the relation between those two are
found. Such a method is accurate for the specific ship within the range
of recorded ice conditions, where various ice formations are en-
countered. However not all features can be recorded and their effect on
ship speed properly established, e.g. ice compression. Hence, these
models can be considered as appropriate for macro-scale of ice navi-
gation, suitable best for estimation of ship speed and conditions where
the ship can get beset in ice, see for example (Kaleschke et al., 2016;
Reimer, 2015).

The third group of models, based on experts' judgment tends to
describe the joint effect of numerous ice features and operational con-
ditions on the ship safety and sometimes the ship speed. Thus the
presence of various formation of first- and multi-year ice is included, as
is the presence of icebreakers. These models suit best for the evaluation
of safety of ice navigation prior to setting a ship to the seas, while the
speed estimation is of secondary requirements expected from those
models (Stoddard et al., 2016; Liu et al., 2016).

Another important grouping criterion for the routing tools is their
purpose. This specifically relates to whether the tool will be used
quantitatively for route finding at operational or strategic level, or
qualitatively for safety assessment. Various geographical scales are used
to demonstrate the feasibility of developed solutions, varying from very
local applications or concepts on a small scale, (Takagi et al., 2014;
Piehl et al., 2017), through medium-scale solutions within the Baltic
Sea or the Norwegian Sea, (Kotovirta et al., 2009; Reimer, 2015;Ta
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Kaleschke et al., 2016) to large-scale solutions attempting to cover the
whole Arctic Sea (Nam et al., 2013; Choi et al., 2015; Liu et al., 2016;
Frederking, 2003).

Finally, the tools can be grouped by a mathematical approach
adopted to route finding problem, as follows: genetic algorithms (Choi
et al., 2013), finite element method-based potential theory (Piehl et al.,
2017), graph search-based algorithms (Nam et al., 2013; Choi et al.,
2015; Guinness et al., 2014; Liu et al., 2016), conjugate direction
methods (Kotovirta et al., 2009), stochastic dynamic programming
(Schütz, 2014), and probabilistic road map method (Takagi et al.,
2014).

The summary of available solutions for ice routing is presented in
chronological order in Table 1. There are two main shortcomings in the
existing solutions. The first is the accuracy of the model for the ice field
where the ship is navigating. The second is the reliability and the ap-
propriateness of the model for ship performance in ice adopted in the
routing solution. Considering the first issue, the limiting factor for a
given routing task typically is the inadequate spatial and temporal re-
solution of the available ice information. The application determines
the resolution of ice data that should be used. For long term strategic
planning of winter navigation or high-level safety assessment for a
given sea area, coarse resolution of several miles in space and one or
several days in time suffices, see for example (Choi et al., 2015, 2013;
Liu et al., 2016; Frederking, 2003). However, for short-term operational
planning, namely finding best route through the ice for a given ship, a
finer resolution is needed both spatially and temporally as discussed in
(Aksenov et al., 2017). Acknowledging the complexity and dynamics of
ice cover, the spatial resolution of one nautical mile or below is needed,
and the ice information should be refreshed every few hours, rather
than days (Berglund et al., 2007).

Considering the second issue, all relevant features affecting the ship
speed should be reflected in prospective route optimization tool
(Aksenov et al., 2017; Kotovirta et al., 2009). Due to ice motion, level
ice is not the most dominant form of ice at sea. Instead the ridged ice,
rafted ice and ice compression create difficulties for ice-bound ships
(Mussells et al., 2017). On the other hand, the presence of ice channels
and availability of ice breakers significantly facilitate the winter navi-
gation. Therefore, these factors should be included in the ship perfor-
mance model, to ensure that the performance of a ship in given ice
conditions and operational context is properly modeled, see (Kotovirta
et al., 2009; Montewka et al., 2019).

Pathfinding algorithms, i.e. route searches in graphs, can be divided
into multiple categories (Deo and Pang, 1984; Madkour et al., 2017).
For instance, those that use heuristics, those that use incremental
searches, and those that use neither or both of these. For route finding
in ice conditions, simple geometrical heuristics have been previously
used to speed up the optimal route finding, e.g. the works using A* in
Table 1. For A* to be guaranteed to find the shortest path, its heuristic
function must never overestimate the cost of reaching the goal. Hence,
the conventional choice is to use the Euclidian distance from the cur-
rent location to the end point. This optimizes the time to find the op-
timal path, but degrades the (visual) information value of our in-
tegrated time map, which is explained in section 3.7. Hence, we shall
here implement A* but employ a trivial heuristic, h=0, which is
equivalent to using the Dijsktra pathfinding algorithm.

3. Method

The proposed method consists of a framework that can incorporate
multiple objectives in a singular pathfinding problem, shown in Fig. 1,
and of the actual pathfinding algorithm that originates from graph
theory (Deo and Pang, 1984). The objectives used here are the fol-
lowing: thick and concentrated ice is avoided in favor of thinner ice or
no ice to gain faster steaming speed (Section 3.2), ship besetting in ice is
avoided in favor to safer routing options (Section 3.2), ice channels are
favored when they provide improved speed even when this requires

conforming to the speed of convoys navigating in the channels (Section
3.4), and ship grounding is absolutely avoided (Section 3.3). Other
objectives may also be added, as shown in Fig. 3, and discussed later in
Section 6.

3.1. Multi-objective optimization using probability masks and mapping
functions

The routing optimization is ultimately done by minimizing the
travel time used by the ship. The general idea to this end is that we
computationally reduce the ship speed in hazardous areas to make
those areas less attractive with respect to pathfinding. Since the speed
varies with respect to the local ice conditions, it is represented with a
so-called speed map, which is a spatially discretized representation of
the ship speed. Specifically, the speed map is a 2D grid, and inside a
grid cell the speed is taken as constant. Since the system is time-de-
pendent, i.e. at least the ice situation data changes every 6 h, each
discrete time step adds its own speed map.

The proposed framework can incorporate multiple objectives
through alterations of these speed maps. In order to do so, each ob-
jective is associated with a probability mask and a mapping function
that describes the effect of the mask on the speed map. A trivial prob-
ability mask would state that its mapping function is valid everywhere
(or nowhere), and a binary probability mask would state that the
mapping function either is valid or is not valid for a grid cell.
Intuitively, the bathymetry information yields a binary probability
mask reflecting which grid cells are navigable and in which grid cells
the ship would run aground. In Section 3.3, we show how to modify this
mask to exclude narrow waterways from the routing search. The ice
information obtained from HELMI model (explained in Section 3.2) is
determined in a certain area of the Baltic sea, i.e. above 56.74deg la-
titude, so the binary probability mask is defined accordingly.

3.2. From ice data and ship performance into a speed map

Ice is modeled with the HELMI continuum model that uses 27 dif-
ferent variables (Haapala et al., 2005), and ice data of this form is
obtained from the Finnish Meteorological Institute. Of these 27 vari-
ables, we consider the 8 most essential ones

∼ ∼ ∼ ∼C h C h C h C h( , , , , , , , ).͠ ͠ ͠ ͠L L f f R R

These are the concentration ∼C and the thickness h͠ for the ice on
average, and these two for level, rafted, and ridged ice, respectively.
Notation-wise, we mark these parameters with tildes to distinguish
them from the ice parameters used in the proposed method. In the
following, the 8 variables are transformed into 2 so that first all the
other ice except ridged ice is approximated as level ice, and then we
present a percolation argument to simplify the concentration re-
presentation. These steps are done in order to use the results of
(Kuuliala et al., 2017) to map the ship performance in varying ice
conditions into speeds and stuck probabilities, which are then in-
tegrated to form a speed map.

Level and ridged ice thicknesses hL and hR are obtained from

= −∼ ∼
∼h hC h C
C

͠ ͠
L

R R

L (1)

=h h .͠R R (2)

Level ice is important in determining the friction, and ridged ice in
determining the probabilities of the vessel becoming beset in ice (Fu
et al., 2016; Kuuliala et al., 2017). Besetting typically means that when
a ship attempts to surpass ridged ice, there is a chance that it is stuck on
top of the ridge keel, i.e. underwater ice, meaning that it cannot steam
forward nor reverse. Eq. 1 is similar to previous approaches. In
(Kotovirta et al., 2009, see Eq. (18) there-in) hR is obtained by
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subtracting hL from h, and in (Kuuliala et al., 2017, see Eq. (18) there-
in), equivalent thickness of ridged ice is obtained from HELMI model,
and rafted ice thickness is incorporated into level ice thickness.

Ice concentration is a macro-scale statistical measure of how much
of the sea surface is covered in ice. When close to zero, the ship is able
to find an open water path among the ice. When close to one, there are
no options but to ram the ice. In between, there exists a statistical ice
concentration threshold above which no continuous open water paths
exist. This is known as the percolation threshold, and for a 2D con-
tinuum model (assuming that ice lofts are circular) it has a value of
cth=0.676 (Rosso, 1989). So, statistically, when the ice concentration
is less than cth, the ship can find an open water route, and when above it
– it has to go through the ice as modeled in (Kuuliala et al., 2017).
Specifically, this affects the total ice concentration

⎜= ⎛
⎝

≥∼ ∼
C C C c, if

0, otherwise
,th

(3)

and the ridged ice concentration

⎜= ⎛
⎝

≥∼ ∼
C C C c, if

0, otherwise
,R

R th

(4)

where ∼C and ∼CR are the total concentration and the ridged ice con-
centration obtained from the HELMI model, and C and CR are the total
and ridged ice concentrations used for our model. Note that here the ice
ridges are modeled statistically at 1 NM×1 NM resolution, and that
our cth is close to the numerical value of 0.7 that has been used without
explanations for similar purposes in (Kotovirta et al., 2009).

Using Eqs. (1), (2), (3), and (4), we write an effective level ice
thickness hi and an equivalent ice thickness heq as

=h h Ci L (5)

=h h Ceq R R (6)

The speed in ice-covered waters v͠ and the probability for the ship
besetting in ice p͠ are then obtained as

=
=

v v h h
p p h h

( , )
( , )

͠ ͠
͠ ͠

eq i

eq i (7)

using a numerical matrix for the mapping from (Kuuliala et al., 2017)
results. This matrix is provided within the source code files of ICEPA-
THFINDER, and is visualized in Fig. 2.

We convert the stuck probability p͠ from Eq. (7) into a delay which
penalizes the speed value. Specifically, considering a simple binary pass

test with a virtual amount of retries, Nv∈N, we write

⎜ ⎟

=

≃ ⎛
⎝

− ⎞
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N
c

p

/
log(1 )

log( )
,

͠

͠

v

v
v

(8)

where the confidence value for passing cv=0.95, and v͠ and p͠ are
obtained from Eq. (7). Note that ≤v v͠ , since Nv∈N is enforced. In
principle, Nv in Eq. (8) states the equivalent amount of time units that
the ship should use to scout a route with no risk. Note that this is a
theoretical lower bound estimate, as in practice there is always a risk,
and consequently the time is always longer. Computationally, Eq. (8)
encapsulates the ice-ship interaction into a single real space value,
v∈ R, which is important because we want to employ unambiguous
inequality operators between grid cells to do pathfinding (Section 3.6).
Note that although v in Eq. (8) is in fact a meta-speed when >p 0͠ , we
drop the prefix for simplicity.

The speed v∈ R of Eq. (8) refers to the speed of the ship in a grid
point (i, j) on a given time step t. The speed map Vt is hence obtained as
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where each grid point is represented by a single scalar speed value
obtained from Eq. (8). Speed values near and under 4 knots are treated
as zones where independent navigation may be hampered, and ice
breaker assistance is mandatory, as shown in the analysis of ship transit
(Montewka et al., 2015; Kuuliala et al., 2017). This is expressed with
red colour in the speed maps shown in Results (Section 5).

The computational two-dimensional (2D) grid size of Vt is
1645×1113 cells (MS×NS). The grid resolution 0.5×0.25 NM
(nautical mile) follows from the 30-arc-second resolution of GEBCO1

depth data. At 60 degree latitude, the data is twice as dense longitude-
wise than altitude-wise. Although the HELMI data resolution is lower,
only 1× 1 NM, the resolution is kept at GEBCO density to show that a
larger grid can be computed in case the ice data resolution increases in
the future, or if a larger area of the Arctic is to be modeled.

The ice forecast window of the Finnish Meteorological Institute is
two days, with forecasts provided every 6 h. A 2D speed map Vt is
calculated for each time step, and we use 8 time steps t=1, 2, ...8.
During this time, it is feasible to navigate from the north end of Gulf of

Fig. 1. The proposed method for multi-objective
route optimization, implemented as ICEPATHFIN-
DER. Modules are explained in sections indicated by
the numbers in parenthesis. The green ellipses re-
present the manual input necessary to be done on
ship. Ellipses are time-dependent information
(hourly to daily basis). Boxes contain info that
should be updated more rarely, e.g. on a yearly
schedule. Ice data and speed maps (cyan) have time
steps. Yellow items include new contributions by this
paper. (For interpretation of the references to colour
in this figure legend, the reader is referred to the web
version of this article.)

1 https://www.gebco.net/
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Bothnia, which is normally frozen, to latitude levels near Gotland,
where the sea is open all year around. The eight speed maps are given
as inputs to the pathfinding algorithm introduced later in Section 3.6.
As the path finding algorithm propagates forward in time, the time step
(and the speed map) is changed each 6 h of the simulated traveling
time, see Fig. 3. This is discussed in more detail in Sections 3.6 and 3.7.

3.3. Narrow waterways in archipelago

Since this is the first study that accesses large sea areas with ar-
chipelago, narrow waterways need to be discussed. The resolution of
the GEBCO depth map is not sufficient for piloting in narrow water-
ways, see Fig. 4. Furthermore, the depth map lacks the information of
waterways that have been predesignated by authorities as those that
should be, or must be, followed, see an example waterway displayed in
Fig. 4. In fact, the depth map appears to have unnavigable cells
blocking the official waterway with a guaranteed 10m depth. In other
words, the situational awareness obtained for navigation purposes is not
sufficient for piloting purposes. Hence, we need to exclude such areas
that are beyond the resolution of our e-Navigation system data.

Computationally, two things are necessary. First, the route start and
end points are chosen at the locations where the need for piloting be-
gins. Second, the archipelago needs to be excluded from the speed map
so that routes do not run through it. This can be achieved manually by

restricting areas within certain latitude and longitude coordinates (i.e.
geo-fencing), or autonomously by using dilation operations from image
morphology (see e.g. Serra, 1983). We use the latter to effectively rule
out all narrow waterways from the GEBCO depth map, also those in
archipelagos, having a width of 1 nautical mile or less. See Appendix A
for details.

3.4. Ship-ship interaction via a mean-field

Ship navigation is influenced by other ships. This may cause a ship
to change its power setting and speed, or to change its course. For ex-
ample, multiple ships may encounter or follow each other in an ice
channel when traversing an ice covered sea area. A model that focuses
on the travel of a single ship can be extended to account for multiple
ships by introducing a mean field with which that single ship interacts.
The mean field is constructed from historic AIS data (automatic iden-
tification system), see Fig. 5, using a mapping function vch and a mean
field mask Ms. The mapping function is determined from the group
speed of interacting ships, see e.g. (Goerlandt et al., 2017a, 2017b) on
ship escorts. The mean field mask Ms, on the other hand, is founded on
the concept of proximity of one ship to another.

3.4.1. Ship to ship proximity
Proximity, in general, involves not only the distance between the

ships but also closeness in time. These two are interconnected by the
ship crew's actions in reacting to different navigational situations. With
this in mind, we filter the AIS data with a spatio-temporal proximity.
Here, proximity is a binary descriptor for identifying situations where a
ship's navigation is potentially affected by the presence of another ship.
It is used to filter out a subset of AIS data for further analysis of ship-
ship interactions. Hence, given a set S of AIS messages an adjacency
matrix A of size N×N is generated, where N is the number of AIS
messages in S. The elements of A have value 1 if the proximity condi-
tion is met, otherwise they have value 0. Unless this condition is very
liberal, the matrix A has a computationally tractable number of non-
zeros even for comprehensive sets of daily full update rate AIS for
which the message interval is about 10 s for each broadcasting ship
(N∼ 107 messages).

The filter for generating the adjacency matrix A is constructed as
follows. An AIS dataset S consists from sets Sj of messages broadcasted
by different ships j, formally

= ∪S S .
j

j

The spatio-temporal data (x,y, t) in S is first discretized with the
resolution (Δx,Δy,Δt), and an empty 3D matrix M with the same re-
solution is created to cover the sea area determined by the overall
spatio-temporal ranges of S. For each ship, the discretized data Sj is
mapped into elements Mj of the matrix M. The value of an element in M

Fig. 2. Visualization of numerical matrices for v͠ and p͠ of Eq. (7) for a specific IA Super class ship, reproduced from (Montewka et al., 2019). The data itself is from
the results of (Kuuliala et al., 2017).

Fig. 3. Computed time step indices for speed maps for a ship traveling from
Oulu to near Gotland, t=1, 2, ...8. The time step index is changed for every 6 h
of travel time. The propagation speed depends on the ice conditions.
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is increased by j if there is a message in Sj broadcasted from the cor-
responding discretized spatio-temporal location. When another ship Sk
is added, an element of the sum matrix M=Mj+Mk has either the
value 0, j, k or j+ k. The two ships are determined adjacent where an
element has the value j+ k in M, and they are also adjacent in cases
where any two elements with values j and k fit into submatrix W of
dimensions (Lx× Ly× Lt). This information is then updated into the
adjacency matrix A, over all ship pairs. Thus, each element in A either
has the value of 0 or 1.

The resolution and the dimensions of W can be chosen to fit the
navigational situation at interest. We use the resolution values that
have been standard in previous proximity analyses of Baltic winter
navigation, see (Lensu and Goerlandt, 2019), (Δ∘N,Δ∘E, t(hrs))= (1/
60,1/30,1/12), where the spatial resolution is close to 1 NM at 60∘N,
and the dimensions of the submatrix W are
(Lx× Ly× Lt)= (3×3×2). For this choice, all pairs of messages in Sj
and Sk are adjacent if their distance is less than 2 NM and time differ-
ence less than 5 minutes, and non-adjacent if their distance exceeds 3 2
NM or their time difference exceeds 10 minutes. Between these all-in-
clusive and all-exclusive limits the adjacency is fuzzy. The fuzzy
margin, which follows from the discretization, can be reduced by in-
creasing the resolution and the size of the submatrix W with the same
ratio. The fuzziness can also be removed by calculating true distances
and time differences, but this increases computational cost. In the
present context of constructing the mean field mask, the standard dis-
crete filtering is considered sufficient as refinements are unlikely to
change the mask significantly.

3.4.2. Mean field from ship adjacency
We use the adjacency matrix A to construct a mean field re-

presentation for the ship-ship interaction. A ship is either navigating
independently in the strict sense, i.e. it has no ship to ship proximity as
defined by A, or its navigation is non-independent. From this definition
we derive two quantities, the degree of non-independency and the intensity
of proximity. In a grid cell (x,y) the degree of non-independency is the
ratio of non-independent navigations to all navigations, quantified in
terms of the number of AIS messages broadcasted from the cell. The
intensity of the proximity in turn is quantified as the average daily
number of non-independent navigations. The 1 NM grid of HELMI ice
model was used and the result was re-sampled to the grid of the
pathfinding algorithm. The intensity of proximity is calculated for ice-
breakers as the convoy operations are assumed to dominate the mean
field. For the mean field, both quantities are calculated as averages over

the midwinter period from February to March 2011. The obtained
binary maskMs determines cells inside which independent navigation is
not assumed to be an option but all traffic must conform to a system
speed vch.

From Fig. 5 (a) and (b) it is seen that independent navigation is but
an exception in certain areas that have either high density of icebreaker
operations, difficult ice conditions, or both. The ice conditions shown in
Fig. 8 (a) are typical for the period which was characterized by in-
creasing difficulty towards north and east. In the central Bay of Bothnia
there are also areas not visited by any ships during the considered
period and the traffic mostly follows the principal channels kept open
by icebreakers. This is not due to regulations but rather is a common
practice.

We use the intensity of proximity for icebreakers, Fig. 5 (b), to in-
itially screen the mean field by requiring that this number exceeds 6
(the bright yellow). This numeral can be much higher in the channel
areas but the scale of Figure has been limited in order to make the
initial mask better discernible. The mean field mask is then constructed
from this by dilation, detection of connected sets, and deleting of iso-
lated cell groups. Within the mask the average speed of all traffic settles
to about 8− 9 knots when ice thickness exceeds 30 cm, see Fig. 6. This
system speed is set by the icebreaker convoys. Therefore, we employ a
conservative value of

=v 8.0 (knots)ch (10)

in our route calculations. For thinner ice, the higher velocities in Fig. 6
are likely to be due, not only by easier conditions but the possibility of
taking over the convoys outside the main channel. In Fig. 6 calculation,
the ice thickness is the dominant level ice thickness at the same location
where the ship speed is recorded. Thicknesses are obtained from the
daily ice maps and are based mainly on observations made from ice-
breakers.

3.5. Fused speed map from multi-source data

The fused speed maps {St} for each time step t are obtained by
merging the previous data, namely the ship-ice speed maps {Vt} for
each time step t, and the time-independent bathymetry mask R and the
ship-ship interaction mask Ms. For each cell x=(i, j),

= ⎧
⎨⎩ ∈ <

x
v x v

S x
V

M V x
( )

( ), or
, if and ( )t

t

ch s t ch (11)

where vch comes from Eq. (10) and is an estimate for the convoy

Fig. 4. Example of a narrow waterway. We have
plotted the rectangular GEBCO depth grid on top of
the map from Finnish Transport Agency showing in
red the 10-m-deep waterway to Oulu harbor. We
have removed most of the map markings for visual
clarity. Navigable depth is shown with dark blue
(over 10m depth) and unnavigable depth is shown
with cyan (less than 10m depth) and white (positive
elevation). The waterway width is about 0.5 NM,
≈0.92 km, and piloting services are typically man-
datory. (For interpretation of the references to colour
in this figure legend, the reader is referred to the web
version of this article.)
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cruising speed in an ice channel. The bathymetry mask R is employed
during the pathfinding to exclude all routes that would overlap with
restricted grid cells.

3.6. Pathfinding

For finding the optimal path, our A* algorithm is run on the inverse
of the speed map St of Eq. (11), the inverse representing the travel costs
in time. A neighborhood of 8 points is used, thus including diagonal
directions in the 2D square grid. Formally, the path cost is written as

= +f n g n h n( ) ( ) ( ), (12)

where n is the last point on the path, and g(n) is the total cost of tra-
versing from the first point to the point n. Trivial heuristics, h=0, are
used to evaluate route deviation costs, which is explained later in
Section 3.7. The run is started from the given point A, and stopped
when the given end point B is found. If the cumulative time spent on the
journey on St exceeds the time step difference, the pathfinding con-
tinues on the speed next map St+1, see Fig. 3.

The path P obtained from A* is a series of (diagonally) adjacent grid

points

= …P p p p p{ , , , , }.N1 2 3 (13)

However, such a path obtained from a discretized grid cannot ac-
curately describe the true, geodesically optimal path, see Fig. 7 (a). Nor
do ship routes typically contain steep turns, or zigzag motion, which are
sometimes included in P.

We relax the dependence of path P on the 2D grid discretization so
that it would better represent a ship route, as follows. The method of
steepest descent with respect to the path cost (i.e. time) is used to
simplify the path, see Fig. 7 (b). Specifically, for each path point pj, we
calculate the change to the total travel time given that that point would
be removed

= −T T P T P pΔ ( ) ( \{ }).j j (14)

However, if removing a path point would lead to ship grounding,
ΔTj for removing that point equals to negative infinity. The point pj with
the largest positive cost, max(Tj) > 0, is removed yielding a new faster
route, T(P) > T(P\{pj}). This procedure is repeated until all remaining
costs are negative. Hence,

> > > … >T P T P p T P p p T P( ) ( \ { }) ( \ { , } ( ).j j k wp (15)

where Pwp represents the end result of our iteration, containing a
minimum set of way points.

Finally, we compute the geodetic distances between the remaining
points Pwp of Eq. (15), and obtain steaming times by using interpolated
speed values along this path, see Fig. 7 (c). The optimal path is ex-
pressed with way-point coordinates, and with speed in knots, time in
hours, and distances in nautical miles.

3.7. Time map

Navigation is the art of finding the optimal path. However, com-
puting an optimal path does not per se elaborate any benefits obtained
from that path, in contrast to any other available path. Sometimes, two
or more paths may be equally good. Therefore, we want to estimate the
impact of deviations made from the optimal route, with the help of a so-
called (integrated) time map. Our time map is obtained by starting the
A* algorithm with trivial heuristic, h=0, from both the start and the
end points, A and B, and summing up the two travel costs at each grid
point. Formally, the total time T calculated for each grid point pj is

Fig. 5. (a) Degree of non-independent navigation for all ships and (b) the in-
tensity of proximity for icebreaker traffic, both from AIS data for
February–March 2011 (see text for explanations).

Fig. 6. The steaming speed inside the mean field mask for all traffic during
February–March 2011.
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where the minimum is taken over all the route options, and the speed v
is a function of both place x and time t.

Note that the algorithm computes the rightmost term of Eq. (16)
actually from B to pj, instead of from pj to B. In order to do this, the
model time needs to be reversible so that the encountered time-de-
pendent ice conditions are the same regardless of whether the algo-
rithm is propagating forward or backward in time. Therefore, the time
stamp at each grid point is saved while propagating forward, and these
same time stamps are used while propagating backward, see Fig. 3.

As explained previously, the geometrical sub-cell optimization done
after the A star reduces the distance of the shortest path, see Fig. 7.
Similar grid topology relaxation and geodesics could be used for each
T(pj) when computing route deviation costs using Eq. (16). However,
this would be rather intense computationally and would make sense
only in scenarios where different deviation costs need to be expressed
with the best available precision. Instead, here we simply scale all times
T(pj) using the ratio between the optimal route time and its non-to-
pology-relaxed grid time, since the time map is intended to be printed
out and given as an aid for human eyes.

3.8. Icepathfinder

The source code for the Matlab implementation of the proposed
method, called ICEPATHFINDER, is released after publication.2

4. Data

Computed routes from and to the named ports are documented in
Table 2. The coordinates point not directly to the ports themselves, but
to the beginnings of the designated seaways leading to these ports,
where pilots need to be employed. These routes are illustrated later in
the Results section, see Fig. 9.

Ice data (HELMI) is obtained from FMI so that each time step is
represented by a 556×415 resolution Matlab data file. We use his-
torical data from February and March of 2011, representing a cold
winter. Metaspeed numerical matrix for a certain anonymous ship with
the ice class’IA super’ is obtained from the authors of (Kuuliala et al.,
2017). The ship is a bulk carrier with DWT 21353 tons and a length of
149 m. Bathymetry information is obtained from GEBCO.

For method validation purposes, comparison data is used for Kemi
and Hamina routes, as indicated in Table 2. This comparison data
consists of historic AIS routes of certain ships that has the same ice
class, i.e. IA super, as the ship for which metaspeed matrix is employed,
and also of two routes planned by a seasoned arctic seafarer. Prior to a
route planning, the seafarer was given the approximate start and end
coordinates as in Table 2, the ice map for that specific departure time
provided by the FMI (such as the one in Fig. 8 (a)), and regular

navigation charts with pencils and compasses. In other words, no
computed results or AIS routes were shown or discussed with the sea-
farer prior to the planning. For elaboration and more results, see
(Lehtola et al., 2018).

5. Results

When geo-information covering large sea areas can be processed
and visualized, the distinctions between regions become visible. In
Fig. 8, the ice map provided by weather services is shown alongside the
speed map obtained from the proposed method. Note that while the ice
map shows a constant red colour for the ridged ice field, which covers
the whole east side of the Gulf of Bothnia, the speed map distinguishes
the northern part where an ice breaker is needed from the southern part
as an area where the ship can operate by itself. This is because the
change in concentrations of the different ice types is hard to visualize
on the ice map, but not on the speed map. Ice eggs are printed to ice
maps to communicate this change in concentrations, but the eggs are
also somewhat challenging to interpret.

With the proposed method, routes spanning the whole Baltic area
can be evaluated. Using GEBCO bathymetry data directly with ship
draught (=10 m) leads to computational routes that run through ar-
chipelagos, see the red routes in Fig. 9 (a). As discussed in the Methods
subsection 3.3, these areas need to be excluded. This is done by image
morphology, leading into three major improvements in routing, visible
in Fig. 9 (b). The Archipelago Sea archipelago from the Hamina-Rauma
route and the Stockholm archipelago from the Oulu route are correctly
excluded, as are the passageways between coastline islands and the
continent. The effect of the latter is especially visible near the coasts of
central Gulf of Finland. However, this is not sufficient to the most
challenging landscapes. In addition, manual geo-fencing is required to
restrict passage to regulated piloting-only areas, e.g. navigating south of
Naissaari, near Tallinn, or using the North Kvarken passage. The
changes imposed by these restrictions are included in Fig. 9 (b), where
the new computational routes are shown in black.

We validate our narrow passageway method against AIS data.
Specifically, we extract a mask of areas where ships have navigated
from the non-independency map of Fig. 5, which contains data of all
ships that have visited the Baltic sea above 58deg latitude. The ex-
traction includes filling the mask on open sea areas that are surrounded
by ship routes. This all-ships-mask describes which parts of the sea are
navigable. The comparison between it and our computationally

Fig. 7. (a) The optimal route is computed with A*
from the speed map St, which is a 2D grid. Then the
path point whose removal would lead to the largest
decrease to the travel time is determined, shown in
cyan. The area in grey represents an area that is ei-
ther unnavigable or has a high traverse cost. (b) The
method of steepest descent. The most costly point
has been removed leading to the red dotted trajec-
tory. Recursively, further (cyan) points are removed
yielding the green trajectory as a result. The removal
cost of point surrounded with magenta is negative,

so it is not removed. (c) The geodesics are calculated between the optimal path points Pwp expressed in latitude and longitude coordinates, forming the fastest route.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 2
The four computed routes with latitude and longitude coordinates. (∗:
Comparison data presented.)

From Lat long To Lat long Date

Oulu 65.159 24.442 Baltic 58.737 19.071 2011-02-03
Kotka 60.200 26.400 Baltic 58.240 19.672 2011-03-01
Kemi∗ 65.577 24.328 Baltic 58.853 19.409 2011-03-20
Hamina∗ 60.446 27.264 Rauma 65.082 25.023 2011-03-15

2 https://github.com/vlehtola/icepathfinder
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morphed bathymetry grid is seen in Fig. 9, with discrepancies shown in
grey and deep blue. Deep blue areas have been visited by ships, but are
designated as unnavigable in the simulations. Grey areas represent the
vice versa. One explanation to the existence of these deep blue areas is
that these areas might have been visited by ships with a smaller draught
than 10 m, which is the value used in our simulations. Grey areas are
partly explained by AIS data record incompleteness, especially near
58deg latitude and below. Considering these explanations, the match
between the result from the proposed method and the validation mask
is good. In other words, the algorithm is accurate in restricting the
areas, where the proposed navigation method is not valid, and accurate
in keeping the areas, where it is valid.

Given the start and end points for the journey, and the departure
time, the speed maps St, the optimal path and an integrated time map
can be computed, see Fig. 10 (a) and (b). For human eyes, a time map
offers richer geo-information than mere the optimal path, see Fig. 10. In

particular, it visualizes the cost for deviating from the optimal route. On
the one hand, if the algorithm recommends a detour around some
specific area, the time map brings forth the justification behind this.
One the other hand, if there are areas with equivalent travel costs, these
are similarly visualized. In other words, a time map displays what
should be the precision with which to follow the optimal course. It tells
the navigator nothing less than— the benefit of following the computed
optimal route.

In order to validate our routing method, we look at the historic AIS
data of the specific days the travels are simulated, listed in Table 2. AIS
data from IA super -ice class ships is selected, i.e., the same ice class
than the one for which the metaspeed matrix was obtained, but
otherwise ships may be different. A steaming times comparison be-
tween these AIS times and the simulated results is shown in Table 3.
Because the model ship and the real ship may be different, we nor-
malize the AIS steaming times tAIS for comparison purposes using the

Fig. 8. (a) The ice egg information in the ice map provided currently by Finnish or Swedish authorities is more transiently represented with (b) the speed map of Eq.
(9). From the map coloring in (b), the need for an ice breaker is concretely revealed. Legend: ridged ice (▲▲).

Fig. 9. (a) Unnavigable golden areas are determined
from GEBCO bathymetry grid and ship draught. Red
computed routes enter archipelagos. ÅA and SA
stand for Åland and Stockholm archipelagos, re-
spectively. (b) The proposed method excludes
narrow seaways requiring piloting, and new com-
puted routes are plotted in black. The method is
validated as follows. Grey areas are navigable in si-
mulations, but have not been visited by ships during
the AIS data period. Deep blue areas are not navig-
able in simulations, but have been visited by ships.
The AIS data record is incomplete near 58deg lati-
tude and below. (For interpretation of the references
to colour in this figure legend, the reader is referred
to the web version of this article.)
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open water steaming speed of our model ship vtop=13.2 knots, and the
median value of the speed of the other ship. This normalization should
be independent of temporary ice slowdowns, as ice does not affect the
open water steaming speed and ships are assumed to steam mostly
outside ice-covered regions. Obviously, this comparison is very rough,
and should be considered accordingly. The normalized times ̂tAIS are
shown in Table 3. With the ship-ship interaction mean-field, shown in
Fig. 10 (d), the steaming time is 49.1 hours, and without it 59.6 hours,
shown in Fig. 10 (b). Note also, how the routes differ. For a significantly
longer route, the normalized AIS time is ̂ =t 56.4AIS hours (see Table 3).
This implies that the use of the proposed mean-field brings the results
closer to reality, since the ship is typically not alone but follows ice
channels in the Gulf of Bothnia. From the comparison in Table 3, the
routing is optimized for all routes.

In Fig. 10 (b), the AIS route and the computed path differ in the Gulf
of Bothnia and south of Kvarken. The first difference is due to the

omittance of the ship-ship interaction, which is introduced in Fig. 10
(d), bringing the two routes close to one another. The second difference
is probably due to that that the ice breaker-assigned route, a so-called
dirway, has been close to the Swedish coastline during that day. The
computed route instead uses a statistical mask for ship-ship interac-
tions.

For further validation, we asked help from a seafarer seasoned in ice
navigation, see Section 4. The two routes that were planned are shown
with dashed blue lines in Figs. 10 and 11. Note that south of Kvarken
the planned route in Fig. 10 (d) is very similar to the one obtained from
the proposed method. Hence, we can conclude that the only difference
between these two routes and the AIS route is, in fact, the dirway po-
sition, which was unknown to both our method and the seafarer. North
of Kvarken, on the other hand, the proposed route follows the AIS route.
By Fig. 10 (c), this is the route with both least ice and a high probability
for assistance.

5.1. Risk of turning winds

The wind has blown from the north creating an ice-free fast line
near the coast in the Gulf of Finland, visible from the speed map shown
in 11 (a). Hence, in Fig. 11 (b), the optimal route follows that lane near
the coast. However, if the wind turns, and does so abruptly, there is a
significant risk for a ship besetting in ice when the gap closes. Fur-
thermore, the situation for the ship resembles being between a hammer
and an anvil, if the ice closing in was previously ridged. The seafarer-
planned route (dashed blue) and the historical AIS route (dotted

Fig. 10. (a) Speed map of Eq. (9) expressed in knots
for the Kemi route. (b) Time map indicating the cost
in time when deviating from the optimal (black)
route. The slashed blue line is the AIS historic path
taken by a similar A1 super -class ship traveling on
the given day. The dotted magenta line represents a
preliminary route plan by a seafarer seasoned in ice
navigation, obtained from a pen and paper exercise
given that day's ice map. (c) Fused speed map of Eq.
(11) including the ship-ship interaction mean-field.
(d) Time map and the optimal (black) route obtained
from (c). (For interpretation of the references to
colour in this figure legend, the reader is referred to
the web version of this article.)

Table 3
Rough steaming times comparison for each route (in hours). AIS times tAIS are
from other IA super ice class ships traveling the route on the specific same day.
These AIS times are normalized with respect to open water velocities into ̂tAIS .

Route Distance (NM) Simulation (h) ̂tAIS (h) tAIS (h)

Oulu 487 45.2 49.6 43.4
Hamina 341 18.9 30.3 19.9
Kemi 498 49.1 56.4 42.1
Kotka 307 14.2 18.2 12.5
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magenta) of a certain ship on the given day take a more conservative
approach, avoiding the possibility that the wind turns, see Fig. 11 (b).

Route optimization is a trade-off between risk and gain. Our model
sees no risk of turning wind, even though it uses a 48 h ice prediction
forecast. This can be interpreted from the layout of the computed route
in Fig. 11 (b). Whether there is a risk, and whether this risk is appro-
priately modeled boils down to the accuracy of weather prediction,
which in turn determines the accuracy of the ice prediction model
(HELMI).

5.2. Computational Performance

The computational efficiency of our Matlab implementation, ICEP-
ATHFINDER, is evaluated using the obtained CPU times in minutes with
a 2.7 GHz processor, see Table 4. Even the time maps for the longest
routes from south to the end of Gulf of Bothnia are computed in less
than half an hour. This includes running the dynamic search algorithm
(A star) two times to get the time map. The grid resolution of 0.5
NM×0.25 NM is a lot denser than the HELMI model grid resolution 1
NM×1 NM, so the computation times are overestimates of what would
be actually needed to process current ice data. Optimal routes are ob-
tained in half the time expressed in Table 4, and speed maps St in less
than a minute.

6. Discussion

The presented speed maps imply that the information about the
concentrations of different ice types is important for independent na-
vigation. This information has been previously expressed with ice eggs
that, however, are hard to read. Undoubtedly this is the reason why
Finnish and Swedish authorities seldom print these ice eggs onto ice
maps. The proposed speed map, in contrast, offers the same information
as the ice eggs without the sacrifice in visual appearance. This turns a
trade-off into a double-benefit scenario. The speed map concretely re-
veals where the ship specifically needs the aid of an ice breaker.

The safety of the computed routes depends on the accuracy of

weather forecasts, especially the direction and strength of winds. If the
wind turns and pushes the ice off the coast, the computationally op-
timal route might be found within this gap. However, if the wind turns
again, and does so abruptly, there is a significant risk for a ship in
besetting in ice when the gap closes. We describe the situation for the
ship to resemble as being between a hammer and an anvil, if the ice
closing in was previously ridged. In order to avoid such incidents, and
for increasing method reliability, the weather forecasting should aim
towards more forecast-friendly, probabilistic models.

Apart from inaccuracies in weather prediction forecasts, there are
other shortcomings why the speed maps as implemented in the current
approach may not be fully accurate representations of the attainable
speed in ice conditions. First, the ice maps are discretized in time steps
of 6 hours, from which the speed maps are derived. Changing condi-
tions between these time steps are not accounted for. Second, the re-
lation between the ice map data and the vessel speed performance is
based on a model presented in (Kuuliala et al., 2017). It is acknowl-
edged that this ship performance model contains several assumptions
and uncertainties related to the parameters, which may affect the ac-
curacy of the speed map compared to the actually attainable speed. It is
an avenue for future research to validate this model for navigation in
other ice-covered waters (e.g. the Arctic), where other ice conditions
such as multi-year ice occur. Third, another limitation of the current
modeling approach is that the route optimization does not account for
the loads incurred by the ship during its passage through the ice fields.
Empirical evidence shows that that both ice thickness and ship speed
lead to higher ice loads encountered by a vessel (Kotilainen et al.,
2017). Thus higher transit speeds in heavier ice conditions might be
related to higher probabilities of hull damages and higher related repair
costs. The current routing algorithm does not consider these effects.
Further research could also include hull damage probabilities as an
objective for the routing algorithm. Fourth, more details that are re-
lated to the ice model should be accounted for, including ice pressure,
resistance from snow, and different stages of ice melting. This especially
feasible when the preliminary estimations that exist in e.g. HELMI ice
model (Haapala et al., 2005) become more accurate.

Winter navigation in the Baltic Sea has systemic characteristics due
to most traffic steaming in a network of ice channels. This affects also
ships that would be able to proceed towards a destination without as-
sistance. In thicker ice they must make their choice between slower but
more economic steaming in an ice channel and faster but fuel con-
suming independent transit outside channels which may also involve
hull damage and besetting risks. A fully developed route optimization
should include not only the present state of the navigation system but
time-propagated future projections of that state as well. These could be

Fig. 11. Risk aversion on the route from Hamina to Rauma. (a) The fused speed map. (b) The time map introduces an estimate for the travel time (in hours), and
another for the delays (see colorbar) should the ship follow some other than the computationally optimal path (black line). The optimal path follows the Finnish
coastline, the seafarer-planned route (dashed blue) and the historical AIS route (dotted magenta) of a certain ship on the given day take a more conservative
approach. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 4
CPU times in minutes used to obtain (integrated) time maps for each route.

Route Distance (nm) CPUtime (min)

Oulu 487 17.1
Hamina 341 19.0
Kemi 498 17.7
Kotka 306 11.8
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provided by land based services which have access to all traffic and
environmental data.

In the future, ice models are likely to have a better temporal and
spatial resolution, for example, from a better synthesis with Synthetic
Aperture Radar (SAR) satellite data. SAR images could provide updates
on whereabouts of ice channels, with the update frequency being de-
pendent on the satellite operations. Consequently, this surge towards
better temporal and spatial resolution is likely to create a need for in-
cremental pathfinding algorithms such as D* (Stentz, 1994) or D* Lite
(Koenig and Likhachev, (2005) that can deal with an information im-
balance, i.e. when some areas of the environment (seen by the satellite)
are better known than some other areas, or when changing the route is
mandatory, for example because of another vessel is stuck in an ice
channel, or because a new ice breaker route is introduced during the
present journey. Also, multi-ship route planning for traffic control
purposes could also be considered.

When moving towards automation, ships are likely to have more
sensors on board, which increases their situational awareness. This
information, in conjunction with that obtained from other ships of si-
milar kind, could then be fused to further aid the finding of a best
possible route (Wróbel et al., 2018). This would mean that the spatial
knowledge on ice conditions would be even more inhomogeneous, since
better resolution data would be available close to the ships, and from
along their past trajectories. In combining this data with the probabil-
istic ice models of the future, incremental searches such as (Stentz,
1994; Koenig and Likhachev, 2005) would again become useful.

7. Conclusion

Planning safe and efficient routes reduces the risk of a ship besetting
in ice, the risk of ship grounding, but also unnecessary delays. Here, we
have made four contributions. We presented (1) a generic framework
which enables the integration of multi-source data into a set of prob-
ability masks and mapping functions, from which time stamped speed
maps and, ultimately, the optimal route can be computed. This way,
multiple objectives can be accounted for. For example, we employed

bathymetry data and image morphology techniques to automatically
mark the area where our e-Navigation method is viable. Another major
contribution lies in (2) proposing the inclusion of ship-ship interactions
statistically with a mean-field model to account for artificial ice chan-
nels and ship convoys. This dissolves the discrepancy between the
models and reality in independent ice navigation.

Optimal routes are found with (3) the proposed A*-based method,
yielding the following outcome: waypoints expressed with geographical
coordinates, expected speed and travel time over each route leg, and
the estimated time of arrival to destination. Importantly, the output has
not only been relaxed with respect to the discretization of the input
data, but is also geometrically optimized up to the point where the path
consists of geodesics that conform to the shape of the Earth's surface. In
addition, running the pathfinding algorithm twice yields (4) an in-
tegrated steaming time map, which indicates the cost estimates for
deviating from the optimal path. Put more straightforwardly, this time
map determines the use value of the computed optimal path.

The proposed method has been validated with both historic AIS data
and two routes planned by a seasoned seafarer. Our time map as well as
our speed map are 2D grids, which is a rather general format to re-
present geo-information. This format easily allows for further proces-
sing. The reported CPU run times are of magnitude suitable for on-
board implementations. Hence, our results imply that the proposed
method, including the multi-objective framework and the route finding
algorithm, should be quite universally applicable in (automated) mar-
itime navigation.
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Appendix A. Appendix

Consider that the islands and non-navigable depths are expressed as values of one in a binary image B, where the navigable sea is represented by
values of zero. We employ a dilation kernel

= ⎡

⎣
⎢

⎤

⎦
⎥D

1 1 1
1 1 1
1 1 1 (17)

to enlarge the non-navigable area, and obtain

= ⊕R B D, (18)

where ⊕ is the dilation operator (see e.g. Serra, 1983). In R, the narrow waterways in archipelago are enclosed from all sides where there is land or a
non-navigable depth. The use of this method requires defining the characteristic width wc of what is a narrow waterway. The resolution of B should
then be half of that, since the enclosing takes place from both sides.

In this work, the GEBCO depth map is used as B in Eq. (18). We first employ one dilation operation with a total span of 2 nautical miles (D is
5× 5), and then relax the geometry with one erosion operation with a total span of 1 nautical mile (D is 3× 3). The dilation operation is necessary to
in order to be certain in closing the waterways with an effective width wc=1 nautical mile, and the erosion operation to prevent ruling out an
unnecessary amount of water. Concurrently, the Åland archipelago, the Stockholm archipelago, and the archipelago at the coast of Finland are all
excluded. Northern Kvarken route is manually excluded, i.e. geo-fenced, since both the north and south routes are wider than 1 NM, and the North
Kvarken route is not typically used by merchant vessels for safety and regulatory reasons (area shown in Fig. 9). Similarly for example the passage
south of Naissaari, near Tallinn, needs to be geo-fenced.
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