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gt.2019.18.1.001.00  Trust in technology is an important factor for the design and use of tech-
nology in general. While there is growing interest in the role of trust on this general 
level, so far little attention has been given to the particularities of trust in persuasive 
technologies, i.e. technologies that serve to persuade users into certain behaviours. Those 
technologies are increasingly targeting the older adults, posing ethical questions that ask 
for sensitive investigation of trust. Here, we explore the specific character of trust in per-
suasive gerontechnology. We argue that the question of how to establish trust in tech-
nology, how to make trust lasting and enduring, requires considering user-centric and 
institution-centric approaches, and suggest an approach that is sensitive to wider social 
and institutional factors. The impact that persuasive gerontechnology can have depends 
on whether people can trust them, the designers, or the overall system. Drawing on stud-
ies of determinants of institutional trust, we identify four main strategies that can inform 
designers, technology assessors and policy makers in building trust between technology 
and users: (1) creating novel institutions, (2) creating incentives, (3) providing guarantees, 
and (4) ensuring transparency. We conclude the discussion with suggestions regarding 
future directions in researching trust and persuasive technology.
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O r i g i n a l

Introduction 
The global human population is ageing, and the 
rate of population aging is predicted to increase 
in the coming decades (Lutz et al. 2008; Oeppen 
& Vaupel 2002). This is considered to be one of 
the most notable global demographic trends of 
this century (United Nations 2013; WHO 2015). 
Population aging has serious implications for 
healthcare provision including higher demand for 
long-term care, housing infrastructure, and social 
and economic resource allocation (Tinker 2002). 
Older people are increasingly facing lack of com-
panionship and loneliness (Cattan et al. 2005), as 
well as higher dependence on families and local 
communities (Thommessen et al. 2002; Garlo et 
al. 2010; Etters et al. 2008). As mirrored by the 
World Health Organization’s pronouncement 
that “years have been added to life and now the 
challenge is to add life to years” (Mollenkopf & 
Walker 2007, p. 3), there are concerns about well-
being and quality of life among the older adults 
(Mckee et al. 2012; WHO 2012; Drewnowski & 
Evans 2001). Social and economic issues con-
cerning population aging have become an object 
of public policy concern.

Some of the issues (while by far not most) faced 
by older people today can be met by bringing 
about behavioural changes with regard to life 
style, dietary and exercise habits (Andrews 2001), 
or adherence to prescribed medication treatment, 
while other issues can be overcome by sustaining 
existing ‘good’ habits, such as partaking in leisure 
and social activities (Mckee et al. 2012; Fozard 
& Kearns 2006; Intille 2004). Creating and main-
taining such healthy habits can become difficult 
for older people, amongst others due to their 
natural decline in physical and cognitive perfor-
mance (James et al. 2011; Hébert 1997). Bring-
ing about such behavioural changes can also 
become difficult because of shifting attitudes to 
cost-benefit ratios in old age (Melenhorst 2002), 
or the increasing chance of depression among 
older people (Penninx et al. 2000).

To answer these concerns, there has been a grow-
ing interest in the design and use of persuasive 
gerontechnology (hereinafter PGT) – technolo-
gies that are designed and used to bring about de-
sired behavioural and life-style changes in older 
people (de Kort et al. 2005; Intille 2004; Sorri & 
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Leinonen 2008). PGTs are a product of the con-
fluence of two recent technological trends: (1) 

“gerontechnologies” – technologies that target the 
various social, physical and healthcare needs of 
older people (e.g. Fozard et al. 2000; Bouma et 
al. 2007, 2009; van Bronswijk et al. 2009), and 
(2) “persuasive technologies” – technologies that 
are intentionally designed to affect and alter their 
users’ behaviour (e.g. Fogg 2003; Lockton et al. 
2008). In combining elements of these two tech-
nological trends, PGTs promise to become a posi-
tive force for motivating and assisting older users 
to engage in healthy life-styles and behaviours. 
For instance, PGTs can monitor various aspects 
of relevant behaviours such as medication intake, 
nutrition, exercise, or social interaction. Moreo-
ver, such technologies can intervene in a variety 
of ways, for example, by providing timely feed-
back and advice, by making the target behaviours 
easier to perform, or by rewarding desirable ac-
tions and discouraging potentially harmful ones 
(de Kort et al. 2005).

The successful implementation of PGT invariably 
depends on the amount of trust that people place 
in them. A persuasive technology is unlikely to 
have the desired persuasive effect unless it is 
found to be trustworthy by its users and thus ac-
cepted as a personalized technology in the home 
or at the body in the first place. This suggests that 
developments to introduce novel PGTs should 
be accompanied by processes of building trust in 
them. This is in the interest of different stakehold-
ers, including users, technology developers, and 
healthcare providers. Thus, the notion of trust 
plays an important role in the ethical and policy 
deliberations on the design and use of PGTs.

While there has been a growing interest in the 
nexus between trust and technology (Nickel, 
Franssen & Kroes 2010; Åm 2011; Nickel 2011, 
2013, 2015; Nickel & Spahn 2012; Hu et al. 
2016; Voerman & Nickel 2017; McCall & Baillie 
2017; Allen 2018) surprisingly little explicit atten-
tion has been given to what we call the social-
institutional character of trust. Trust is generally 
essential for ordering and normalising social 
relations within society (Barnes 1988; Luhmann 
1979). The social-institutional character of trust 
concerns the creation of rules, norms, and prac-
tices that can make trust in a specific social en-
tity an enduring feature of social reality. In this 
paper, we aim to examine how trust can be built 
and maintained in the context of developing and 
introducing PGTs. We aim to understand the 
social-institutional aspect of trust in technology, 
not just because we are interested in knowing 
whether or not a specific instantiation of trust in 
technology is morally justified, but also because 
we need to better understand how broader insti-
tutional and societal factors can influence trust-

ing attitudes toward technology, and thus inform 
ethical deliberation concerning trust in PGT.

By stressing the importance of user values and in-
terests, as well as the role of institutions in build-
ing trust in technology, we suggest ‘user-centric’ 
and ‘institution-centric’ approaches to building 
trust in PGT. The former approach assesses the 
trustworthiness of a technical artefact by examin-
ing the extent to which its technical structure and 
properties support or undermine the values and 
interests of users. The latter approach evaluates 
the trustworthiness of a given technology by ex-
amining the overall institutional context in which 
the technology is embedded. We draw attention 
to the social and institutional aspects of trust in 
PGT and raise awareness that attempts aimed at 
building trust in technology can be misplaced un-
less such attempts are also accompanied by ap-
propriate social and institutional policies.

The structure of the paper is as follows: Section 
2 outlines some of the recent developments and 
uses of PGTs in the context of care for older 
people; Section 3 focuses on the relevance of 
trust for the development and implementation 
of PGTs by considering how trust can help ad-
dress several practical and ethical concerns 
stakeholders might have about these technolo-
gies; Section 4 argues that the development of 
trustworthy PGTs must be accompanied by an 
approach to trust that is sensitive to wider social 
and institutional factors; While sections 5 and 6 
further elaborate on the social and institutional 
approaches to trust respectively.

Potential benefits of persuasive gerontechnology 
The potential of PGTs for the older people lies in 
the various ways in which persuasive technolo-
gies can be used to appropriately maintain and 
enhance the physical, cognitive and social func-
tioning of older people. For example, Fozard and 
Kearns (2006) have identified five main domains 
of human activity, where PGTs can be of help: 
(1) health and self-esteem, (2) housing and daily 
activities, (3) communication and governance, (4) 
mobility and transport, as well as (5) work and 
leisure. They also distinguish among four ways in 
which PGTs can intervene in the above domains: 
(1) enhancement and satisfaction, (2) prevention 
and engagement, (3) compensation and assis-
tance, as well as (4) care and organization. Fozard 
and Kearns’ analysis of the possible uses of PGTs 
suggests a rich variety of practical benefits such 
gerontechnologies can offer to older people.

At the level of physical functioning, there have 
been several technological developments to 
enhance the physical wellbeing of older peo-
ple. Regular physical activity is crucial not only 
for physical but also for psychological wellbeing. 
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While older people can find it challenging to ex-
ercise outdoors, they can be demotivated to do 
so alone at home. In this regard, so-called ‘exer-
games’, games with motion sensors and remote 
controls that require the players to move, can 
motivate older users to increase physical activ-
ity (Brox & Hernández 2011), with research and 
development in this area being one of the most 
active (Matthews et al 2016). In playing the ‘Skiing 
Game’, developed by Finnish designers, the older 
players move their arms forward and backward to 
ski and move their body sideways to avoid obsta-
cles in the game (Pyae et al. 2017). Similarly, an 
application such as QueFaire (Ponce et al. 2015) 
can help improve the physical well-being of sen-
ior people by recommending physical and social 
activities based on their pre-recorded preferences.

PGTs can also benefit older people in terms of 
their cognitive well-being. For example, while 
the effectiveness of medication in slowing the 
progress of dementia can depend on timely 
intake of appropriately prescribed medication, 
impaired cognition can negatively affect older 
people’s ability to follow their prescribed medi-
cation regime (Elliott et al. 2015). Kamimura and 
Ishiwata (2012) describe how an automatic pill 
dispenser that reminds users to take their medi-
cation through audible and visual stimuli can be 
effective in enhancing medication adherence in 
older people with mild dementia. Similarly, a 

‘medical internet of things’ (Dimitrov 2016) con-
sisting of devices that monitor and track health 
indicators and real-time health data when a 
patient self-administers a therapy can be used 
for the prevention and management of chronic 
conditions. PGTs can also be used for improving 
the performance of other kinds of cognitive tasks, 
e.g., driving (Ruer et al. 2016).

Besides enhancing and maintaining physical and 
cognitive abilities in older people, PGTs can 
also be used for promoting much needed social 
wellbeing. For example, an ICT-based system 
designed for older people by the MELCO pro-
ject (available online: www.melco.cs.ucy.ac.cy) 
promises to help increase social activities by 
building a virtual social network for seniors and 
their close social relations. Older people can 
also communicate with a “virtual imaginary in-
terlocutor”, given that such interlocutors can be 
of some help as a form of social-psychological 
support (Pasikowska et al. 2013). Similarly, more 
recent research and development activities have 
focused on virtual assistive companions (Tsiourti 
et al. 2016) and social robotic assistants for older 
users (Kellmeyer et al. 2018).

While PGT holds great promise for users, there 
are concerns relating to the ethics of persuasion 
and influence in general (for a thorough investi-

gation, see Niker 2017, Atkinson (2006), Spahn 
(2012), Nagenborg (2014)). For example, using 
certain persuasive techniques, such as in the 
widely discussed ‘nudging’ (Thaler & Sunstein 
2008), may not bring about changes in the “gen-
eral preference structure” of a person, potentially 
resulting in a “fragmented self” or “infantilisation” 
(Bovens 2009, p. 207-219). Doubtlessly, further 
research is needed to address such concerns, 
e.g., by identifying different forms of persuasion, 
influences, and nudges in order to facilitate nu-
anced ethical deliberations and policy options 
(Hansen & Jespersen 2013). Other ethical con-
cerns relate to potentially paternalistic and even 
patronising character of persuasion (Ijsselsteijn et 
al. 2006; Spahn 2012). However, recent discus-
sions on ‘relational autonomy’ and ‘ecologies of 
trust’ suggest that seemingly paternalistic inter-
ventions within specific patient-physician or sen-
ior-caregiver relationships may be permissible or 
even desirable for reasons of their strengthening 
trusting relationships (Mackenzie & Stoljar 2000; 
Niker & Specker Sullivan 2018, Nagel in press). 
Hence, one way to address ethical concerns 
about persuasive technologies is to consider 
whether older users or their guardians can genu-
inely trust such technologies.

Toward trust-based approaches to persuasive 
gerontechnology
To further advance the debate on the ethics of per-
suasive technologies in general, and that of PGTs 
in particular, here we propose a distinct trust-
based ethical approach to PGTs; an approach 
that recognises the concept of trust as a key tool 
for addressing the ethical and social issues arising 
from the development and use of PGTs. In the 
remainder of this section, we will first outline the 
core conception of trust on which we base our 
discussion of trust in PGT (Subsection 3.1), and 
will then elaborate on the relevance of trust for 
developing and introducing PGT (Subsection 3.2).

Framing trust as shared values and interests be-
tween designers and users
Trust can be understood as a psychological or 
normative stance, disposition or attitude that oth-
ers (whether a person, institution or entity) will 
act or behave in a predictable manner that re-
spects one’s values and interests (Barnes 1988, p. 
34; Hardin 2002). On this understanding, a trust-
ing attitude is formed on the basis of beliefs and 
expectations about the potential actions of oth-
ers. These beliefs and expectations can be of two 
types: (1) predictive beliefs about how others will 
act; and (2) normative beliefs about how others 
should act (Nickel 2013).

The trusting person’s expectations about the trust-
ed person’s behaviour and actions originate from 
the trusting person’s assessment of the trusted 
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person’s interests and motivations; that is, A trusts 
B with regard to x, insofar as B’s interests incorpo-
rate A’s interests (Hardin 2002; see also McLeod 
2002). On this view, trust stems from the per-
ception or belief that the interests of the trusted 
person respect those of the trusting person: if the 
values and interests of a person whom we trust 
do not conform to our values and interests, then 
our trust in that person cannot be rationally justi-
fied (Hardin 2002). Our expectations about how 
others will or should behave are thus stem from 
our interpretation of other people’s values and 
interests, which can be communicated through 
or gleaned from people’s and institutions’ reputa-
tion, their past and present behaviour, as well as 
shared understanding of norms, roles and respon-
sibilities (Cook 2005).

In discussing trust, Sissela Bok noted: “whatever 
matters to human beings, trust is the atmosphere 
in which it thrives” (Bok 1979, p.33). Sharing the 
image of trust as an atmosphere, Baier describes 

“exploitation and conspiracy, as much as justice 
and fellowship, thrive better in an atmosphere 
of trust. There are immoral as well as moral trust 
relationships” (Baier 1986, pp. 231-2). Hence, 
we argue, from a moral perspective, the goal of 
building trust in PGT should also include the pro-
tection of trust from exploitation through institu-
tional measures in a socially responsible manner.

The importance of trust for developing persua-
sive gerontechnology
Our trust-based approach to PGTs is supported 
by the growing recognition of the concept of 
trust within moral philosophy and applied ethics. 
The notion of trust appears to have been com-
monplace within medical ethics before the 1970s 
(Hall 2005). However, with the shift of focus on 
patients’ rights and autonomy, trust became of-
ten associated with paternalism (Churchill 1989; 
O’Neill 2002). Sherlock, for example, perceives 
that “the language of rights and the language of 
trust move in opposite directions from one an-
other” (Sherlock 1986). However, Hall (2005) ob-
serves trust in physicians and medical institutions 
currently gaining ground in medical ethics, law, 
and public policy. This process, according to Hall, 
is due to two main factors. Firstly, there has been 
a renewed interest in trust as a consequence of 
the trend towards managed care. Secondly, there 
has been a softening of opposition to traditional 
principles such as trust, as a result of growing 
scepticism about the suitability of purely autono-
my and rights-based approaches to medical eth-
ics (Nagel 2015; Nedelsky 1989). With respect to 
the latter development, interest in the concept of 
trust seems to be in accord with recent innova-
tive ethical approaches that focus not so much 
on specific actions and events but more on rela-
tionships (Mackenzie & Stoljar 2000; O’Connor & 

Nagel 2017). Notably, accounts of relational au-
tonomy (Christman 2004; Friedman 2000; Mac-
kenzie, Rogers, & Dodds 2014; Meyers 2005) do 
justice to the understanding that we are socially 
embedded by being in constant interaction with 
others. Recognizing the role of trust does not pre-
clude autonomy-based approaches, since as for 
example Wiesemann (2016) convincingly shows, 
trust can complement autonomy in a dialectical 
way – trust and autonomy “inform, balance, limit 
and change each other” (p. 12).

Building on this general motivation, the relevance 
of trust for the development and implementation 
of PGTs can be further gathered from the follow-
ing five considerations:
(1) PGTs share important features with so-called 
‘direct computer-patient interfaces’ – ICT-based 
systems that gather data pertaining to their us-
ers’ health, habits, and lifestyle, derive inferences 
from the gathered data, and provide information 
or recommendation to the users based on these 
inferences, thus assisting (or in some cases, sub-
stituting) certain functions traditionally performed 
by clinicians and physicians. In this context, it has 
been argued (Nickel 2011) that developers of 
such systems must provide evidence for trustwor-
thiness of their products at least insofar as users 
entrust them with intimate and confidential infor-
mation and data on their health performance and 
habits, and life-style.
(2) Some empirical studies (e.g. Siegrist 2000, 
2007) have found that trust in the institutions is 
a cause of acceptability of new technologies (i.e. 
the causal view), while others have found trust 
to be an indicator or expression of such accept-
ability (i.e. the associationist view) (Poortinga & 
Pidgeon 2005). Both views suggest that trust is 
strongly related to the acceptability of novel inno-
vations and support the idea that trust facilitates 
the acceptability of technology. Thus, trust is not 
only of ethical concern, but it is also of crucial 
practical concern for persuasive technology de-
velopers and other stakeholders.
(3) A growing number of studies in the field of 
captology (i.e. the study of persuasive technol-
ogy, as coined by Fogg (2003)) have found that 
persuasive technologies with anthropomorphic 
features can more effectively induce behavioural 
change in users when compared to technologies 
without such features (e.g. Fogg 2003; Pak et al. 
2012). These findings suggest that developers of 
such persuasive technologies can exert greater 
influence and power over their users. Moreover, 
according to Nickel and Spahn (2012), persuasive 
technologies can asymmetrically influence users’ 
behaviour. Such possibilities raise questions such 
as, under what conditions older users are justified 
in trusting the motives, actions, and goals of those 
behind the persuasive technology (Berdichevsky 
& Neuenschwander 1999).
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(4) PGTs are increasingly being offered to older 
individuals in the form of health monitoring and 
coaching via web-based e-health and telecare 
systems (Larburu et al. 2013; Lin 2013). While such 
services can help older patients to acquire habits 
and skills in managing their chronic conditions, 
they can also shift relations of trust by introduc-
ing new actors and entities (such as technologi-
cal service providers) into the traditional context 
of care, thereby reducing the role of institutional 
caregivers, such as physicians and nurses (Voer-
man & Nickel 2017; Hall 2005). Whereas in a tra-
ditional clinical setting, patients generally trusted 
their physicians if they perceived them as trust-
worthy, should this trust now also be extended to 
new actors and entities in the context of managed 
care? Such questions place trust at the foreground 
of ethical and policy deliberations on PGTs.
(5) PGTs, as novel technologies might also give 
rise to various kinds of anxieties, concerns, and 
feelings of uneasiness in older individuals, espe-
cially with regard to being observed or manipu-
lated by technology. Older users of PGTs can, for 
instance, become concerned about the impact 
on their self-determination, their privacy, as well 
as the safety and security of their data and per-
sonal information (Sorell 2011; Sorell & Draper 
2012; Berridge 2016, 2017). In this respect, many 
such anxieties and concerns could be remedied 
through activities aimed at building and maintain-
ing trusting relations and attitudes toward relevant 
persuasive technologies. This and above consid-
erations suggest that processes of developing and 
introducing novel PGTs should be accompanied 
by processes of building and maintaining justified 
trust in such technologies.

User-centric and institution-centric approaches 
to building trust in persuasive gerontechnology
How can one tell whether a certain kind of PGT 
is trustworthy? Earlier we have noted that our 
trusting beliefs and expectations about other peo-
ple and institutions stem from our assessment of 
their interests, values, and motivations (that is, A 
trusts B with regard to x, insofar as B’s interests 
incorporate A’s interests (Hardin 2002)). On this 
view, we trust others who share and support our 
interests and values. But how can we tell whether 
a particular technology ‘shares’ and supports our 
interests and values? Although artefacts, systems, 
and applications cannot be said to possess inter-
ests and values in the same way as (rational) hu-
mans possess them, they can be attributed certain 
features and properties that can help us assess the 
extent to which particular technologies can sup-
port or undermine human interests and values. 
This possibility can form the basis on which to 
evaluate the trustworthiness of technologies. On 
this approach, in order to assess the trustworthi-
ness of a specific PGT, it would be necessary to 
examine its technical properties (e.g. hardware 

and software features; end-to-end encryption); 
specific psychological means employed by the 
technology (i.e. kinds of cognitive, behavioural, 
or affective techniques; e.g. coercive vs. persua-
sive); particular functions and goals ascribed to 
the technology, and to assess the extent to which 
these factors can support or betray relevant older 
user interests and values. The findings of such an 
assessment carried out either by the developers 
or competent third-party experts, can then be 
communicated to end users or their representa-
tives via appropriate means.

This approach builds on the thesis that technol-
ogy can involve interests, values and norms, a 
thesis that has long been at the centre of the phi-
losophy and ethics of technology and Science 
and Technology Studies (STS) (Winner 1980; 
Verbeek 2005; Brey 2008; Franssen 2009). In-
quiries into the value-ladenness and normativ-
ity of technological artefacts have been the aim 
of various research endeavours, such as value 
sensitive design (Friedman et al. 2013), the dis-
closive computer ethics (Brey 2000), reflective 
design (Sengers et al. 2005), engineering ethics 
(Van de Poel & Verbeek 2006) to name a few. 
These approaches suggest that engineers and de-
signers can translate various stakeholder interests, 
values, and norms into material design specifica-
tions and software algorithms. Importantly, they 
can be adopted in evaluating the trustworthiness 
of PGTs by examining and evaluating whether 
and how such technologies promote or suppress 
the interests and values of users.

However, an attempt to ensure that an artefact 
conforms to user values and interests may run 
the risk of being designed in fragmented social 
and professional silos – that is, the scope of ethi-
cal deliberation can become limited to consid-
erations of the technical parameters and func-
tionality with lesser regard to concerns raised by 
the wider social, systemic, and institutional real-
ity in which the artefact will be embedded once 
designed and marketed. One of the commonest 
cases cited in the literature on ethical and criti-
cal studies of technology are about artefacts and 
systems that (whether intentionally or not) end 
up reflecting the cultural worldview or econom-
ic interest of its designer more than the needs 
of the users for whom they were developed in 
the first place (Michelfelder et al. 2017). This can 
especially become commonplace with regard 
to the more marginalised, oppressed, or other-
wise vulnerable segments of the population who 
through powerlessness of their own may have 
little influence or say in the design and develop-
ment processes (Clarkson et al. 2013).

We propose that a combination of approaches 
that actively consider the importance of user val-
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ues and institutional factors in designing PGTs is 
crucial for developing and maintaining trust in 
these technologies. In ensuring trust in PGT, we 
recommend pursuing two lines of inquiry and 
practical action: (1) a user-centric line of inquiry 
and action, which involves technology designs 
that actively incorporate the interest, values 
and needs of older users and (2) an institution-
centric line of inquiry and action, which entails 
addressing and mitigating issues arising from the 
institutional context in which the PGT would op-
erate. In Sections 5 and 6, we further clarify the 
user-centric and institution-centric approaches 
to building trust in PGT. Having elaborated on 
the two approaches, we conclude that the task 
of ensuring trust in PGT is an enterprise requiring 
not only the participation of the developers and 
end users but also involving multiple other stake-
holder and interest groups such as technology as-
sessors and ethicists, policy-makers, health-care 
providers and so on.

The user-centric approach to building trust in 
PGT: communication, participation, and posi-
tive experience
The user-centric approach to building trust in 
PGT emphasises the importance of active in-
corporation of the interests, values, and needs 
of older users in the design of PGT. On this ap-
proach, developers of PGTs should heed not 
only market indicators, but actively seek out the 
particular needs, values and interests of the tar-
get users (and in some cases of their guardians), 
as well as those of the wider community. As an 
ethical imperative, it stems from the burgeoning 
calls for socially responsible innovations and is 
necessitated by a number of considerations. For 
one, there can be issues of social, professional 
and generational difference between often 
younger designers and older users, which may 
preclude proper inclusion of the specific needs 
of older users in the design of the PGTs (Fozard 
& Kearns 2006). Secondly, not all older people 
are alike in their needs, interests, and values. 
Obviously, healthy older users may have needs 
altogether different from those of physically or 
mentally frail people. Finally, another source of 
complexity is the potential conflict of interest 
among various stakeholders. For example, PGT 
may contribute to the autonomy of older people, 
and, to an extent, make them less dependent on 
institutional care, which would potentially go 
against the interest of private care services (e.g. 
Sorell 2011). Such concerns call for a nuanced 
understanding and balancing of the different 
needs, values, and interests of older people and 
other stakeholders, and their incorporation in 
the design of PGT.

The user-centric approach to building trust in 
PGT can comprise a few complimentary strate-

gies for building trust in PGTs: (1) communication 
of shared values and interests; (2) participation 
of users in the design process; and (3) designing 
for positive user experience. These strategies are 
based on the principle that technical practices 
for designing trustworthy technologies, and their 
professional assessment, should be embedded in 
particular social and communal context of older 
users. They do not exhaust all the possible strate-
gies, and some have been put in practice in cer-
tain design contexts for various reasons.

Communication of shared values and interests
One promising strategy for building trust in PGT 
is to communicate, to relevant users via appro-
priate means, that the technology in question 
(and their developers, for that matter) share the 
users’ values and interests. This is warranted by 
the simple reason that one cannot reasonably 
expect older users to be in a position to make a 
technical assessment of the product in question, 
or be well-versed in the intricacies of, e.g., value 
sensitive design methodology. Expert technical 
or ethical assessment of the technology under 
consideration should be made accessible to us-
ers or their community, by stating in an honest 
and transparent manner, how the design of the 
technology addresses those issues and concerns 
held by the older users or their guardians. The 
need for such communication is further necessi-
tated by the relational and institutional aspects of 
trust. Indeed, as a relational phenomenon, trust is 
not so much a property of an entity but of rela-
tionships among socially embedded actors (Lewis 
& Weigert 1985; Christman 2004; Nagel 2015, in 
press; Coeckelbergh 2012; Darwall 2017; Niker & 
Specker-Sullivan 2018); while, as an institutional 
phenomenon, trust often rests on expert advice, 
approval, or vouching (Luhmann 1979; Giddens 
1990; Coleman 1990; Pettit 1995). Communica-
tion of shared values and interests often go hand 
in hand with marketing activities.

Participation of users in the design processes
Part of the challenge to design trustworthy PGTs 
is the difference in technology generation be-
tween (often) younger designers and older users 
(Fozard & Kearns 2006). Hence, a second, com-
plementary, strategy for building trust in PGT is 
to actually involve older users as key stakehold-
ers in the process of design and development of 
the technology. For example, participatory design 
strives for an active inclusion of (technology) users 
in processes of research and development (Mul-
ler & Kuhn 1993), where “the participants typi-
cally undertake the two principal roles of users 
and designers where the designers strive to learn 
the realities of the users’ situation while the us-
ers strive to articulate their desired aims and learn 
appropriate technological means to obtain them” 
(Robertson & Simonsen 2013, p. 2). Through such 



2019 Vol. 18, No 17

User-centric and inst i tut ion-centric approaches

participation, older users can weigh in on the 
shared system of values and interests, on the basis 
of which the technology is to be developed. Al-
lowing users to influence the design of persuasive 
technologies can help make those technologies 
more trustworthy by aligning the design specifica-
tions with the user expectations.

In view of these, recent research has focused on 
developing methods for involving older users in 
design processes, with proposals ranging from 
descriptive ethnographical to ethics-sensitive 
approaches. For example, Sergio Sayago and 
colleagues (2011a; 2011b) note that “the classi-
cal focus on cognitive aspects of individual us-
ers engaged in performing tasks efficiently is not 
sufficient to design better technologies” (2011a, 
p. 360). The authors instead emphasise the im-
portance of “understanding the social contexts of 
system use and the experiences of people and ICT 
also comes into play”, and argue that in research-
ing the older users’ experiences of and attitudes to 
ICT, the ethnographical methods can help high-
light “the context of system use, social practices of 
interactions and communities’ sensibilities” (ibid). 
Britt Östlund (2015) distinguishes different levels 
of participation by older users in design processes, 
ranging from the most active (e.g. older users be-
ing the drivers of innovation as co-actors) through 
the less active (e.g. older users contributing their 
views as consultants) to the least active (e.g. older 
users being objects of action and manipulation 
by others) forms of participation. These research 
findings suggest that employing participatory 
methods that are sensitive to both the actual con-
text of technology use and the various levels of 
inclusive design can better inform the designers 
and other stakeholders about the interests, needs, 
and values of the older users.

Designing for positive user experience
Older users’ experience of PGTs can affect their 
trust and acceptance of these technologies (Pal 
2018; McMurray et al. 2017). Consequently, a 
third strategy for building trust in PGT is to design 
for positive user experience. One way to ensure 
positive user experience is undoubtedly to create 
user interfaces that are easy to use and adaptable 
to particular needs and preferences of older users. 
Fozard and Kearns (2006) note that technologies 
for hobbies and leisure activities have not been 
as popular among older users (as opposed to 
younger users), which can be a consequence of 
perceived difficulties and barriers due to physical 
and cognitive limitations (Keränen 2017). Cogni-
tive and physical changes occurring in old age 
often include reduced attention span, diminished 
auditory and visual perception, as well as de-
clines in memory and psychomotor coordination 
(Hawthorn 2000). Therefore, PGT user interfaces 
can be made more suitable to older users by in-

cluding technical features such as simplified lay-
outs (de Barros et al. 2014); input methods not re-
quiring precise hand movements, including touch 
input (Harada et al. 2013), voice input (Wang et 
al. 2016), and linear methods of web navigation 
(Castilla et al. 2016); and context sensitive help 
options (Patsoule & Koutsabasis 2014).

The institution-centric approach to building 
trust in PGT: laws, incentives, guarantees and 
transparency 
While the user-centric to the design of trustwor-
thy PGT described in the previous section is im-
portant, it is not sufficient, for it should also be 
complemented by the institutional approach to 
building trust in technology, which we discuss in 
this section. The institutional approach to building 
trust in PGT emphasises the importance of con-
sidering how the institutional framework within 
which the technology operates can have implica-
tions for the trustworthiness of a given PGT. On 
this approach, designers and other relevant stake-
holders should consider how legal, regulatory or 
policy factors can affect the ways in which users 
view their technologies as trustworthy, and the 
ability of relevant stakeholders to certify or de-
certify certain PGTs as trustworthy, as well as the 
very possibility of designing for trust in technol-
ogy. For example, our trust in specific technolo-
gies can be affected by our trust in institutions 
that govern, regulate or certify these technologies 
(Siegrist 2000, 2007; Poortinga & Pidgeon 2005). 
Hence, if a trusted institution (e.g. an association 
of gerontologists or national technology assess-
ment agency) would attest to the untrustworthi-
ness of some technology, it would plausibly have 
implications for the reputation of that technol-
ogy as trustworthy. For example, an international 
consortium of data protection agencies led by 
the Canadian Data Protection Agency issued a 
letter of distrust concerning privacy features of 
the Google Glass, thereby affecting its spread 
(https://www.priv.gc.ca/en/opc-news/news-and-
announcements/2013/nr-c_130618). On the same 
logic, why should we trust some persuasive appli-
cation if we do not trust the national data protec-
tion laws in the first place? Nowadays, it would 
be hard to imagine older users being aware of 
or comprehending, the intricacies of applicable 
data protection laws. Yet, it is plausible that the 
absence of such normative frameworks can give 
rise to an atmosphere of social distrust within the 
general population, which can catch on with the 
community of older people. The European Gen-
eral Data Protection Regulation that has come 
into force in May 2018 (www.eugdpr.org), despite 
its current shortcomings, is a relevant step in this 
regard (The Economist 2018).

These examples suggest that considerations or 
recommendations of institutional nature may not 
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be entirely within the scope of responsibility and 
practical action of individual engineers or de-
signers. Following the moral dictum that ‘ought’ 
implies ‘can’ – meaning that one’s obligations 
should not exceed one’s power to perform those 
obligations – few, if anyone at all, would argue 
that an engineer whose sole purpose is to design 
a trustworthy PGT, is also responsible for the ab-
sence or shortcomings of regulatory or normative 
institutions. While some such institutional short-
comings might be addressed at the design level 
(e.g. issues posed by the absence of data protec-
tion laws could be mitigated at least to some ex-
tent, by the inclusion of end-to-end encryption 
in the PGT), there would remain numerous other 
issues that cannot be addressed by the designers. 
The task of dealing with such issues, therefore 
also befalls the wider community of stakeholders 
committed to the protection of the older adults. 
With regard to engineer’s responsibility, it can be 
said that they should (1) strive the best they can 
to ensure that their products have technical ca-
pabilities to mitigate various potential risks posed 
by the larger system; and (2) to inform potential 
end users or their representatives of potential 
systemic or institutional risks in an honest and 
transparent manner, for indeed, clear and honest 
communication of, and transparency about the 
risks involved can go a long way in establishing 
mutual understanding and trust.

A more fundamental reason for examining the 
institutional character of trust concerns the nas-
cent ‘institutional turn’ across the social sciences 
(Jessop 2001; Nielsen 2005), as a result of which 
there has been a growing recognition of the role of 
institutions in understanding how society works. 
The importance of the institutional perspective 
has been recognised in different research areas, 
including politics (Rhodes et al. 2006), economics 
(Searle 2005), geography (Jessop 2001), and eth-
ics (Thompson 1999). Some first attempts have 
been made to adopt institutional approaches to 
matters concerning technology, by considering 
the role of institutions in promoting technologi-
cal innovations (Nelson 2008), in building pub-
lic trust in genetically modified crops (Poortinga 
& Pidgeon 2005; Siegrist 2007), and in creating 
consumer trust in electronic commerce (Grabner-
Kräuter & Kaluscha 2008).

In the area of gerontechnology, too, a number of 
recent studies have voiced support for the institu-
tionally-sensitive and context-aware approaches 
to a wide variety of assistive technologies. Among 
others, Östlund and colleagues have argued that 
we “are used to focusing on the older patients’ 
needs and the technical devices that they would 
use, not on the relation between themselves and 
the patients as a part of the context where tech-
nology is implemented” (2015, p. 87). Similarly, 

Lee and Coughlin note that previous studies of 
older adults’ technology adoption have focused 
on “detailed design and physical ease-of-use”; in-
stead, they offer a more “holistic framework that 
covers social contexts of use and delivery and 
communication channels” (2014, p. 1). In this 
regard, applying social scientific approaches to 
issues of health and illness, according to Joyce 
and Loe, offers “an empirical basis from which to 
analyse technogenarians in action, as well as the 
stakeholders and institutions involved in the age-
ing, health, and technology matrix” (2010, p. 171).

Distinguishing ‘user-centric’ and ‘institution-cen-
tric’ approaches is thus not without precedent 
and corresponds to the distinction between 
‘functional’ and ‘sociotechnical’ paradigms of 
innovations in the philosophy of engineering 
and design (e.g. Frohlich et al. 1997). For exam-
ple, as Cozza and colleagues (2017) have put it, 
the functional paradigm emphasises “technical 
evaluations of the solutions to user problems”, 
whereas the sociotechnical paradigm empha-
sises “the co-construction of new design trajec-
tories, which could deal with the diverse and 
changing conditions of older life” (p. 609). Thus, 
while the user-centric approach considers issues 
faced by older users offering solutions at the lev-
el of technical artefacts, the institution-centric 
approach considers such issues in light of the en-
tanglement of technical and institutional aspects 
and offers solutions at the level of sociotechnical 
systems and the wider society.

In the following subsections, we summarize rec-
ommendations for building and maintaining trust 
in PGTs, while drawing on a number of studies of 
determinants of institutional trust (Hardin 1991; 
Grabner-Kräuter 2002; Grabner-Kräuter & Kalus-
cha 2008). We distinguish these suggestions and 
recommendations in the following categories: 
(1) creating novel institutions; (2) creating incen-
tives; (3) providing guarantees; and (4) ensuring 
transparency.

Creating novel institutions
One strategy for building trust in PGT is to cre-
ate novel institutions. Our trust in expert and 
technological systems is in great part built on 
the basis of certain rules, norms, and institu-
tions that make such systems accountable and 
their inner workings transparent. When a flight 
passenger boards a plane, the passenger does so, 
on the basis of her trust that certain state sanc-
tioned rules and norms are upheld in, say, train-
ing and employing pilots by airlines companies, 
and in the technical maintenance of the plane. 
Such rules, norms, and institutions for regulating 
technological systems are, however, applicable 
to technologies and systems that are largely pre-
dictable. However, in the case of highly interac-
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tive persuasive technologies, such as the ones 
that employ machine-learning algorithms, there 
can be relevant outcomes that could not be pre-
dicted by neither the designers nor the owners of 
such technologies. This suggests that in order to 
build trust in such technologies there is a need 
for institutions and norms whose sole purpose 
would be to deal with the unpredictable nature 
of such technologies. Such norms, rules, and 
institutions (e.g. the liability law) are needed to 
help prevent potentially harmful outcomes from 
occurring and remedy harms already caused.

Creating incentives
A well-recognised policy for strengthening institu-
tional trust is to create various structural and insti-
tutional incentives that can help ensure trustwor-
thy and honest behaviour among relevant institu-
tional actors. Generally speaking, such incentives 
fall into two – positive and negative – categories: 
they can consist of rewards offered for good be-
haviour (i.e. positive incentives) and penalties im-
posed for reprehensible behaviour (i.e. negative 
incentives) on the part of institutional actors or 
entire institutions. In the case of PGTs, such in-
stitutional incentives (which can consist of threats 
of punishment or withdrawal of future rewards 
from the product designers and other relevant 
third-party stakeholders) can help ensure that it 
is in the designers or technical service providers’ 
interest to make their technologies and services 
reliable and trustworthy. This has been described 
by Hardin as “encapsulation of interests”, which 
for Hardin is the main basis for grounding trust 
(1991). Certain social scientific accounts of trust 
that focus on the institutional character of trust 
can further support this view (Coleman 1990; 
Pettit 1995; also Nickel 2013).

Providing guarantees
Another policy for promoting trust in PGT in-
volves the provision of guarantees for the prod-
ucts in question. Such guarantees can consist of 
contractual promises to compensate – partly or 
wholly – for potential damages or other negative 
consequences that cannot be ruled out in a pre-
liminary manner (Grabner-Kräuter 2002). Such 
guarantees can cover possible returns, refunds, 
and monetary compensations. The importance 
of providing satisfactory guarantee options to us-
ers has been well-recognised, for example, in the 
context of online trust (Cheung & Lee 2006; Ge-
fen et al. 2003; Jarvenpaa et al. 2000; de Ruyter 
et al. 2001). Providing older users with such guar-
antee options can help decrease the risk in using 
PGT. The credibility of such guarantee options 
can greatly depend on the existing reputation of 
the technology or its designers and manufactur-
ers, as well as on the perceived resources of the 
company that determine the enforceability of the 
promise embodied in the guarantees. Therefore, 

it is essential that the technology firm can back 
up its guarantee policies by adequate informa-
tion and reputation policies (Grabner-Kräuter & 
Kaluscha 2008). Furthermore, policy to provide 
guarantees can be made more effective if prod-
uct designers and manufacturers also include 
known and trusted third-party institutions that 
can set strict requirements and standards for 
data privacy and the protection and security of 
data or transparency in the use of collectible 
data. Designers and producers of PGTs could le-
gally bind themselves to satisfy such strict stand-
ards for collecting, storing, processing user data 
through security certificates under specific – na-
tional or regional – jurisdictions for data protec-
tion or product liability laws.

Ensuring transparency
Transparency can be broadly understood as re-
ferring to the extent of the willingness and the 
ability, of institutional bodies and actors, to offer 
information concerning, among others, the inter-
nal structure of their institutions, their decision-
making mechanisms, and their policy choices 
(Hollyer et al. 2011). That institutional transpar-
ency can foster institutional trust has been noted 
in many domains of the social sciences (Frewer 
2004; Frewer & Salter 2007; Forssbæck & Ox-
elheim 2015, pp. 11-14). Transparency has also 
implications for societal accountability (Bauhr 
2010). In the context of PGTs, activities aimed at 
ensuring institutional transparency can engender 
users’ trust in the technology as well as contribute 
to trusting relationships among the various stake-
holders involved in it.

Instead of giving a passive access to the relevant 
information, in ensuring transparency the relevant 
institutions can take a proactive role by actually 
reaching out the community of older users and 
communicate the relevant information. In this 
particular regard, it might be useful to partition 
information to be communicated in terms of 
what Robert Audi calls “categories of expectation” 
(2007). Consider, for instance, the differences be-
tween saying “We hope do X”, “We expect to do 
X”, “We intend to do X”, and “We will do X”. The 
degree of commitment, as can be seen, increases 
with each next statement. We suggest that by 
observing such differences and choosing the ap-
propriate language in their public relations, insti-
tutional actors and other relevant stakeholders 
would be less likely to alienate the public should 
they fail to perform the projected activities.

Conclusion
We have argued that a more nuanced under-
standing of the factors that can affect the build-
ing and maintaining of trust in PGT on different 
societal levels can better inform technical design 
decisions, ethical assessment, and policy-making. 
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