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Abstract
Objective: To demonstrate how decision analytic models (DAMs) can be used to quantify impact of using a (diagnostic or prognostic)
prediction model in clinical practice and provide general guidance on how to perform such assessments.

Study Design and Setting: A DAM was developed to assess the impact of using the HEART score for predicting major adverse cardiac
events (MACE). Impact on patient health outcomes and health care costs was assessed in scenarios by varying compliance with and
informed deviation (ID) (using additional clinical knowledge) from HEART score management recommendations. Probabilistic sensitivity
analysis was used to assess estimated impact robustness.

Results: Impact of using the HEART score on health outcomes and health care costs was influenced by an interplay of compliance with
and ID from HEART score management recommendations. Compliance of 50% (with 0% ID) resulted in increased missed MACE and costs
compared with usual care. Any compliance combined with at least 50% ID reduced both costs and missed MACE. Other scenarios yielded a
reduction in missed MACE at higher costs.

Conclusion: Decision analytic modeling is a useful approach to assess impact of using a prediction model in practice on health out-
comes and health care costs. This approach is recommended before conducting an impact trial to improve its design and conduct. � 2019
Elsevier Inc. All rights reserved.
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1. Introduction

Diagnostic or prognostic prediction models can be used
to support management decisions such as subsequent
testing, treatment, or lifestyle changes. Developed predic-
tion models require external validation to ensure they have
adequate predictive performance [1e4]. However, good
predictive performance does not imply that implementation
in clinical practice will improve health outcomes or reduce
health care costs. The impact of using risk prediction
models in clinical practice on patient health and monetary
outcomes can be evaluated in impact studies, such as
comparative longitudinal (ideally (cluster) randomized)
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trials, in which care directed by the prediction model is
compared with usual care [5e10].

Impact studies for prediction models are infrequent,
most likely due to their complexity, long follow-up, associ-
ated high costs, and lack of regulatory requirements
[7e9,11e13]. In addition, the benefits observed in such
impact studies have typically been smaller than expected
or even lacking [14e16]. An approach using a decision an-
alytic model (DAM) may prove useful, making use of evi-
dence available at the time an impact study is being
considered. A DAM could provide insight in the conditions
under which a prediction model is likely to result in favor-
able health outcomes or costs when implemented in clinical
practice.

Decision analytic modeling is a method that integrates
multiple sources of evidence to assess the downstream
cost-effectiveness of applying a prediction model in daily
practice [7e9,17,18]. Constructing a DAM forces re-
searchers to think about the pathway through which

mailto:K.Jenniskens@umcutrecht.nl
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jclinepi.2019.07.010&domain=pdf
https://doi.org/10.1016/j.jclinepi.2019.07.010
https://doi.org/10.1016/j.jclinepi.2019.07.010
https://doi.org/10.1016/j.jclinepi.2019.07.010


107nical Epidemiology 115 (2019) 106e115
What is new?

Key findings
� Decision analytic models are a valuable tool for as-

sessing the potential impact of a diagnostic or
prognostic prediction model on actual health out-
comes and costs, before implementing the model,
either in clinical practice or in the context of an
empirical study.

What this adds to what was known?
� An illustrative example of the HEART score, a pre-

diction model used for diagnosing major adverse
cardiac events, shows it is feasible to perform a de-
cision analytic modeling assessment without
requiring data from an empirical longitudinal ran-
domized impact study.

� Decision analytic models provide insight in the
impact of compliance with and informed deviation
from HEART score predictions and management
recommendations on patient health outcomes and
health care costs.

� General guidance is given on how to perform
impact assessments of the use of diagnostic or
prognostic prediction models through decision an-
alytic modeling approaches, which methods can be
applied, and what data sources can be used.

What is the implication and what should change
now?
� Researchers contemplating an empirical longitudi-

nal randomized impact study for a risk prediction
model should first perform a decision analytic
modeling assessment. Based on the outcome of this
assessment, researchers can decide if, and under
what conditions, an empirical impact study is
warranted.

(multiple alternative) complex interventions can lead to
health and monetary benefits, such as variation in the inter-
play between the model predictions and subsequent patient
management based on these predicted risks. DAMs also
allow for uncertainty on parameters, such as distribution
of predicted probabilities or effectiveness of treatment, to
be taken into account. In addition, downstream effects of
hypothetical scenarios can be analyzed, by varying values
of parameters for which there is little or no evidence. The
results are then used to inform decisions for an individual
patient or health care policy. DAMs have also been pro-
posed and performed before conducting longitudinal
comparative trials to assess impact of (complex) therapeu-
tic interventions and diagnostic tests [19e21], although

K. Jenniskens et al. / Journal of Cli
they are still rare for diagnostic or prognostic prediction
models. An explanation for this could be that using DAMs
to assess impact is more complex for prediction models
than for interventions, as the former would not only need
to include accuracy of predictions but also downstream ef-
fects of, for example, benefits and harms of subsequent
tests. In addition, lack of available evidence on compliance
with management recommendations from a prediction
model based on the predicted risk, and informed deviation
(ID) from that compliance (i.e., whether there is incremen-
tal value of a clinician’s experience on top of predictions
provided by a model) may also explain the limited number
of DAMs assessing impact of prediction models before
conducting a formal large-scale, long-term, costly, empir-
ical impact study. Although DAMs are particularly ideal
to estimate the impact when evidence is lacking, namely
by simulating multiple (hypothetical) scenarios.

In this article, we demonstrate how to assess the poten-
tial impact of a prediction model on patient health out-
comes and health care costs using a DAM approach,
specifically focusing on the effect of compliance with man-
agement recommendations. We will use the HEART score
prediction model for diagnosis of major adverse cardiac
events (MACE) in patients with chest pain as a case study
[22]. This article will conclude by providing generic guid-
ance on how to perform a DAM-based assessment to esti-
mate the impact of using a prediction model in daily
practice and elaborate on how the results of such DAM
can inform the design and conduct of a subsequent prospec-
tive comparative prediction model impact study.
2. Methods

2.1. Case study

We compared implementation of the HEART score pre-
diction model to usual care in a DAM as an example of how
compliance with management recommendations from a
prediction model influences the impact of that model on pa-
tients’ health outcomes, health care costs, and cost-
effectiveness. The HEART score provides an excellent
example for illustrating the usefulness of a DAM, as model
development [22] and several external validations have
shown that the HEART score can correctly predict and
stratify patients according to their risk of having MACE
[23e26], and HEART score predictions were categorized
and linked to management recommendations (Table 1).
Although a randomized impact trial has recently been con-
ducted for the HEART score prediction model [27], the
DAM only used information from studies and data sources
available before this trial was conducted. Note that the
main aim of this article was not to replicate the results from
this impact trial [27] but rather to illustrate how a DAM can
be used to assess the impact of a prediction model on pa-
tient health outcomes and health care costs.



Table 1. Overview of the HEART score predictions, categories, and
their associated risk-based management recommendations

HEART score HEART score category Management recommendation

0e3 Low Discharge home

4e6 Intermediate Noninvasive testing

7e10 High Invasive testing
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The HEART score is a prediction model that uses
routinely collected information from patient history and
blood tests to predict MACE in patients presenting with
chest pain at the emergency room, to generate a risk score
ranging from 0 to 10 (Table 1) [22]. The potential benefit of
using the HEART score lies in its ability to stratify patients
according to their risk of MACE and provide risk-based
management recommendations. Physicians are advised to
promptly discharge low-risk patients (i.e., HEART score
� 3), reducing utilization of health care resources, and
providing additional diagnostic testing in higher-risk pa-
tients (i.e., HEART score � 4), to prevent unnecessary
delay in treatment initiation. Noninvasive diagnostic testing
for the intermediate HEART score category consisted of
stress bicycle ECG, myocardial scintigraphy, coronary CT
Fig. 1. Decision tree for using the HEART score prediction model for manage
signs and emoticons represent negative effects on costs and health out
informed deviation from management recommendations corresponding to H
angiography, and cardiac MRI. Invasive diagnostic testing
for the high HEART score category consisted of coronary
angiography, in combination with any of the noninvasive
tests.

We evaluated the HEART score purely as a diagnostic
instrument for MACE, meaning that in our model, the
HEART score and any subsequent actions do not have an
impact on the total number of MACE. MACE found during
diagnostic workup (detected MACE) were considered a
favorable outcome, whereas MACE in discharged patients
(missed MACE) were considered an unfavorable outcome.
2.2. Structure of the decision analytic model

Fig. 1 and Appendix A display the DAM comparing
usual care to the HEART score strategy. In the usual care
strategy, HEART scores are not available to clinicians
and are therefore not used to guide subsequent patient man-
agement decisions. In the HEART score strategy, we
mimicked that clinicians at the emergency department
(ED) would calculate the HEART score and they would
be given clear guidance on subsequent risk-based patient
management recommendations (see Table 1).
ment decisions in patients presenting with chest pain at the ED. Euro
comes, respectively. Abbreviations: ED, emergency department; ID,
EART score predictions; MACE, major adverse cardiac events.
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The DAM used an assistive (as opposed to a directive)
prediction model approach, meaning physicians were not
forced to comply with management recommendations
[8,28]. This allows for better mimicking actual implemen-
tation of the prediction model in clinical practice, and thus
provides more realistic and generalizable quantification of
impact. The focus of this study is to quantify the impact
of compliance with the HEART score predictions and sub-
sequent management recommendations on patient-relevant
health outcomes and monetary outcomes. Accordingly,
we varied the amount of compliance to the prediction
model’s management recommendations (i.e., the percent-
age of patients in whom the specified management recom-
mendation was followed) in several scenarios (see
‘‘Scenario analysis’’ paragraph).

In the DAM, clinicians could deviate from recommen-
ded management based on additional patient information
(e.g., signs and symptoms) or clinical expertise, leading
to more appropriate stratification of management given to
patients, so-called ID. This ID was included as a variable
in the DAM, defined as the proportion of patients for whom
the initial management recommendations according to the
prediction model were incorrect, in which physiciansd
informed by additional knowledgedcorrectly deviate from
those recommendations. ID ranged from 0% (uninformative
compliance; compliance is equal in patients with and
without MACE) to 100% (fully informative compliance;
patients with MACE follow a diagnostic pathway, and pa-
tients without MACE are discharged). For an example of
how ID influences management recommendations in the
loweHEART score category, see Table 2. Introducing
50% ID to a scenario in which there is 80% compliance
to management recommendations would lead to an addi-
tional 40% of patients with MACE receiving testing and
an additional 10% of individuals without MACE being
discharged.

2.3. Input parameters for the decision analytic model

To operationalize the DAM, each parameter requires an
input value. Three types of input parameters are considered.
First, transition probabilities, which are the probabilities for
Table 2. Illustration of how compliance with and informed deviation from H
category (0e3) influence the proportion of patients being discharged vs. re

Course of action Compliance 80% ID 0%

MACE

Discharged 80%

Additional testing* 20%

No MACE

Discharged* 80%

Additional testing 20%

Abbreviations: ID, informed deviation; MACE, major adverse cardiac eve
* Preferred course of action for patients with and without MACE.
transitioning from one (health) state to the next, are defined
(marked in Fig. 1 by the orange arrows). Second, we
defined the main and other health outcomes. Finally, input
values for the intended and unintended effects and costs of
any subsequent tests, treatments, and conditions need to be
determined. Input for most of these parameters in the
‘‘usual care’’ strategy was based on the observational data
from the study by Nieuwets et al. [29]. See Appendix B
for an overview of all input parameters.

2.3.1. Transition probabilities
The distribution of the target patient population across

HEART score categories and MACE rates per HEART
score category were derived from development [22] and
multiple external validation studies of the HEART score
prediction model [23,24,30]. Values for compliance and
ID were not available and are further described in the
‘‘Scenario Analysis’’ Section. Transition probabilities and
likelihood of receiving specific diagnostic tests (e.g., a
stress bicycle ECG) in noninvasive and invasive diagnostic
testing pathways were derived from a study measuring con-
sumption of health care resources in usual care [29].

2.3.2. Health outcomes
The health outcome of interest was defined as the pro-

portion of missed MACE, that is, patients with MACE at
6 weeks who were (initially) discharged without any subse-
quent diagnostic workup. MACE detected during or occur-
ring after diagnostic workup was not included as adverse
outcome, as this would have been found and managed
accordingly in clinical practice. MACE was defined as
occurrence of one or more of the following events or inter-
ventions: acute myocardial infarction (both ST-segment and
non-ST-segment elevation), unstable angina, percutaneous
coronary intervention, coronary artery bypass grafting, sig-
nificant stenosis (O50%) managed conservatively, and
death due to any cause [31].

2.3.3. Health care costs
Calculation of the HEART score relies on readily avail-

able predictors; hence, no extra costs are associated with
EART score management recommendations for the loweHEART score
ceiving additional (non-)invasive testing

Scenario (HEART score 0e3)

ID 50% Compliance 80% ID 50%

�40% (80% � 0.5) 40%

þ40% (80% � 0.5) 60%

þ10% (20% � 0.5) 90%

�10% (20% � 0.5) 10%

nts.



Table 3. Average difference in missed MACE per person between the
HEART score strategy and usual care

Compliance

ID

0% 25% 50% 75%

HEART
score 0e3

50% 0.006 0.004 0.001 L0.001

75% 0.011 0.007 0.004 0.000

100% 0.016 0.011 0.006 0.001

HEART
score 4e6

50% 0.002 L0.005 L0.011 L0.018

75% L0.011 L0.015 L0.018 L0.021

100% L0.025 L0.025 L0.025 L0.025

HEART
score 7e10

50% 0.003 L0.003 L0.009 L0.014

75% L0.009 L0.011 L0.014 L0.017

100% L0.020 L0.020 L0.020 L0.020

Total 50% 0.004 L0.001 L0.006 L0.011

75% L0.002 L0.005 L0.009 L0.012

100% L0.008 L0.010 L0.012 L0.014

Abbreviations: ID, informed deviation; MACE, major adverse car-
diac events.

A negative number represents a reduction in missed MACE. The
average number of missed MACE per patient in usual care was
0.016. Values marked in bold indicate a beneficial effect and under-
lined values indicate an unbeneficial effect of using the HEART score
in practice.
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collection of these predictors when compared with usual
care. Costs of MACE were calculated based on a weighted
average of costs and probability of each individual MACE
component, derived from scientific literature [29,32e35].
Costs of noninvasive and invasive testing pathways in a
specific HEART score category were calculated by taking
the average number of times a specific diagnostic test
was used per patient in that pathway and multiplying it
by its unit costs [29]. Summing the average cost for all
diagnostic tests in each of the pathways yielded the total
costs of diagnostic testing. Similarly, the average number
of admission and readmission days were calculated for each
of the diagnostic pathways. Complication rates in noninva-
sive and invasive testing pathways were not explicitly
included in the model; however, the expected frequency
of severe complications for procedures included in the
DAM is low [36e38], and expected costs of complications
are largely captured by the number of (re)admission days.

2.4. Analyses

Scenario analysis was performed, comparing hypotheti-
cal scenarios in which compliance and ID were varied.
Furthermore, a probabilistic sensitivity analysis was per-
formed, in which a cohort was run through a series of sim-
ulations to take into account uncertainty surrounding the
parameters in the DAM. A time horizon of 6 weeks was
taken for the analyses, for which discounting was not
deemed necessary.

2.4.1. Scenario analysis
Scenario analysis focused on comparing different com-

pliances to HEART score predictions and corresponding
management recommendations, combined with varying de-
grees of ID from those compliances. The influence of
compliance on missed MACE and costs was investigated
in three different scenarios: low (50%), medium (75%),
and full (100%) compliance. Furthermore, four scenarios
were defined for ID: no (0%), low (25%), medium (50%),
and high (75%) ID.

For each scenario, the incremental proportion of missed
MACE, health care costs, and cost per missed MACE was
given per HEART score category and for all HEART score
categories combined, as compared with usual care. Cost-
effectiveness planes were provided to give insight in the
distribution of missed MACE and health care costs in the
presence of parameter uncertainty.

2.4.2. Probabilistic sensitivity analysis
Monte Carlo simulation was used to assess the robust-

ness of expected health outcomes and health care costs
based on uncertainty surrounding the different parameters.
A series of 10,000 simulations was run per scenario, each
with a patient population of 200,000, reflective of the
annual Dutch population visiting the ED with chest pain
[39]. Parameter uncertainty was reflected by calculating
standard errors and defining appropriate statistical distribu-
tions for each parameter. Beta and Dirichlet distributions
were used to account for uncertainty in transition probabil-
ities. Gamma distributions were used for uncertainty sur-
rounding costs (see Appendix B).
3. Results

In usual care, the average proportion of patients with
missed MACE was estimated at 0.016 (95% confidence in-
terval 0.007e0.027) or an average of 16 MACE in dis-
charged patients per 1,000 individuals presenting with
chest pain at the ED. The average cost per patient in usual
care was V2,870 [29].
3.1. Scenario analysis

The impact of compliance and ID on the number of
missed MACE (i.e., effects), costs, and cost-effectiveness
was investigated in various scenarios. Negative values for
missed MACE indicate a decrease, and positive numbers,
an increase in missed MACE, compared with usual care.
The values in Tables 3e5 are marked in bold to indicate
a beneficial effect or underlined to indicate an unbeneficial
effect of using the HEART score in practice.



Table 4. Average difference in costs per patient between the HEART
score strategy and usual care

Compliance

ID

0% 25% 50% 75%

HEART
score 0e3

50% V26 LV55 LV137 LV219

75% LV148 LV186 LV224 LV262

100% LV323 LV317 LV312 LV306

HEART
score 4e6

50% V7 LV114 LV235 LV356

75% LV102 LV196 LV289 LV383

100% LV211 LV278 LV344 LV410

HEART
score 7e10

50% V537 V613 V689 V764

75% V1,465 V1,309 V1,153 V996

100% V2,393 V2,005 V1,617 V1,228

Total 50% V98 V23 LV51 LV126

75% V125 V43 LV38 LV119

100% V151 V64 LV24 LV112

Abbreviations: ID, informed deviation; MACE, major adverse car-
diac events.

A negative number represents a reduction in costs. The average
cost per patient in usual care was V2,870. Values marked in bold
indicate a beneficial effect and underlined values indicate an unbene-
ficial effect of using the HEART score in practice.
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3.1.1. Missed MACE
Table 3 shows the average difference in missed MACE

(per person) for each of the HEART score categories and
for the total patient population, as compared with usual
care. Maybe somewhat surprisingly at first sight, the
loweHEART score category shows an increase in the pro-
portion of missed MACE as compliance increases, whereas
in the intermediatee and higheHEART score categories
there is an inverse relation. This can be explained by the
different management recommendations associated with
each HEART score category. Higher compliance in the
loweHEART score category obviously leads to more
Table 5. Ratios of the average difference in cost and missed MACE
between the HEART score strategy and usual care

Compliance

ID

0% 25% 50% 75%

Total 50% V25,946 V21,749 V8,614 V11,648

75% V64,113 V8,099 V4,292 V9,738

100% V19,751 V6,576 V2,092 V8,228

Abbreviations: ID, informed deviation; MACE, major adverse car-
diac events.

Cost-effective scenarios are marked in bold, where numbers repre-
sent the reduction in costs to prevent one missed MACE. Not cost-
effective scenarios are underlined, where numbers represent the in-
crease in costs for one extra missed MACE. Other scenarios are un-
marked (plain black), where cost-effectiveness depends on the
willingness to pay for preventing missed MACE. Numbers represent
the increase in costs to prevent one missed MACE.
patients being discharged, running the risk of missing more
MACE in these patients. On the other hand, compliance in
the intermediatee and higheHEART score categories auto-
matically implies more diagnostic testing, reducing the risk
of missing MACE. ID counteracts the higher proportion of
missed MACE in the loweHEART score category and
further reduces missed MACE in the intermediate and high
categories.

3.1.2. Costs
Table 4 shows the average difference in costs per patient

between the HEART score strategy and usual care. Costs
declined for the lowe and intermediateeHEART score
category when compliance and ID increased. A different
pattern is observed when the higheHEART score category
is taken into consideration, where a higher compliance led
to higher costs. In the total patient population, an ID of at
least 50% reduced costs of the HEART score strategy
compared with usual care.

3.1.3. Costs/missed MACE ratio
To gain insight in the monetary investment required to

reduce missed MACE, the ratio for the difference in costs
and missed MACE between the HEART strategy and usual
care is calculated. Table 5 shows the results for the different
scenarios of compliance and ID, exhibited for the total pa-
tient population. HEART score strategy is considered cost-
effective when there are less costs and fewer missed MACE
compared with usual care (marked in bold in Table 5).
HEART score strategy is considered not cost-effective
when there are both extra costs and more missed MACE
compared with usual care (underlined in Table 5). When
missed MACE could be reduced at higher costs, cost-
effectiveness depends on the willingness to pay for
reducing missed MACE (unmarked in Table 5).

The impact of introducing the HEART score strategy on
cost per missed MACE depended greatly on the interplay
between compliance and ID. For scenarios with a compli-
ance of at least 50% combined with at least 50% ID, costs
and missed MACE were both reduced, resulting in a prom-
ising (i.e., cost-effective) strategy.

3.2. Probabilistic sensitivity analysis

Fig. 2 shows the incremental cost-effectiveness plane of
four scenarios (compliance of 50%/100% and ID of 0%/
75%) of the HEART score strategy compared with usual
care. In the scenario with 50% compliance with (and 0%
ID from) management recommendations, 68% of simula-
tions resulted in an outcome that would be considered not
cost-effective. This means that there are both more missed
MACE and higher costs for the HEART score strategy
compared with usual care. When 100% compliance (and
0% ID) was assumed, there was a reduction in missed
MACE, but in all simulations, costs per patient were higher.
For both the 50% compliance/75% ID and 100%



Fig. 2. Incremental cost-effectiveness planes for 10,000 simulations (each symbol represents one simulation) comparing the HEART score strategy
with usual care for the following scenarios: 50% compliance with 0% ID; 50% compliance with 75% ID; 100% compliance with 0% ID; 100%
compliance with 75% ID. Note that negative numbers indicate a more desirable outcome (less missed MACE and/or reduction in costs). Abbrevi-
ations: ID, informed deviation; MACE, major adverse cardiac events.
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compliance/75% ID scenarios, 94% of the simulations re-
sulted in a reduction in missed MACE as well as cost
savings.
4. Discussion

We have shown how a DAM can be used to estimate
the potential health-economic impact of using a diagnostic
or prognostic prediction model in practice, using only data
and information available before performing a costly,
long-term, randomized impact trial. We illustrated this
for various hypothetical scenarios if the HEART score
prediction model were to be implemented in clinical
practice.

Generating a DAM for impact assessment of a predic-
tion model forces researchers to think about its main goals
(e.g., reducing the primary outcome, reducing side effects,
and optimizing diagnostic and treatment pathways) and
how it aims to achieve these goals. DAMs can help demon-
strate under what conditions (e.g., amount of required
compliance and deviation of model adherence) a prediction
model is likely to have the desired impact on health out-
comes and/or costs. If it is unlikely that these conditions
are going to be satisfied, then one should consider whether
investment in a large-scale prediction model impact trial is
justified [7e9,40]. Should those conditions be deemed
plausible, a pilot study or qualitative assessments with ex-
perts in the field might be considered to gain more insight
and reduce parameter uncertainty. This information can
then be used to update the DAM, allowing researchers to
reassess the prediction model’s expected impact. Re-
searchers should ensure using representative and valid input
parameters for their DAM, preventing goal-oriented model
construction and assessment. In general, DAMs should be
used for optimizing the design and conduct of an upcoming
impact study [9,41].
A DAM can be developed for any type of prediction
model to evaluate its potential impact. Fig. 3 provides a
concise overview on how to conduct a model-based impact
assessment of a prediction model. The first step is designing
the DAM, for which different structures can be chosen, such
as a decision tree, Markov model, or microsimulation model.
Next, parameter estimates should be collected, such as prob-
abilities (e.g., transition probability between [health] states),
health outcomes (e.g., quality of life), and costs (e.g., cost of
diagnostic tests). Feasibility of creating a DAM depends on
availability of these data. Analyses can then be run for
different scenarios, typically by varying parameters with
the greatest uncertainty surrounding them (e.g., compliance
and ID for our case study). Alternatively, scenarios can look
at other cutoffs for stratifying patients into risk categories.
Robustness of outcome measures can be assessed by using
Monte Carlo simulation, varying parameter estimates based
on the uncertainty surrounding them. In the final step, the re-
sults of the DAM can guide the decision on whether a trial to
study the impact of a prediction model is warranted. If so, a
DAM could provide directions for a pilot study or qualitative
assessment before the trial to help optimize its design and
conduct. More details on how to develop and analyze DAMs
can be found in literature [17,47].

To provide insight in the validity of our DAM, it is
worthwhile to compare its results to those of the impact
trial that was performed by Poldervaart et al. [27]. Unfortu-
nately, health outcomes could not be compared because a
different health outcome was used in the impact trial
compared with the DAM (any MACE vs. missed MACE).
Furthermore, cost data in the trial were collected over a
3-month time horizon, different from the 6-week time hori-
zon used in literature available before the trial. Still, the
impact of noncompliance in our DAM study can be trans-
lated to the actual HEART impact trial. The DAM showed
that noncompliance without ID in patients with a low



Fig. 3. Guidance for a model-based impact assessment of prediction models, before data on clinical impact have become available [42e46]. Solid
arrows mark the logical sequence in which the steps should be taken. Dotted arrows allow researchers to adapt and adjust decisions in previous
steps, based on newly available information.
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HEART score had a detrimental effect on potential cost
savings, which was also the main finding of the HEART
impact trial: substantial noncompliance in the
loweHEART score category led to small differences in to-
tal cost reduction. This information could have been known
before the impact trial and hence could have been used to
support a more efficient design and conduct by, for
example, assessing potential compliance of physicians be-
forehand using interviews or performing a pilot study.

Few other DAM-based assessments have been previ-
ously performed that assess the potential impact of predic-
tion models before an empirical impact study has been
executed. One study assessed the value of a prediction
model for predicting shoulder pain in patients with early-
stage oral cavity squamous cell carcinoma after surgical
removal of lymph nodes [48]. Although the analysis did
focus on specific scenarios regarding the accuracy of pre-
dictions, compliance or additional clinical expertise on
top of the prediction model were not evaluated. DAM as-
sessments have also been used for headroom analysis, a
method that is used to assess the likelihood of potential
cost-effectiveness of an intervention, often at very early
stage of development, for a given willingness to pay
threshold [19,49e53]. These analyses also make use of data
before implementation of an innovation to assess potential
benefit. Although a headroom approach is feasible for pre-
diction models, to our knowledge, there are no articles on
this topic described in literature.

This is one of the first examples in which a DAM was
applied for impact assessment of implementing a prediction
model in daily practice, using solely data available before con-
ducting a trial. This method can be applied using data that is
commonly available after prediction model development and
validation or can be retrieved from (hospital) databases.
Compared with a clinical trial, DAM assessments require a
fraction of the time and cost and could help improve design
and conduct of an impact trial, reducing research waste.

There are a few considerations to fully appreciate the
findings of the impact assessment in this article. Use of
health care resources in our model was based on the first
6 weeks of medical consumption [29]. It is likely that
negative consequences from MACE will last beyond this
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timeframe. Markov chain modeling could account for
these long-term effects; however, reliable data for these
effects were lacking [42]. Out-of-hospital costs, such as
general practitioner visits, medication usage, and nonmed-
ical costs (e.g., labor productivity losses, traveling ex-
penses), were not included in the assessment. Although
these are likely to influence the incremental costs and
health from a societal perspective, the general conclusions
will likely be similar.

We viewed the HEART score purely as a diagnostic tool,
which implies that using the HEART score cannot prevent
MACE. It can only optimize correct stratification of pa-
tients and streamline subsequent management. Because
MACE is not prevented, the natural outcome is missed
MACE, associated with poorer outcome and additional
costs. Others have argued that the HEART score can also
be used to predict future MACE, opening the opportunity
to prevent it. This would of course lead to a rather different
DAM. We chose not to do this because HEART was de-
signed for use in an acute care setting, where patients pre-
sent with chest pain, which is clearly a diagnostic setting.

A DAM is ideal for assessing the expected impact of us-
ing a prediction model in clinical practice on patient health
outcomes and health care costs, using solely data available
before conducting an empirical long-term randomized
impact study. With the results of such DAMs, one can decide
whether an empirical impact trial is still deemed necessary,
and if so, under what conditions such prediction model is
likely to show favorable results. Efforts can then be directed
at improving the use of the prediction model by clinicians
and on improving the trial design. In general, DAMs can pro-
vide insight in the mechanism through which a prediction
model and its risk-based management recommendations
can lead to desired results and expose potential flaws in
mechanistic pathways, allowing researchers to adapt the
design of an empirical trial beforehand. Ultimately, model-
based impact assessments have the potential to reduce
research waste, by more efficient selection of prediction
models in which an empirical impact trial is warranted.
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