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Abstract. Inspired by recent debates on drone technology and privacy pro-
tection, this research examines how negative consequences of drone usage can
be mitigated by tailoring information about drone employment to the environ-
mental context in which they are used. Additionally, this study seeks to clarify
the role of information needs people have when confronted with drones in
different settings. Using virtual reality environments and a dedicated virtual app
providing opportunities for the public to learn more about drone usage, partic-
ipants were confronted with drone surveillance at either a business area, at a
park, or during an event, and received transparent information on drone usage or
a neutral message proving no information on drone usage. Additionally, par-
ticipants could obtain more information on drone usage by clicking on one or
more information buttons in the app. Results show that, compared to an event,
participants were less acceptant of drones in a business area and even less so at
the park. Further analyses indicated that heightened transparency perceptions
resulted in higher levels of trust, perceived control, and drone acceptance.
Finally, participants particularly sought information on how drones are used in
the business area and park environment, whereas a need for privacy information
stood out in the park context. These findings testify to the importance of careful
consideration of the environmental context and related communication needs
people have when informing the public about drone usage.
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1 Introduction

Drones are steadily finding their way into everyday life. Apart from consumers using
drones for entertainment purposes, drones are also increasingly deployed by a wide
variety of (governmental) organizations and event organizers to improve detection and
prevention of crime, and to enable enhanced data collection for incident management
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purposes [1]. Consider for instance drones used by firefighters which are equipped with
cameras and sensors that are able to collect information about possible toxic substances
in the air. Live video footage and information about air composition could allow
firefighters to better anticipate and prepare for upcoming emergencies. Despite such
evident advantages however, organisations such as local governments, police forces,
and event organisers are often hesitant to deploy drones [2]. Not only may members of
the public infer that something is amiss – something especially event organisers want to
avoid at all cost - people might also feel that their privacy is at stake. Several recent
cases indeed suggest that civilians are becoming increasingly suspicious and hostile
when confronted with drones humming overhead [3], in some cases even triggering
explicit acts of violence and aggression (e.g., shooting a drone from the sky [4]).

Inspired by the division between proponents of drone use, who are mainly attuned
to the opportunities which drones provide for enhancing public safety and security and
opponents and critics, who have pointed out aforementioned privacy concerns and
weariness regarding drone usage, the current research seeks to find middle ground by
proposing that concerns and fears regarding drone usage can be remedied by context-
specific information disclosure strategies. More specifically, we will argue that feelings
and fears regarding drone use vary with context, and that therefore different
information-disclosing strategies are needed across different types of settings. Fur-
thermore, we seek to gain insight into information needs triggered by drone perception
across environmental settings. For instance, are needs for (additional) privacy infor-
mation less prevalent in settings where drones are typically common and expected
(e.g., a large event where safety management is obviously an issue of concern) com-
pared to settings where surveillance feels out of place (e.g., at a public park where
people come to unwind and reboot)?

In other words, negative effects and consequences of drone usage may be remedied
when tailoring information disclosure strategies to the specific information needs
civilians have across different environmental settings. Hence our research question:

How does acceptance of drones vary with environmental context and what information dis-
closure strategy contributes to the acceptance of government’s use of drones?

2 Background

Several negative effects of drone use have been noted across studies in recent years.
Rahman, for instance, mentions ‘Orwellian’ fears of ‘being followed’ and mass
surveillance, concerns over abuse or misuse of footage, and growing perceptions of
ever more impersonal and distant relationships with police and law enforcers [5].
Furthermore, Custers [6] lists a number of negative effects with respect to privacy,
including the ‘Chilling effect’, ‘Function creep’, and ‘Privacy of location and space’.
The chilling effect is a term used to describe people being more self-conscious and less
free-wheeling when they know they are being watched by authorities. Function creep
refers to governments initially using drones for acceptable purposes, such as a missing-
person search, but gradually shifting towards more controversial purposes, such as
mass surveillance. Privacy of location and space refers to the right a person has not be
identified or monitored when moving in public, semi-public or private places.
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Literature suggests that the effects of drone use on safety perceptions vary with the
extent to which a context is experienced as private. Indeed, Taylor [7] found people to
feel less safe when filmed in private environments rather than in public places. Thus,
being (almost) alone in a peaceful park may feel like a relatively private experience,
and observing an ‘out of place’ drone overhead may negatively affect safety percep-
tions by signaling that something is amiss.

Other research points to the importance of people’s inferences with respect to drone
use. Van Rompay et al. [8], for example, showed that CCTV camera presence in a city
center positively impacted participants’ affective evaluation of the environment as it is
interpreted as a sign of good intent. Specifically, in such an ‘appropriate’ setting,
camera presence elicited positive inferences about law enforcers and policy makers and
their intentions (e.g., “They know what is going on, they know what they are doing, and
they do it with citizen safety in mind”). Similarly, Taylor [7] showed that individuals
who had no difficulties in accounting for the presence of CCTV cameras (“The CCTV
is there to prevent crime”, p. 309) were also less likely to experience problems with
their presence. On the other hand, when camera presence is not perceived as appro-
priate or natural (e.g., in everyday public settings where risk perceptions are low or
non-existent), people have been found to behave more negatively as CCTV is inter-
preted as a sign of distrust [7].

Thus, when it is difficult for people to come up with logical reasons or inferences as
to why drones are employed in a specific context (e.g., drones employed at a peaceful
park), drones may readily inspire confusion and weariness, and may for that reason
inspire distrust and an overall negative attitude. On the other hand, when drones are
readily perceived as contributing to safety and security (e.g., at a large event), attitude
formation takes an altogether different route and safety perceptions and feelings of
wellbeing are arguably enhanced. In sum, the context in which a drone is employed
might well be a crucial factor to consider when seeking to enhance public acceptance of
drones. Whereas the need for information might be lower or non-existent in settings
where drone usage is expected, it might be particularly important for organisations such
as local governments and police units to invest in information-disclosure strategies in
settings where drones are perceived as less commonplace. In these cases, transparency,
i.e., informing members of the public about the true reasons behind drone use, might be
essential to avert incorrect inferences and belief formation which may be detrimental
for the public’s acceptance of drones.

Transparency is believed to be an underlying factor in this process of acceptance,
because it could (re)establish trust in organisations [9–13] and it could evoke a sense of
perceived control [14]. Transparency is considered to consist of three underlying
concepts: disclosure, clarity and accuracy. Disclosure is defined as the perception that
relevant information is received in a timely manner [e.g., 15, 16]. This implies that
information should be shared openly (without holding back) and timely. Clarity is
defined as the perceived level of lucidity and comprehensibility of information received
from a sender [17]. Information should be presented clearly and in a concrete (rather
than overly abstract) manner by organizations for it to be transparent. Accuracy is
defined as the perception that information is correct to the extent possible given the
relationship between sender and receiver [17]; information cannot be seen as trans-
parent when it is purposefully biased or unfoundedly contrived [13]. In short,
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information about drones that is timely, comprehensible, and accurate may (re)establish
trust in the organisation (i.e., the sender of the communication).

Trust, in turn, plays a major role in overcoming risk perceptions and in the
acceptance of new technologies [e.g., 18, 19]. Trustworthiness of an organisation is
based on attributed goodwill (or: benevolence), integrity, and competence [20].
Goodwill refers to “the extent to which a trustee is believed to want to do good to the
trustor, aside from an egocentric profit motive” [20, p. 718]. Integrity refers to “the
trustor’s perception that the trustee adheres to a set of principles that the trustor finds
acceptable” [20, p. 719]. Competence refers to “the group of skills, competencies, and
characteristics that enable a party to have influence within some specific domain” [20,
p. 717]. Thus, effectively communicating an organisation’s goodwill, integrity and
competence may positively affect trust in that organisation, and, probably, acceptance
of drones it deploys.

Transparent information from an organisation (e.g., about the course of imple-
mentation and by addressing possible concerns about the impact of a new technological
innovation) may boost user involvement [14]; user involvement, in turn, has been
shown to increase a sense of control and acceptance. Mills and Krantz [21], for
instance, showed that moderate levels of choice and information provided to blood
donors proved effective for coping with stress, arguably because they experienced
higher levels of control over the situation.

2.1 The Current Study

Participants were exposed to a Virtual Reality (VR) environment – a park, business
area, or a festival – and, as part of the VR scenario, watched a drone fly overhead.
In VR, participants had a (virtual) smart phone with an app; transparency was
manipulated by providing the option to look for information about the drone. Several
menu options were provided, each representing different types of information (e.g.,
information on the ‘why’ and ‘how’ of drone usage and privacy information). The
effects of context and transparency on trust, control and acceptance was measured. By
logging the use of these menu options, we aimed to determine which kinds of infor-
mation people preferred in the different environmental settings. The conceptual model
is shown in Fig. 1.

Fig. 1. Conceptual model
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3 Method

3.1 Participants and Design

120 participants (69 F, 51 M, Mage = 24.30, SD = 6.58, range = 19–61 y) participated
in this study. They were randomly assigned to distributed across the cells of a 2
(Transparency: yes versus no) * 3 (Context: event versus business area versus park)
between-participants design with acceptance as dependent variable.

3.2 Procedure

First of all, participants received an introductory text about the experiment, and were
assigned to one of the virtual environments.

Fig. 2. Environment conditions: event (top), park (middle), and business area (bottom).
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Environment. Participants were given a VR head set and placed in a virtual envi-
ronment. The VR scenario that unfolded was either situated at an event, in a park, or at
a business area. Participants were positioned in a fixed spot, where they could look
around freely. After a short time they could hear and see a drone overhead; they had
been informed beforehand that the drone belonged to the Enschede Municipality.
Figure 2 shows screenshots of each condition.

Transparency. After 30 s participants received a push notification of the ‘Munici-
pality of Enschede Drone App’. In the transparent condition, this app conveyed
information related to drone use. Participants could obtain this information by clicking
on six menu options: 1. Who (explicating the Enschede municipality to be the
organisation responsible for the drone deployment), 2. Why (making clear that drones
are used to make [the specific environment] a pleasant and safe place for everyone), 3.
How (briefly explaining that security personnel will be alerted if risky situations or
behaviours are detected), 4. Privacy (underscoring that visitors’ privacy is taken very
seriously and that the drone is incapable of detecting actual individuals), 5. Images/map
(showing what kind of footage is collected with the drone, and where), and 6. Feedback
(offering the possibility to ask questions or give feedback).

Participants could click on as many options as they wanted. Their choices and the
time they spent reading the specific information were logged. In the control condition
(no transparency) participants did not receive a push notification of the ‘Municipality of

Fig. 3. Transparency conditions: transparency (top row) and no transparency (bottom)
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Enschede Drone App’, but instead received a neutral message (e.g., ‘Hi! How are you
doing today? Did you already take a look around you, to see in what environment you
are?’). After approximately 2 min the smart phone disappeared; subsequently, the
drone appeared in the sky and flew over the terrain for about 2 min. Figure 3 shows the
Transparency conditions.

After answering the questions pertaining to the dependent variables, participants
were debriefed and thanked.

Materials. The materials for this experiment were created with the help of the
University of Twente’s BMS Lab. The three environments were created in 3D; char-
acters were built with Reallusion Iclone7 and Character Creator 2. Oculus CV1 was
used to immerse participants in the VR environments.

Measures
Perceived Transparency. The level of Perceived Transparency (regarding the Munic-
ipality of Enschede), was measured using a 7-point Likert scale (ranging from
1 = strongly disagree to 7 = strongly agree), using items from Rawlings [22]. Par-
ticipants rated their level of agreement on four items such as “The municipality of
Enschede wants to understand how its decisions affect people like me” (Cronbach’s
a = .69; Guttman’s k2 = .70).

Trust. To determine the participant’s level of Trust in the organisation thirteen items
from Rawlings [22] were used, using a 7-point Likert scale (ranging from 1 = strongly
disagree to 7 = strongly agree). A distinction was made between the three dimensions
of trust (goodwill, integrity and competence) and overall trust. Goodwill was measured
with three items (e.g., “I believe the municipality of Enschede takes the opinions of
people like me into account when making decisions”), Integrity with four items (e.g.,
“The municipality of Enschede treats people like me fairly and justly”), and Compe-
tence with three items (e.g., “I feel very confident about the skills of the municipality of
Enschede”). Overall trust was measured with three items (e.g., “I trust the municipality
of Enschede to take care of people like me”; a = .87 and k2 = .88).

Perceived Control. Perceived control was measured with five items, based on items
from Ouwehand, De Ridder and Bensing [23], on a 10-point Likert scale (1 = Not at
all to 10 = A great deal). A sample item is “To what extent did you feel you could
predict the situation?” (a = .74 and k2 = .75).

Acceptance. The Acceptance Scale [24] was slightly adjusted to reflect the extent to
which participants accepted government’s use of drones, using nine Likert items (e.g.,
“My judgements of the drone of the municipality of Enschede is are…: Pleasant -
Unpleasant” (a = .86 and k2 = .88).

In addition, participants were asked to indicate to what extent they considered drone
usage appropriate and understandable at an event, at a park, and in a business area. Five
questions of demographic data were asked (age; gender; level of education; residence;
frequency of visiting Enschede).

“I Am the Eye in the Sky – Can You Read My Mind?” 109



4 Results

4.1 Effects of Context and Transparency on Acceptance

A Multivariate Anova was conducted, with Context and Transparency as independent
variables and Perceived transparency, Trust, Perceived control and Acceptance as
dependent variables. The results showed non-significant main effects of Context (F (8,
222) = 0.68, ns., Wilks’ Lambda = .95 and Transparency (F (4, 111) = 0.90, ns.,
Wilks’ Lambda = .97). Also, no significant interaction was found (F (8, 222) = 0.98,
ns., Wilks’ Lambda = .93). The lack of effect of the Transparency manipulation on
Perceived transparency clearly shows that the manipulation did not produce the desired
result. We therefore decided to proceed our analyses in a more exploratory manner,
using Perceived transparency as the independent variable.

4.2 Mediation Analysis

A mediation analyses was conducted to exploratively test whether the relationship
between Perceived transparency and Acceptance can be explained by Trust and/or
Perceived control. Figure 4 shows the result of this mediation analysis. As can be seen
here, the initial significant direct effect of Perceived transparency on Acceptance
(showing that perceived transparency increased acceptance; B = 0.32, p < .005) was
reduced to insignificance (B = −0.02, n.s.) when the proposed mediators Trust and
Perceived Control were added to the model. Subsequent Sobel tests show that both
indirect paths (i.e., via Trust and Perceived control) are significant (Trust: Sobel
z = 3.64, p < .001; Perceived control: Sobel z = 2.59, p = .010). These results suggest
that the effect of Perceived transparency on Acceptance are mediated by both Trust and
Perceived control.

4.3 Effects of Environment on Acceptance

Participants were asked to indicate the extent to which they considered drone usage
appropriate and reasonable in different contexts (event, business area and park). A re-
peated measures Anova was conducted to compare the acceptance rates among the
three contexts. The analysis showed the contexts differed significantly from each other,

Fig. 4. Mediation analysis
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F (2, 118) = 121.08, p < .001, Wilks’ Lambda = .33. Pairwise comparisons indicated
drones were significantly more accepted during events compared to business areas
(Mdifference: 1.58, SE = 0.13, p < .001) and compared to parks (Mdifference = 2.01,
SE = 0.13, p < .001). Drones were also significantly more accepted at business areas
compared to parks (Mdifference = 0.43, SE = 0.12, p = .001).

4.4 Effects of Environment on Information Use

The need for information participants experienced (as a function of the context in
which the drone appeared), was analyzed with a multivariate repeated-measures Anova
with the time spent reading the information provided by each of the six app buttons as
dependent variables and Environment as independent variable. This resulted in a
significant main effect of Environment, F (12, 106) = 2.44, p = .008, Wilks’
Lambda = .609. Univariate analyses revealed effects of Environment on How
(F (2, 57) = 5.66, p = .006) and Privacy (F (2, 57) = 6.13, p = .004).

Follow-up analyses with the time spent reading ‘How’ information revealed a
significant difference between the Event and Park condition: in the former participants
spent more time reading the information than in the latter (M = 11.82, SD = 8.72
versus M = 3.26, SD = 5.26, p = .002). Additionally, in the Business area condition
reading times were higher than in the Park condition (M = 8.91, SD = 9.85 versus
M = 3.26, SD = 5.26, p = .033). No differences were found between the Event and
Business area conditions (p = .264). Apparently, both in the Event and the Business
area condition participants were interested in finding out how the drone operated.
Reversely, analyses relating to the time spent reading Privacy information showed that
the need for this information was lower in the Event than in the Park condition
(M = 10.67, SD = 10.35 versusM = 20.53, SD = 15.74, p = .013). This need was also
lower in the Business area condition compared to the Park condition (M = 7.58,
SD = 9.61 versus M = 20.53, SD = 15.74, p = .001). Hence, in the park condition, the
need for privacy information stood out. No difference was found between the Event and
Business area conditions (p = .427).

5 Conclusions and Discussions

The current study examined whether the acceptance of drones differs among contexts
and whether transparent information disclosure increases acceptance of drones.
Although direct manipulations of context and transparency failed, more explorative
analyses did provide useful insights. First, the degree to which people thought drone
deployment was appropriate or reasonable was shown to vary between contexts: drones
were more acceptable during events compared to business areas and to parks, and more
acceptable at business areas compared to parks.

Second, perceived (rather than manipulated) transparency proved to have positive
effects on trust in the organization utilizing the drones (i.e., the municipality), on the
degree of control they perceived to have, and on the willingness to accept drones.
Additional analyses showed that, in conformance with expectations, the relationship
between transparency and acceptance can be explained by trust and perceived control.

“I Am the Eye in the Sky – Can You Read My Mind?” 111



It should be noted however that these findings are purely correlational, necessitating
cautious interpretation of the causality of these relationships.

Interestingly, the need for information participants experienced also depended on
the context in which the drone appeared, especially information pertaining to ‘privacy’
and to ‘how’ the drone and the system behind it functioned. For both types of infor-
mation, presented after pushing the respective app buttons, the event and business area
contexts stood out against the park context. In the former two contexts, the time spent
reading how-information was higher and time spent reading privacy information was
lower than in the latter. The findings relating to privacy tie in with literature about
effects of CCTV. Taylor [7], for instance, found people to feel less safe when filmed in
private environments than in public places and have a higher need for information
remedying such negative feelings. By extension, being at a park may feel like a
relatively private experience, and observing a drone overhead may inspire feelings of
being watched and related privacy concerns, resulting in an enhanced need for privacy
information. The event and business area contexts were likely judged as less private
(and drone presence as more appropriate), which may have reduced participants’ need
for privacy information. As to why reading times for the ‘how’ of drone usage were
higher in the event and business area conditions (as opposed to the park condition), our
results do not provide a straightforward answer. Perhaps, when drone presence comes
across as appropriate, reasonable and for the safety of all, people are intrinsically
motivated to learn more about drones, and hence may more readily click the ‘How’
button. In the park context where fears and privacy concerns take centre stage, a
corresponding inclination to click on the ‘Privacy’ button may transpire.

Because of various practical problems connected to real-life drone use for research
purposes, we decided to administer the scenarios in Virtual Reality. One may argue that
this would confront participants with inherently artificial environments, and that this
likely leads to artificial findings. In answer to this we would like to point out that there
are quite some studies providing convincing support for ecological validity of scenario
studies in general [25, 26], and studies employing Virtual Reality specifically [27].
After explicitly comparing the experiential qualities of real and VR environments,
Kuliga et al. [27] concluded VR to have strong potential to be used as an empirical tool
in psychological research.

Having said so, it is of course true that VR environments (including ours) usually
lack fully immersive atmospherics, social dynamics, and multi-sensory stimulation
which are typical of real-life settings and of events in particular (where people gather
partly because of social dynamics and sensations of many kinds). Although as such,
these are shortcomings of our VR manipulation, in all likelihood enriching future VR
encounters along these lines could be expected to lead to even stronger effects. Hence,
future research could involve more realistic virtual environments, for instance with
more detailed graphic rendering, additional environmental sounds, more people mov-
ing about, and incorporate an actual rather than a virtual smartphone app. This way,
future research could also incorporate more realistic and subtle ways of informing
people by, for instance, automatically sending a message to people’s phones who are
near a drone [cf. 28].
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In conclusion, our findings underscore the importance of being responsive to the
needs and values of specific target audiences while communicating about drone usage
[cf. 29]. Findings of the current research may provide a first step to compose effective
communication and provide indications as to what specific information needs should
take precedence in which settings.
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