# NUMERICAL APPROXIMATION OF PLANAR OBLIQUE DERIVATIVE PROBLEMS IN NONDIVERGENCE FORM 

DIETMAR GALLISTL


#### Abstract

A numerical method for approximating a uniformly elliptic oblique derivative problem in two-dimensional simply-connected domains is proposed. The numerical scheme employs a mixed formulation with piecewise affine functions on curved finite element domains. The direct approximation of the gradient of the solution turns the oblique derivative boundary condition into an oblique direction condition. A priori and a posteriori error estimates as well as numerical computations on uniform and adaptive meshes are provided.


## 1. Introduction

This article deals with the approximation of elliptic nondivergence form partial differential equations (PDEs) in a planar domain $\Omega \subseteq \mathbb{R}^{2}$ subject to boundary conditions involving an oblique derivative. Such problems may arise in linearizations of fully nonlinear problems with transport boundary conditions. The linear model problem is to find a function $u$ with $\int_{\Omega} u d x=0$ such that

$$
\begin{align*}
A: D^{2} u:= & \sum_{j, k=1}^{2} A_{j k} \partial_{j k}^{2} u=f & & \text { a.e. in } \Omega  \tag{1.1}\\
& \text { and } & \nabla u \cdot \ell \text { is constant } & \text { on } \partial \Omega
\end{align*}
$$

for a given unit vector field $\ell$. This problem is easily generalized to an inhomogeneous oblique boundary condition of the type " $\nabla u \cdot \ell=g$ up to some constant" and the focus of this work is on (1.1), which corresponds to the choice $g=0$. It is well known (and already relevant in standard Neumann problems) that for a boundary condition $\nabla u \cdot \ell=g$ the data $f$ and $g$ need to satisfy a compatibility condition. The formulation with equality up to some constant simply bypasses this technicality; the idea goes back to [32]. See [22] for the derivation of this problem from more general oblique derivative problems. The coefficient $A \in L^{\infty}\left(\Omega ; \mathbb{R}^{2 \times 2}\right)$ is assumed to satisfy uniform ellipticity

$$
\begin{equation*}
0<\alpha_{1}=\inf _{\substack{\xi \in \mathbb{R}^{2} \\|\xi|=1}} \xi^{*} A \xi \leq \sup _{\substack{\xi \in \mathbb{R}^{2} \\|\xi|=1}} \xi^{*} A \xi=\alpha_{2}<\infty \quad \text { a.e. in } \Omega, \tag{1.2}
\end{equation*}
$$

[^0]and thereby (in this planar case) also the so-called Cordes condition
\[

$$
\begin{equation*}
\frac{|A|^{2}}{(\operatorname{tr} A)^{2}} \leq \frac{1}{1+\varepsilon} \quad \text { for some } 0<\varepsilon \leq 1 \tag{1.3}
\end{equation*}
$$

\]

where $|\cdot|$ is the Frobenius norm and tr denotes the trace. The Cordes condition is an algebraic condition on the coefficient that quantifies an appropriate closeness between $A$ and the identity matrix. For the analysis of PDEs with discontinuous coefficients under the Cordes condition, the reader is referred to the monograph [22]. While in two space dimensions, (1.3) is implied by the classical condition (1.2) (see [22, 27]), it is an essential condition for problems in nondivergence form in higher space dimensions. The well-posedness of (1.1) requires additional conditions on the unit vector field $\ell$ and the domain $\Omega$, which shall be specified in $\S \$ 2$ below.

As mentioned above, oblique derivative problems may arise from transport boundary conditions (also known as the second boundary value problem) $\nabla u\left(\Omega_{1}\right)=\Omega_{2}$ for the Monge-Ampère equation [33], where $u: \Omega_{1} \rightarrow \mathbb{R}$ is the unknown convex PDE solution. Here $\Omega_{1}, \Omega_{2}$ are strictly convex planar sets with sufficiently smooth boundary. If $\partial \Omega_{2}$ is described as the zero set of a uniformly concave function $\Phi$, the boundary condition transfers to

$$
\Phi(\nabla u(x))=0 \quad \text { for all } x \in \partial \Omega_{1}
$$

see also [20,33]. Linearization about $\hat{u}$ leads to the boundary condition

$$
\nabla v \cdot \ell=g \quad \text { along } \partial \Omega_{1}
$$

for $\ell=\nabla \Phi(\nabla \hat{u})$ and $g=\nabla \Phi(\nabla \hat{u}) \cdot \nabla \hat{u}-\Phi(\nabla \hat{u})$. This is an inhomogeneous oblique boundary value problem, which has been commented in the discussion after (1.1) above. This work will require some more technical assumptions (see [22]) that are summarized as Assumption 3.2 below. These impose further restrictions on the applicability to transport boundary conditions that do not seem to have explored so far in this context. Concerning condition (1.3), it is known that linearizations of the Monge-Ampère equation via a Hamilton-Jacobi-Bellman formulation [12, 18, 21 , may indeed lead to a Cordes condition. The latter may, however, be degenerate in the sense that $\varepsilon$ in (1.3) only satisfies $\varepsilon \geq 0$ in two space dimensions. Further applications of oblique derivative problems beyond transport boundary conditions are mentioned in [17], namely the problem of determining the gravitational fields of celestial bodies [26] or in the study of systems of certain conservation laws [6, 35].

The numerical analysis of elliptic equations in nondivergence form satisfying the Cordes condition started with the discontinuous Galerkin scheme proposed in [29] and was generalized in 30, 31 to stationary and parabolic Hamilton-JacobiBellman problems. The work [15] analyzes a mixed discretization and derives a posteriori error estimates. For the numerical discretization of nondivergence form equations with continuous coefficients; see [11, 13, 19, 24]. The numerical approximation of oblique derivative problems is discussed in [1, 10, 23] and, for Cordes coefficients, in 17 .

This contribution builds upon the numerical scheme from [15] and focusses on the model problem (1.1) in simply-connected planar $\mathcal{C}^{2}$ domains; the mathematical analysis of the PDE can be found in [22]. A clear advantage of a mixed approach, where the gradient $\nabla u$ is approximated with an independent variable $w$, is that the oblique derivative boundary condition simplifies to the oblique direction boundary condition " $w \cdot \ell$ is constant", which can be easily incorporated in the finite element
formulation. Still, the resulting scheme based on piecewise affines on curved finite elements turns out to be necessarily nonconforming in the sense that the boundary condition on the approximation of $w$ is only enforced in the finite element vertices on the boundary.

The analysis of well-posedness of the discrete equations as well as the error analysis hinge on new generalizations of some existing estimates that bound the $L^{2}$ norm of the Hessian of a function by the norm of the Laplacian plus contributions on the boundary. Estimates of this type are sometimes referred to as Miranda-Talenti estimates in the literature and this nomenclature will be pursued throughout this work. The careful analysis of certain additional boundary terms is the key to the design of a stabilized finite element scheme. Furthermore, those tools are required for proving a novel discrete Poincaré-Friedrichs inequality, which is utilized in the analysis of the method. The error analysis comprises quasi-optimal a priori error estimates as well as the derivation of a reliable and efficient a posteriori error estimator. The practical performance of the scheme is studied in numerical experiments on uniform as well as on adaptive meshes. It is emphasized (in particular in view of potential applications to nonlinear PDEs) that the availability of an a posteriori error estimator may be of importance even for benchmarking purposes because exact closed-form solutions may not always be available.

The remaining parts of this paper are organized as follows. §2 clarifies the required notation and proves generalized Miranda-Talenti estimates. They bound the derivative of a vector field (in the $L^{2}$ norm) by its rotation, its divergence, and certain boundary terms. These estimates are required to design stabilized finite element schemes. $\$ 3$ states the mixed formulation and proves its equivalence to the original problem. The finite element scheme is presented and analyzed in $\$ 4$ $\$ 5$ concludes with numerical computations. Some technical proofs can be found in Appendices A C

Standard notation on function spaces applies throughout this article. Lebesgue and Sobolev functions with values in $\mathbb{R}^{n}$ are denoted by $L^{2}\left(\Omega ; \mathbb{R}^{n}\right)$ with $L^{2}(\Omega):=$ $L^{2}(\Omega ; \mathbb{R}), H^{1}\left(\Omega ; \mathbb{R}^{n}\right)$ with $H^{1}(\Omega):=H^{1}(\Omega ; \mathbb{R})$, etc. The subspace of $L^{2}(\Omega)$ consisting of functions with vanishing integral over $\Omega$ is denoted by $L_{0}^{2}(\Omega)$. Furthermore, denote $\widetilde{H}^{1}(\Omega):=H^{1}(\Omega) \cap L_{0}^{2}(\Omega)$. The differential operators div and rot are defined as $\operatorname{div} \phi=\partial_{1} \phi_{1}+\partial_{2} \phi_{2}$ and $\operatorname{rot} \phi=\partial_{2} \phi_{1}-\partial_{1} \phi_{2}$. The $n \times n$ identity matrix is denoted by $I_{n \times n}$. The inner product of real-valued $n \times n$ matrices $A, B$ is denoted by $A: B=\sum_{j, k=1}^{n} A_{j k} B_{j k}$. The Frobenius norm of an $n \times n$ matrix $A$ is denoted by $|A|:=\sqrt{A: A}$; the trace reads $\operatorname{tr} A$. For vectors, $|\cdot|$ refers to the Euclidean length. The notation $a \lesssim b$ denotes an inequality $a \leq C b$ up to a multiplicative constant $C$ that does not depend on the mesh-size.

## 2. Variants of the Miranda-Talenti estimate

This section briefly describes the setting of [22, Chapter 1.5] and proceeds with some new generalized Miranda-Talenti estimates. In order to precisely state the problem under consideration, some notation is introduced. Let $\Omega \subseteq \mathbb{R}^{2}$ be an open, simply-connected and bounded domain with $\mathcal{C}^{2}$ boundary so that $\partial \Omega$ is a closed planar curve of class $\mathcal{C}^{2}$. Assume that the boundary $\partial \Omega$ of $\Omega$ is parametrized by the arc length (i.e., in the natural parametrization) through the continuous curve
$\boldsymbol{x}:[0, L] \rightarrow \mathbb{R}^{2}:$

$$
\boldsymbol{x}(\varphi)=\binom{\boldsymbol{x}_{1}(\varphi)}{\boldsymbol{x}_{2}(\varphi)} \quad \text { for } \varphi \in[0, L] \quad \text { with } \boldsymbol{x}(L)=\boldsymbol{x}(0)
$$

The assumption that $\partial \Omega$ is $\mathcal{C}^{2}$ regular means that $\boldsymbol{x} \in \mathcal{C}^{2}\left([0, L] ; \mathbb{R}^{2}\right)$. The derivative of a function $v:[0, L] \rightarrow \mathbb{R}$ with respect to the arc-length parameter $\varphi$ is denoted by $\dot{v}$. Analogously, $\ddot{v}$ denotes the second derivative of $v$.

Let $\nu=\left(\nu_{1}, \nu_{2}\right)$ denote the outward pointing unit normal to $\partial \Omega$ and let $t=\dot{\boldsymbol{x}}$ denote the unit tangent vector. Denote the curvature of $\partial \Omega$ at $\boldsymbol{x}(\varphi)$ by $\chi(\varphi)$. The orientation of the parametrization is chosen such that

$$
\nu(\boldsymbol{x}(\varphi))=\left[\begin{array}{c}
\nu_{1}(\boldsymbol{x}(\varphi))  \tag{2.1}\\
\nu_{2}(\boldsymbol{x}(\varphi))
\end{array}\right]=\left[\begin{array}{c}
\dot{\boldsymbol{x}}_{2}(\varphi) \\
-\dot{\boldsymbol{x}}_{1}(\varphi)
\end{array}\right], \quad \chi(\varphi)=\ddot{\boldsymbol{x}}_{1}(\varphi) \dot{\boldsymbol{x}}_{2}(\varphi)-\dot{\boldsymbol{x}}_{1}(\varphi) \ddot{\boldsymbol{x}}_{2}(\varphi) .
$$

Let $\ell:[0, L] \rightarrow \mathbb{R}^{2}$ with $\ell(0)=\ell(L)$ be a $\mathcal{C}^{2}$-regular unit vector field. Let $\vartheta(\varphi)$ denote the oriented angle (modulo $2 \pi$ ) between $\nu(\boldsymbol{x}(\varphi)$ ) and $\ell(\varphi)$. For an illustration see Figure 1. Clearly, $\vartheta:[0, L] \rightarrow \mathbb{R}$ is of class $\mathcal{C}^{1}$. Then

$$
\begin{equation*}
\dot{\ell}_{2} \ell_{1}-\dot{\ell}_{1} \ell_{2}=\dot{\vartheta}-\chi . \tag{2.2}
\end{equation*}
$$

Identity (2.2) is shown in [22, p. 48] and the proof is briefly repeated here for convenient reading. Since $\dot{\boldsymbol{x}}$ is a $\mathcal{C}^{1}$ unit vector field, there exists a function $\psi \in$ $\mathcal{C}^{1}([0, L])$ such that

$$
\dot{\boldsymbol{x}}_{1}(\varphi)=\cos \psi(\varphi) \quad \text { and } \quad \dot{\boldsymbol{x}}_{2}(\varphi)=\sin \psi(\varphi) \quad \text { for all } \varphi \in[0, L]
$$

The function $\psi$ is the oriented angle between the $x_{1}$ axis and the tangent vector $t$ to $\partial \Omega$ as displayed in Figure 1, Since $\dot{\boldsymbol{x}}=t=(\cos \psi, \sin \psi)$, it holds that

$$
-\chi=\dot{\boldsymbol{x}}_{1}(\varphi) \ddot{\boldsymbol{x}}_{2}(\varphi)-\ddot{\boldsymbol{x}}_{1}(\varphi) \dot{\boldsymbol{x}}_{2}(\varphi)=\left(\cos ^{2} \psi+\sin ^{2} \psi\right) d \psi / d \varphi=\dot{\psi}
$$

Let $\omega \in \mathcal{C}^{1}([0, L])$ denote the oriented angle (modulo $2 \pi$ ) between the $x_{1}$ axis and $\ell$. Then, obviously, $\psi=\omega+\pi / 2-\vartheta$ as well as $\dot{\omega}=\dot{\vartheta}+\dot{\psi}=\dot{\vartheta}-\chi$. On the other hand, $\ell=(\cos \omega, \sin \omega)$ implies $\dot{\omega}=\dot{\ell}_{2} \ell_{1}-\dot{\ell}_{1} \ell_{2}$, and comparing the two expressions obtained for $\dot{\omega}$ proves (2.2).


Figure 1. Illustration of the geometric setting.
In what follows, the vector field $\ell^{\perp}$ is defined as $\ell^{\perp}:=\left(-\ell_{2}, \ell_{1}\right)$. For a vector field $w$, the notation $w_{\ell}=w \cdot \ell$ and $w_{\perp}=w \cdot \ell^{\perp}$ abbreviates

$$
\begin{aligned}
w_{\ell}(\varphi) & =w_{1}(\boldsymbol{x}(\varphi)) \ell_{1}(\varphi)+w_{2}(\boldsymbol{x}(\varphi)) \ell_{2}(\varphi) \\
\text { and } \quad w_{\perp}(\varphi) & =w_{2}(\boldsymbol{x}(\varphi)) \ell_{1}(\varphi)-w_{1}(\boldsymbol{x}(\varphi)) \ell_{2}(\varphi) \quad \text { for all } \varphi \in[0, L] .
\end{aligned}
$$

Remark 2.1 (convention on notation). Although $\ell$ is formally defined as function over the interval $[0, L]$, it can be identified with a function on $\partial \Omega$. Notation like $\ell(\boldsymbol{x}(\varphi))$ instead of $\ell(\varphi)$ will sometimes be used. This is often advantageous, for example, when the product of $\ell$ with functions defined on $\partial \Omega$ is considered.

The following lemma generalizes [22, Lemma 1.5.5] which therein is crucial for the analysis of well-posedness of (1.1). The refined result is essential for the stabilization technique utilized in the numerical scheme.

Lemma 2.2. Any $w \in H^{1}\left(\Omega ; \mathbb{R}^{2}\right)$ that is piecewise smooth with respect to a given triangulation $\mathcal{T}$ (with curved elements) of $\bar{\Omega}$ satisfies

$$
2 \int_{\Omega}\left(\partial_{1} w_{1} \partial_{2} w_{2}-\partial_{2} w_{1} \partial_{1} w_{2}\right) d x=\int_{0}^{L}|w|^{2}(\dot{\vartheta}-\chi) d \varphi-2 \int_{0}^{L} \dot{w}_{\ell} w_{\perp} d \varphi
$$

Proof. The proof is postponed to Appendix A.
Define the space

$$
\begin{equation*}
W^{\ell}:=\left\{v \in H^{1}\left(\Omega ; \mathbb{R}^{2}\right): v \cdot \ell \text { is constant on } \partial \Omega\right\} \tag{2.3}
\end{equation*}
$$

The following result generalizes the classical Miranda-Talenti estimate, which reads $\left\|D^{2} u\right\|_{L^{2}(\Omega)} \leq\|\Delta u\|_{L^{2}(\Omega)}$ for all functions $u \in H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$ on polytopes as well as on convex domains. The additional terms involve quantities related to $\ell$ and the curvature of $\partial \Omega$.

Corollary 2.3 (generalized Miranda-Talenti estimate). Let $v \in W^{\ell}$ and let $v_{h} \in$ $H^{1}\left(\Omega ; \mathbb{R}^{2}\right)$ be piecewise smooth with respect to a given triangulation $\mathcal{T}$ of $\bar{\Omega}$. Then $w:=v+v_{h}$ satisfies

$$
\|D w\|_{L^{2}(\Omega)}^{2}=\|\operatorname{div} w\|_{L^{2}(\Omega)}^{2}+\|\operatorname{rot} w\|_{L^{2}(\Omega)}^{2}-\int_{0}^{L}|w|^{2}(\dot{\vartheta}-\chi) d \varphi+2 \int_{0}^{L} \dot{w}_{\ell} w_{\perp} d \varphi
$$

If $\dot{\vartheta}-\chi \geq 0$ on $[0, L]$, then

$$
\begin{equation*}
\|D w\|_{L^{2}(\Omega)}^{2} \leq\|\operatorname{div} w\|_{L^{2}(\Omega)}^{2}+\|\operatorname{rot} w\|_{L^{2}(\Omega)}^{2}+2 \int_{0}^{L} \dot{w}_{\ell} w_{\perp} d \varphi \tag{2.4}
\end{equation*}
$$

Proof. For piecewise smooth $w$, this follows from combining the pointwise identity

$$
|D w|^{2}=|\operatorname{div} w|^{2}+|\operatorname{rot} w|^{2}-2\left(\partial_{1} w_{1} \partial_{2} w_{2}-\partial_{2} w_{1} \partial_{1} w_{2}\right)
$$

with Lemma 2.2. The general case follows from an approximation argument. Indeed, any $v \in H^{1}\left(\Omega ; \mathbb{R}^{2}\right)$ such that $v \cdot \ell=c$ is constant can be approximated in the $H^{1}$ norm by piecewise affine and globally continuous functions $\left(\mu_{n}\right)_{n \geq 0}$ on a sequence of meshes $\mathcal{T}_{n}$ satisfying $\left(\mu_{n} \cdot \ell\right)(z)=c$ at all boundary vertices $\bar{z}$ of the triangulation $\mathcal{T}_{n}$ (as constructed in Proposition 4.7 below). The inverse and the trace inequality show that the boundary term vanishes in the limit. Such arguments are discussed in more detail in the proof of Lemma 2.4 below. This establishes the claimed estimate for functions of the type $w=v+v_{h}$.

The subsequent result is a Poincaré-Friedrichs-type inequality. It generalizes [22, Lemma 1.5.8] and, moreover, states how the involved constant depends on the data.

Lemma 2.4 (Poincaré-Friedrichs inequality). Let $v \in W^{\ell}$ and let $v_{h} \in H^{1}\left(\Omega ; \mathbb{R}^{2}\right)$ be piecewise smooth with respect to a given triangulation $\mathcal{T}$ of $\bar{\Omega}$. If $\dot{\vartheta}-\chi>0$ on $[0, L]$, then $w:=v+v_{h}$ satisfies

$$
\|w\|_{L^{2}(\Omega)}^{2} \leq C(\Omega, \ell)\left(\|\operatorname{div} w\|_{L^{2}(\Omega)}^{2}+\|\operatorname{rot} w\|_{L^{2}(\Omega)}^{2}+2 \int_{0}^{L} \dot{w}_{\ell} w_{\perp} d \varphi\right)
$$

for the constant

$$
C(\Omega, \ell):=\frac{4 \operatorname{diam}(\Omega)^{2}}{\min \left\{1,2 \operatorname{diam}(\Omega) \min _{\varphi \in[0, T]}(\dot{\vartheta}-\chi)\right\}} .
$$

Proof. Assume, without loss of generality, that $0 \in \Omega$ so that $\max \left\{\left|x_{1}\right|,\left|x_{2}\right|\right\} \leq$ $\operatorname{diam}(\Omega)$. Then, an elementary calculation reveals the pointwise relation

$$
\begin{equation*}
|w|^{2}=\operatorname{div}\binom{x_{1} w_{1}^{2}}{x_{2} w_{2}^{2}}-2\left(x_{1} w_{1} \partial_{1} w_{1}+x_{2} w_{2} \partial_{2} w_{2}\right) \tag{2.5}
\end{equation*}
$$

The fact that $\max \left\{\left|x_{1}\right|,\left|x_{2}\right|\right\} \leq \operatorname{diam}(\Omega)$ together with Young's inequality

$$
2 \operatorname{diam}(\Omega) a b \leq 2^{-1} a^{2}+2 \operatorname{diam}(\Omega)^{2} b^{2} \quad \text { for any } a, b \geq 0
$$

show that

$$
\begin{align*}
\left|2\left(x_{1} w_{1} \partial_{1} w_{1}+x_{2} w_{2} \partial_{2} w_{2}\right)\right| & \leq 2 \operatorname{diam}(\Omega)\left(\left|w_{1}\right|\left|\partial_{1} w_{1}\right|+\left|w_{2}\right|\left|\partial_{2} w_{2}\right|\right) \\
& \leq 2^{-1}|w|^{2}+2 \operatorname{diam}(\Omega)^{2}|D w|^{2} \tag{2.6}
\end{align*}
$$

Integrating (2.5) over $\Omega$, applying the divergence theorem, and then applying (2.6), results in

$$
\begin{aligned}
\frac{1}{2}\|w\|_{L^{2}(\Omega)}^{2} & \leq \int_{\partial \Omega}\binom{x_{1} w_{1}^{2}}{x_{2} w_{2}^{2}} \cdot \nu d s+2 \operatorname{diam}(\Omega)^{2}\|D w\|_{L^{2}(\Omega)}^{2} \\
& \leq \operatorname{diam}(\Omega)\|w\|_{L^{2}(\partial \Omega)}^{2}+2 \operatorname{diam}(\Omega)^{2}\|D w\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\|w\|_{L^{2}(\Omega)}^{2} \leq 2 \operatorname{diam}(\Omega)\|w\|_{L^{2}(\partial \Omega)}^{2}+4 \operatorname{diam}(\Omega)^{2}\|D w\|_{L^{2}(\Omega)}^{2} \tag{2.7}
\end{equation*}
$$

Let

$$
\kappa:=\min \left\{1,2 \operatorname{diam}(\Omega) \min _{\varphi \in[0, T]}(\dot{\vartheta}-\chi)\right\}
$$

Then $\kappa \leq 1$ and, therefore, estimate (2.4) from Corollary 2.3 leads to

$$
\begin{aligned}
\|D w\|_{L^{2}(\Omega)}^{2} & \leq \kappa^{-1}\|D w\|_{L^{2}(\Omega)}^{2} \\
& \leq \kappa^{-1}\left(\|\operatorname{div} w\|_{L^{2}(\Omega)}^{2}+\|\operatorname{rot} w\|_{L^{2}(\Omega)}^{2}+2 \int_{0}^{L} \dot{w}_{\ell} w_{\perp} d \varphi\right) \\
& -\|w\|_{L^{2}(\partial \Omega)}^{2} \frac{\min _{\varphi \in[0, T]}(\dot{\vartheta}-\chi)}{\kappa}
\end{aligned}
$$

The definition of $\kappa$ implies that $\min _{\varphi \in[0, T]}(\dot{\vartheta}-\chi) / \kappa \geq(2 \operatorname{diam}(\Omega))^{-1}$, which shows

$$
\|D w\|_{L^{2}(\Omega)}^{2} \leq \kappa^{-1}\left(\|\operatorname{div} w\|_{L^{2}(\Omega)}^{2}+\|\operatorname{rot} w\|_{L^{2}(\Omega)}^{2}+2 \int_{0}^{L} \dot{w}_{\ell} w_{\perp} d \varphi\right)-\frac{\|w\|_{L^{2}(\partial \Omega)}^{2}}{2 \operatorname{diam}(\Omega)}
$$

The multiplication with $4 \operatorname{diam}(\Omega)^{2}$ and the combination with (2.7) conclude the proof.

Remark 2.5. Corollary 2.3 and Lemma 2.4 can alternatively be proved through density arguments. In that case, however, the arising boundary integrals have to be understood as duality pairings. The stated versions for the sum of $v \in W^{\ell}$ (and thus $\dot{v}=0$ along $\partial \Omega$ ) and a piecewise smooth function $v_{h}$ circumvent these technicalities while still covering the relevant class of functions arising as finite element errors.

## 3. The model problem and its variational formulation

The well-posedness result involves an additional condition on the winding number of $\ell$, namely

$$
\begin{equation*}
\frac{\vartheta(L)-\vartheta(0)}{2 \pi}=0 . \tag{3.1}
\end{equation*}
$$

This means that, in total, $\ell$ does not perform a turn around the normal $\nu$. The result from [22] reads as follows.

Proposition 3.1. Let $A \in L^{\infty}\left(\Omega ; \mathbb{R}^{2 \times 2}\right)$ satisfy the uniform ellipticity (1.2), let $\partial \Omega$ be of class $\mathcal{C}^{2}$ and $\ell$ of class $\mathcal{C}^{1}$. Furthermore, let $\dot{\vartheta}-\chi>0$ on $\partial \Omega$ and (3.1) be satisfied. Then, for given $f \in L^{2}(\Omega)$, problem (1.1) has a unique solution $u \in H^{2}(\Omega) \cap L_{0}^{2}(\Omega)$.

Proof. For a proof, see [22, Proposition 1.5.13].
In view of Proposition 3.1 the following assumption on the data is made.
Assumption 3.2. The data $A \in L^{\infty}\left(\Omega ; \mathbb{R}^{2 \times 2}\right)$ satisfies (1.2), The boundary $\partial \Omega$ is of class $\mathcal{C}^{2}$. The unit vector field $\ell$ on $\partial \Omega$ is of class $\mathcal{C}^{2}$. Furthermore, $\dot{\vartheta}-\chi>0$ on $\partial \Omega$ and (3.1) is satisfied.

Remark 3.3. The well-posedness of the model merely requires $\mathcal{C}^{1}$ regularity of $\ell$; see Proposition [3.1. The higher regularity of $\ell$ in Assumption 3.2 will be required for the analysis of the numerical method in $\$ 4$

As proposed in [15], (1.1) is replaced by an equivalent mixed problem. Recall the space $W^{\ell}$ from (2.3). With the same reasoning as in [14, 15] it is verified that $\nabla u$ is characterized as the unique field $w \in W^{\ell}$ with $\operatorname{rot} w=0$ and $A: D w=f$ in $\Omega$. In order to state these relations in a mixed system, a suitable space $Q$ of Lagrange multipliers is required. In 15 the boundary condition was such that the operator rot was surjective onto the space of all $L^{2}$ function with vanishing average. In the present case, the operator rot : $W^{\ell} \rightarrow L^{2}(\Omega)$ is surjective onto the whole $L^{2}(\Omega)$.

Lemma 3.4. There exists a constant $\beta_{1}>0$ (depending on $\ell$ ) such that for any $q \in L^{2}(\Omega)$ there exists $v \in W^{\ell}$ with rot $v=q$ and $\|D v\|_{L^{2}(\Omega)} \leq \beta_{1}^{-1}\|q\|_{L^{2}(\Omega)}$.

Proof. The author believes that the proof is essentially known. For completeness, it is shown in Appendix B

The variational formulation of (1.1) is based on a proper choice of test functions. Define the test-function operators

$$
\begin{equation*}
\tau^{\mathrm{NS}}(\phi):=\gamma \operatorname{div} \phi \quad \text { and } \quad \tau^{\mathrm{LS}}(\phi):=A: D \phi \quad \text { for any } \phi \in H^{1}\left(\Omega ; \mathbb{R}^{2}\right) \tag{3.2}
\end{equation*}
$$

for

$$
\begin{equation*}
\gamma:=\frac{\operatorname{tr}(A)}{|A|^{2}} \tag{3.3}
\end{equation*}
$$

The operator $\tau^{\mathrm{NS}}$ was proposed in [29] (NS abbreviates "nonsymmetric") while the choice $\tau^{\mathrm{LS}}$ is from [15] (LS abbreviates "least squares"). These operators are used to state well-posed variational formulations on the continuous level. In the case of Dirichlet boundary conditions, the choice $\tau^{\text {LS }}$ leads to a symmetric system matrix in a finite element discretization while $\tau^{\mathrm{NS}}$ is better suited for the application to nonlinear problems [16, 30] because the test functions are independent of the differential operator in nondivergence form.

Recall the definition of $W^{\ell}$ and define the space

$$
Q:=L^{2}(\Omega)
$$

Define the bilinear forms $a_{\tau}: W^{\ell} \times W^{\ell} \rightarrow \mathbb{R}\left(\right.$ for $\tau=\tau^{\mathrm{NS}}$ or $\tau=\tau^{\mathrm{LS}}$ defined in (3.2)) and $b: W^{\ell} \times Q \rightarrow \mathbb{R}$ by

$$
\begin{aligned}
a_{\tau}(v, z) & :=(A: D v, \tau(z))_{L^{2}(\Omega)} & & \text { for any }(v, z) \in W^{\ell} \times W^{\ell} \\
b(v, q) & :=(\operatorname{rot} v, q)_{L^{2}(\Omega)} & & \text { for any }(v, q) \in W^{\ell} \times Q .
\end{aligned}
$$

In view of Lemma 3.4, there exists a constant $\beta>0$ such that the following inf-sup condition is satisfied

$$
\begin{equation*}
\beta \leq \inf _{q \in L^{2}(\Omega) \backslash\{0\}} \sup _{v \in W^{\ell} \backslash\{0\}} \frac{b(v, q)}{\|D v\|_{L^{2}(\Omega)}\|q\|_{L^{2}(\Omega)}} \tag{3.4}
\end{equation*}
$$

Recall the definition $\tilde{H}^{1}(\Omega):=H^{1}(\Omega) \cap L_{0}^{2}(\Omega)$. The general mixed formulation of (1.1) is to seek $(u, w, p) \in \tilde{H}^{1}(\Omega) \times W^{\ell} \times Q$ such that

$$
\begin{align*}
(\nabla u, \nabla \eta)_{L^{2}(\Omega)} & =(w, \nabla \eta)_{L^{2}(\Omega)} & & \text { for all } \eta \in \tilde{H}^{1}(\Omega),  \tag{3.5a}\\
a_{\tau}(w, v)+b(v, p) & =(f, \tau(v))_{L^{2}(\Omega)} & & \text { for all } v \in W^{\ell},  \tag{3.5b}\\
b(w, q) & =0 & & \text { for all } q \in Q . \tag{3.5c}
\end{align*}
$$

The structure of system (3.5) resembles that considered in [15]; the difference being that (3.5a) is a Neumann problem.

Remark 3.5. System (3.5) is more general than required for the treatment of the model problem (1.1). While it covers the case of more general fourth-order differential operators (see Remark 4.16 for comments), it will turn out below that for (1.1) the choice $Q=\{0\}$ and a suitable stabilization are sufficient.

Proposition 3.6. Let Assumption 3.2 be satisfied. Then there exists a unique solution $(u, w, p) \in \tilde{H}^{1}(\Omega) \times W^{\ell} \times Q$ satisfying (3.5). Moreover, $w=\nabla u$ and $u$ is the unique solution to (1.1).

Proof. It is first shown that $a_{\tau}$ is coercive on the kernel of $b$, that is, on the subspace of $W^{\ell}$ satisfying rot $=0$. It is known [22, 29] that the Cordes condition (1.3) implies almost everywhere in $\Omega$ that

$$
\begin{equation*}
\left|\gamma A-I_{d \times d}\right| \leq \sqrt{1-\varepsilon} \tag{3.6}
\end{equation*}
$$

with $\gamma$ from (3.3). Then, for $\tau=\tau^{\mathrm{NS}}$ and any $v \in W^{\ell}$ with $\operatorname{rot} v=0$, the triangle and Cauchy inequalities together with (2.4) from Corollary 2.3 show that

$$
\begin{aligned}
&(A: D v, \tau(v))_{L^{2}(\Omega)}=(A: D v, \gamma \operatorname{div} v)_{L^{2}(\Omega)} \\
& \quad=\|\operatorname{div} v\|_{L^{2}(\Omega)}^{2}+\left(\left(\gamma A-I_{2 \times 2}\right): D v, \operatorname{div} v\right)_{L^{2}(\Omega)} \\
& \quad \geq(1-\sqrt{1-\varepsilon})\|\operatorname{div} v\|_{L^{2}(\Omega)}^{2} \geq(1-\sqrt{1-\varepsilon})\|D v\|_{L^{2}(\Omega)}^{2} .
\end{aligned}
$$

Similarly, for $\tau=\tau^{\mathrm{LS}}$, the combination of elementary estimates with (3.6) and (2.4) proves that

$$
\begin{aligned}
& \|\gamma\|_{L^{\infty}(\Omega)}^{2}(A: D v, \tau(v))_{L^{2}(\Omega)}=\|\gamma\|_{L^{\infty}(\Omega)}^{2}\|A: D v\|_{L^{2}(\Omega)}^{2} \geq\|\gamma A: D v\|_{L^{2}(\Omega)}^{2} \\
& \quad \geq\left(\|\operatorname{div} v\|_{L^{2}(\Omega)}-\left\|\left(\gamma A-I_{2 \times 2}\right): D v\right\|_{L^{2}(\Omega)}\right)^{2} \geq(1-\sqrt{1-\varepsilon})^{2}\|D v\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

Thus, $a_{\tau}$ is coercive on the kernel of $b$ and the well-posedness of (3.5b)-(3.5c) follows with standard arguments 3 from the theory of saddle-point problems because (3.4) is satisfied. Since $\operatorname{rot} w=0$ and the domain $\Omega$ is simply-connected, $w$ equals the gradient of an $H^{1}$ function which is unique up to an additive constant. The well-posed Neumann problem (3.5a) minimizes $\|\nabla v-w\|_{L^{2}(\Omega)}$ over all functions $v \in \tilde{H}^{1}(\Omega)$, whence $\nabla u=w$. Hence, the unique existence of a solution to (3.5) is shown. Moreover, $u \in \tilde{H}^{1}(\Omega) \cap H^{2}(\Omega)$. For $\tau=\tau^{\mathrm{NS}}$, equations (3.5b)-(3.5c), in particular, imply

$$
\left(A: D^{2} u, \gamma \Delta \eta\right)_{L^{2}(\Omega)}=(f, \gamma \Delta \eta)_{L^{2}(\Omega)} \quad \text { for all } \eta \in \tilde{H}^{1}(\Omega) \cap H^{2}(\Omega)
$$

(because in (3.5b) every test-function $v$ in the kernel of $b$ is the gradient of some $\left.\eta \in \tilde{H}^{1}(\Omega) \cap H^{2}(\Omega)\right)$. But since Proposition 3.1 with $A=I_{2 \times 2}$ implies that $\Delta$ and so $\gamma \Delta$ is surjective from $\tilde{H}^{1}(\Omega) \cap H^{2}(\Omega)$ to $L^{2}(\Omega)$, the identity $A: D^{2} u=f$ a.e. in $\Omega$ follows (such arguments were first utilized by [29]). The boundary condition " $w \cdot \ell$ is constant" implies that $\nabla u \cdot \ell$ is constant, and so $u$ is the solution to (1.1), which is unique by Proposition 3.1. For $\tau=\tau^{\text {LS }}$, it can be seen that $w=\nabla u$ and $u$ minimizes $\|A: D u-f\|_{L^{2}(\Omega)}$ amongst all functions in $\tilde{H}^{1}(\Omega) \cap H^{2}(\Omega)$ with $\nabla u \cdot \ell=$ constant .

As mentioned in Remark 3.5, the special structure of the right-hand side in (3.5b) enables an even simpler formulation without Lagrange multipliers. The mixed formulation (3.5) is based on a saddle-point formulation and covers the case of very general right-hand sides. In the present model problem, the right-hand side of the saddle-point problem has a very special structure and it enforces strong $L^{2}$ equality of the PDE. This is the reason why the multiplier $p$ equals zero in this case. The proof of Proposition 3.6 revealed that the test function operator $\tau=\tau^{\text {NS }}$ or $\tau=\tau^{\mathrm{LS}}$ is surjective onto $L^{2}(\Omega)$. Thus, in (3.5b), the multiplier $p$ equals zero and (3.5b) is satisfied for all test functions $v \in W^{\ell}$. This proves that

$$
\begin{align*}
(\nabla u, \nabla \eta)_{L^{2}(\Omega)} & =(w, \nabla \eta)_{L^{2}(\Omega)}  \tag{3.7a}\\
a_{\tau}(w, v)+\sigma^{\tau}(\gamma, \varepsilon)^{2}(\operatorname{rot} w, \operatorname{rot} v)_{L^{2}(\Omega)} & =(f, \tau(v))_{L^{2}(\Omega)} \tag{3.7b}
\end{align*}
$$

for all $\eta \in \tilde{H}^{1}(\Omega)$ and all $v \in W^{\ell}$ admits a unique solution $(u, w) \in \tilde{H}^{1}(\Omega) \times W^{\ell}$. Here, $\sigma^{\tau}(\gamma, \varepsilon)$ is a stabilization parameter defined in (4.4) below. This gives rise to numerical schemes with a positive definite formulation. Although both formulations may be discretized with similar techniques, the numerical scheme presented here will rely on the positive definite formulation (3.7). For the more general case, the reader is referred to [15] for the Dirichlet problem and to the discussion on more general fourth-order problems in Remark 4.16 below. In order to filter out elements in the kernel, a stabilized or enriched bilinear form $\tilde{a}_{\tau}$ will be employed below. A second reason for utilizing a stabilization is that the scheme proposed here is nonconforming.

## 4. Finite element discretization

This section presents the numerical scheme for approximating (3.7). Throughout this section, it is assumed that the data $A, \partial \Omega$, and $\ell$ satisfy Assumption 3.2 .
4.1. Curved finite elements. There are various methods for approximating partial differential equations posed on curved domains with polygonal or isoparametric finite elements 4, 5]. In this article, curved finite elements are employed. The reason is that, for the class of discontinuous coefficients considered here, the solutions are not expected to exhibit the smoothness that would be required for controlling the error caused by the approximation of the domain. The planar domain $\Omega$ is regularly tesselated with a family $\mathcal{T}$ of triangles having at most one truly curved edge. It is assumed that the union of all curved edges is a subset of $\partial \Omega$ so that any triangle whose interior lies inside $\Omega$ has straight edges. A formal definition of a curved triangle is as follows.

Definition 4.1 (curved triangle). A closed Lipschitz domain $T \subseteq \mathbb{R}^{2}$ is called a curved triangle, if the following is satisfied. There exist three points $\left(z_{1}, z_{2}, z_{3}\right) \in T^{3}$ that are not collinear (and so $\operatorname{conv}\left\{z_{1}, z_{2}, z_{3}\right\}$ is a triangle). There exists a planar curve $\Gamma \subseteq \mathbb{R}^{2}$ connecting $z_{2}$ with $z_{3}$ that can be represented as the graph of a $\mathcal{C}^{2}$ function over $E_{2,3}:=\operatorname{conv}\left\{z_{2}, z_{3}\right\}$. The domain $T$ is the bounded connectivity component of

$$
\mathbb{R}^{2} \backslash\left(\operatorname{conv}\left\{z_{1}, z_{2}\right\} \cup \Gamma \cup \operatorname{conv}\left\{z_{3}, z_{1}\right\}\right)
$$

The points $z_{1}, z_{2}, z_{3}$ are called the vertices of $T$. The sets

$$
\operatorname{conv}\left\{z_{1}, z_{2}\right\}, \quad \Gamma, \quad \operatorname{conv}\left\{z_{3}, z_{1}\right\}
$$

are called the edges of $T$.
Let $\mathcal{T}$ denote a regular triangulation of (possibly curved) finite elements. The set of vertices is denoted by $\mathcal{N}$, and $\mathcal{N}(\Omega):=\mathcal{N} \cap \Omega$ is the set of interior vertices while $\mathcal{N}(\partial \Omega)$ denotes the vertices on the boundary. The set of faces reads $\mathcal{F}$; the set of faces that are subsets of the boundary reads $\mathcal{F}(\partial \Omega)$. For any $F \in \mathcal{F}$, let $h_{F}$ denote its length. For any $T \in \mathcal{T}$, denote $h_{T}:=\operatorname{diam}(T)$ and let $h:=h_{\mathcal{T}}$ denote the piecewise constant mesh-size function with $\left.h\right|_{T}=h_{T}$.

The triangulation $\mathcal{T}$ is assumed to satisfy the following admissibility conditions.
Definition 4.2 (admissible triangulation). A collection $\mathcal{T}$ of curved triangles is said to be an admissible triangulation of $\Omega$ if it is a regular triangulation, each triangle is star-shaped with respect to a ball, and every edge $E$ with $E \nsubseteq \partial \Omega$ is a straight line. An example triangulation is displayed in Figure 2,


Figure 2. An admissible triangulation with curved elements of an ellipse.

Definition 4.3 (shape regularity, cf. [5]). Let $\mathcal{T}$ be an admissible triangulation of $\Omega$. The smallest constant $\rho>0$ such that for any $T \in \mathcal{T}$
(i) there exist concentric circular discs $D_{1}, D_{2}$ such that $D_{1} \subseteq T \subseteq D_{2}$ and

$$
\frac{\operatorname{diam}\left(D_{2}\right)}{\operatorname{diam}\left(D_{1}\right)} \leq \rho
$$

(ii) any two edges $F, F^{\prime}$ of $T$ satisfy

$$
\frac{\operatorname{length}(F)}{\operatorname{length}\left(F^{\prime}\right)} \leq \rho
$$

is called the shape-regularity constant.
Definition 4.4 (inscribed triangles). Let $T$ be a curved triangle with vertices $z_{1}$, $z_{2}, z_{3}$ and the two non-curved edges conv $\left\{z_{1}, z_{2}\right\}$ and $\operatorname{conv}\left\{z_{3}, z_{1}\right\}$ (convention as in Definition 4.1). Let $\zeta_{1} \in \operatorname{conv}\left\{z_{3}, z_{1}\right\}$ and $\zeta_{2} \in \operatorname{conv}\left\{z_{1}, z_{2}\right\}$ be such that

$$
K_{1}:=\operatorname{conv}\left\{z_{1}, z_{2}, \zeta_{1}\right\} \subseteq T \quad \text { and } \quad K_{2}:=\operatorname{conv}\left\{z_{3}, z_{1}, \zeta_{2}\right\} \subseteq T
$$

and the area of $K_{1}$ and $K_{2}$ is maximal. Then $K_{1}, K_{2}$ are called the maximal inscribed triangles of $T$. See Figure 3 for an illustration.


Figure 3. Maximal inscribed triangles; illustration to Definition 4.4 .

Lemma 4.5 (stability of $L^{2}$ projection). Let $T$ be a curved triangle, let $v \in$ $H^{1}(\operatorname{int}(T))$ and let $p_{1}$ be the $L^{2}(T)$-best approximating affine function. There exists a constant that only depends on the shape regularity of $T$ and its maximal inscribed triangles as well as on the chunkiness parameter of $T$, such that

$$
\left\|D p_{1}\right\|_{L^{2}(T)} \leq C\|D v\|_{L^{2}(T)}
$$

Proof. Since $D p_{1}$ is constant over $T$, the shape regularity shows for any $K^{i n}$ of the maximal inscribed triangles that

$$
\left\|D p_{1}\right\|_{L^{2}(T)} \lesssim\left\|D p_{1}\right\|_{L^{2}\left(K^{i n}\right)}
$$

Let $M_{v}:=f_{T} v d x$ denote the mean of $v$ over $T$. The well-known inverse estimate on triangles [5] with constants only dependent on the interior angles of $K^{\text {in }}$ leads to

$$
\begin{aligned}
\left\|D p_{1}\right\|_{L^{2}\left(K^{i n}\right)} & =\left\|D\left(p_{1}-M_{v}\right)\right\|_{L^{2}\left(K^{i n}\right)} \\
& \lesssim h_{T}^{-1}\left\|p_{1}-M_{v}\right\|_{L^{2}\left(K^{i n}\right)} \leq h_{T}^{-1}\left\|p_{1}-M_{v}\right\|_{L^{2}(T)}
\end{aligned}
$$

Since $p_{1}-M_{v}$ is the $L^{2}(T)$-best approximation to $v-M_{v}$, the $L^{2}$ stability of the $L^{2}$ projection and the foregoing formulas result in

$$
\left\|D p_{1}\right\|_{L^{2}(T)} \lesssim h_{T}^{-1}\left\|v-M_{v}\right\|_{L^{2}(T)}
$$

The proof is concluded with the Poincaré inequality, whose constant is known to be only dependent on the domain's chunkiness parameter [5, Lemma 4.3.14].

Unlike in the case of parametric finite elements 4], the discrete spaces employed here are based on polynomials on the physical elements. Given a nonnegative integer $k$, the piecewise polynomial function over $\omega \subseteq \mathbb{R}^{2}$ of degree not larger than $k$ are denoted by $P_{k}(\omega)$. The piecewise polynomial spaces read

$$
\begin{aligned}
& P_{k}(\mathcal{T}):=\left\{v \in L^{1}(\Omega):\left.v\right|_{T} \in P_{k}(T) \text { for any } T \in \mathcal{T}\right\} \\
& S^{k}(\mathcal{T}):=P_{k}(\mathcal{T}) \cap H^{1}(\Omega)
\end{aligned}
$$

with the usual notation $P_{k}\left(\mathcal{T} ; \mathbb{R}^{2}\right), S^{k}\left(\mathcal{T} ; \mathbb{R}^{2}\right)$, etc., for vector-valued functions. For simplicity, the discretization method proposed here is based on curvilinear $P_{1}$ finite elements. For more general versions of curved finite elements the reader is referred to [5] and [28]. The discrete space $W_{h}^{\ell}$ is the following subspace of the continuous and piecewise affine fields

$$
W_{h}^{\ell}:=\left\{v \in S^{1}\left(\mathcal{T} ; \mathbb{R}^{2}\right): \begin{array}{l}
\text { there exists } c_{v} \in \mathbb{R} \text { such that }  \tag{4.1}\\
v(z) \cdot \ell(z)=c_{v} \text { for all } z \in \mathcal{N}(\partial \Omega)
\end{array}\right\} .
$$

Recall that the set of boundary vertices is denoted by $\mathcal{N}(\partial \Omega)$. Note that the approximation $W_{h}^{\ell}$ of $W^{\ell}$ is generally be nonconforming in the sense that $W_{h}^{\ell} \nsubseteq W^{\ell}$. Indeed, the property that $v \cdot \ell$ is constant on the boundary will typically fail to hold. Approximation properties of $W_{h}^{\ell}$ can be derived through quasi-interpolation operators, which have been studied since the seminal work of [7]. For the present analysis, the Oswald quasi-interpolation operator 25 is chosen. The operator $J$ : $W^{\ell} \rightarrow W_{h}^{\ell}$ is defined as follows. Given $v \in W^{\ell}$, let $\Pi v \in P_{1}\left(\mathcal{T} ; \mathbb{R}^{2}\right)$ denote its $L^{2}$ best approximation by piecewise affine (possibly globally discontinuous) functions. For any interior vertex $z \in \mathcal{N}(\Omega)$ of the triangulation define

$$
\begin{equation*}
(J v)(z):=\left.\frac{1}{\operatorname{card}(\{T \in \mathcal{T}: z \in T\})} \sum_{\substack{T \in \mathcal{T} \\ \text { with } \\ z \in T}}(\Pi v)\right|_{T}(z) \tag{4.2a}
\end{equation*}
$$

For any vertex $z \in \mathcal{N}(\partial \Omega)$ on the boundary, let

$$
\begin{equation*}
(J v)(z) \cdot \ell^{\perp}(z):=\left.\frac{1}{\operatorname{card}(\{T \in \mathcal{T}: z \in T\})} \sum_{\substack{T \in \mathcal{T} \\ \text { with } z \in T}}(\Pi v)\right|_{T}(z) \cdot \ell^{\perp}(z) \tag{4.2b}
\end{equation*}
$$

$$
\text { and } \quad(J v)(z) \cdot \ell(z):=v(z) \cdot \ell(z)
$$

(recall that $v \cdot \ell$ is constant on the boundary, which gives a meaning to the expression $v(z) \cdot \ell(z))$. In other words, $J$ is the concatenation of $\Pi$ with the averaging operator that assigns to each vertex the arithmetic mean of the corresponding function values of the neighboring cells while enforcing the discrete boundary condition of $W_{h}^{\ell}$.

Remark 4.6 (compactness arguments). Some of the estimates derived in this section are not explicitly quantified in dependence of the geometry. This is the case when compactness arguments involving curved elements are utilized. Those steps will be clearly marked in the proofs.

The next result states local stability and approximation estimates for the operator $J$.

Proposition 4.7. The operator $J: W^{\ell} \rightarrow W_{h}^{\ell}$ is a projection, i.e., $J \circ J=J$. There is a constant $C_{J}>0$ such that any $v \in W^{\ell}$ and any $T \in \mathcal{T}$ satisfy

$$
h_{T}^{-1}\|v-J v\|_{L^{2}(T)}+\|D J v\|_{L^{2}(T)} \leq C_{J}\|D v\|_{L^{2}\left(\omega_{T}\right)}
$$

and

$$
\|J v\|_{L^{2}(T)} \leq C_{J}\|v\|_{L^{2}\left(\omega_{T}\right)}
$$

for the element patch $\omega_{T}$, that is the interior of the union of all triangles of $\mathcal{T}$ having a nonempty intersection with T. Moreover, the following global best approximation property holds:

$$
\|D(v-J v)\|_{L^{2}(\Omega)} \lesssim \inf _{v_{h} \in W_{h}^{\ell}}\left\|D\left(v-v_{h}\right)\right\|_{L^{2}(\Omega)}
$$

Proof. The proof, although in principle known [5, 8, is briefly sketched in Appendix C to illustrate on which quantities the involved constants depend.

Corollary 4.8 (approximation). Let $s \in[0,1]$ and let $v \in W^{\ell} \cap H^{1+s}\left(\Omega ; \mathbb{R}^{2}\right)$. Then

$$
\inf _{v_{h} \in W_{h}^{\ell}}\left\|D\left(v-v_{h}\right)\right\|_{L^{2}(\Omega)} \leq\|D(v-J v)\|_{L^{2}(\Omega)} \lesssim\|h\|_{\infty}^{s}\|v\|_{H^{1+s}(\Omega)}
$$

for the maximum mesh-size $\|h\|_{\infty}$.
Proof. For $s=0$, the stability from Proposition 4.7 proves $\|D(v-J v)\|_{L^{2}(\Omega)} \lesssim$ $\|v\|_{H^{1}(\Omega)}$ and, for $s=1$, the quasi-best approximation property of $J$ and wellknown approximation error estimates (e.g., through nodal interpolation [5]) guarantee $\|D(v-J v)\|_{L^{2}(\Omega)} \lesssim\|h\|_{\infty}\|v\|_{H^{2}(\Omega)}$. The dependence of the constant in the Bramble-Hilbert lemma on the chunkiness parameter is discussed in [5]. The claimed result then follows from standard operator interpolation theory [2,5].

A further important tool in the analysis of the proposed scheme is the following discrete Poincaré-Friedrichs inequality.

Lemma 4.9 (discrete Poincaré-Friedrichs inequality). Any $v_{h} \in W_{h}^{\ell}$ satisfies

$$
\left\|v_{h}\right\|_{L^{2}(\Omega)} \lesssim\left\|D v_{h}\right\|_{L^{2}(\Omega)}+\sqrt{\sum_{F \in \mathcal{F}(\partial \Omega)} h_{F}\left\|v_{h}\right\|_{L^{2}\left(T_{F}\right)}^{2}}
$$

where $T_{F}$ denotes the triangle adjacent to the boundary edge $F$. If the mesh is sufficiently fine, any $v_{h} \in W_{h}^{\ell}$ satisfies

$$
\begin{equation*}
\left\|v_{h}\right\|_{L^{2}(\Omega)} \lesssim\left\|D v_{h}\right\|_{L^{2}(\Omega)} \tag{4.3}
\end{equation*}
$$

Proof. Since, by Assumption 3.2, the data satisfies $\dot{\vartheta}-\chi>0$ along $\partial \Omega$, Lemma 2.4 applies and shows that

$$
\begin{aligned}
\left\|v_{h}\right\|_{L^{2}(\Omega)}^{2} & \lesssim\left\|D v_{h}\right\|_{L^{2}(\Omega)}^{2}+\int_{0}^{L} \dot{v}_{h, \ell} v_{h, \perp} d \varphi \\
& =\left\|D v_{h}\right\|_{L^{2}(\Omega)}^{2}+\sum_{F \in \mathcal{F}(\partial \Omega)} \int_{F} \partial_{s}\left(v_{h} \cdot \ell\right) v_{h} \cdot \ell^{\perp} d s
\end{aligned}
$$

Since the value of $v_{h} \cdot \ell$ coincides at all the boundary vertices, on any edge $F$ one can subtract a constant and, after having used the Cauchy inequality, employ the Poincaré inequality for both resulting terms to deduce

$$
\begin{aligned}
\int_{F} \partial_{s}\left(v_{h} \cdot \ell\right) v_{h} \cdot \ell^{\perp} d s & =\int_{F} \partial_{s}\left(v_{h} \cdot \ell\right)\left(v_{h} \cdot \ell^{\perp}-f_{F} v_{h} \cdot \ell^{\perp} d s\right) d s \\
& \lesssim h_{F}^{2}\left\|\partial_{s}^{2}\left(v_{h} \cdot \ell\right)\right\|_{L^{2}(F)}\left\|\partial_{s}\left(v_{h} \cdot \ell^{\perp}\right)\right\|_{L^{2}(F)}
\end{aligned}
$$

The product rule reveals

$$
\begin{aligned}
\left\|\partial_{s}^{2}\left(v_{h} \cdot \ell\right)\right\|_{L^{2}(F)} & \leq\left\|\left(\partial_{s}^{2} v_{h}\right) \cdot \ell\right\|_{L^{2}(F)}+2\left\|\partial_{s} v_{h} \cdot \partial_{s} \ell\right\|_{L^{2}(F)}+\left\|v_{h} \cdot \partial_{s}^{2} \ell\right\|_{L^{2}(F)} \\
& \lesssim\left\|D v_{h}\right\|_{L^{2}(F)}+\left\|v_{h}\right\|_{L^{2}(F)}
\end{aligned}
$$

where it has been used that $D^{2} v_{h}=0$. The involved constants depend on $\|\dot{\ell}\|_{L^{\infty}([0, T])}$ and $\|\ddot{\ell}\|_{L^{\infty}([0, T])}$ as well as on the maximal curvature $\|\ddot{\boldsymbol{x}}\|_{L^{\infty}([0, T])}$ of the boundary. Similarly,

$$
\left\|\partial_{s}\left(v_{h} \cdot \ell^{\perp}\right)\right\|_{L^{2}(F)} \lesssim\left\|D v_{h}\right\|_{L^{2}(F)}+\left\|v_{h}\right\|_{L^{2}(F)}
$$

Young's inequality therefore shows that

$$
\int_{F} \partial_{s}\left(v_{h} \cdot \ell\right) v_{h} \cdot \ell^{\perp} d s \lesssim h_{F}^{2}\left(\left\|v_{h}\right\|_{L^{2}(F)}^{2}+\left\|D v_{h}\right\|_{L^{2}(F)}^{2}\right)
$$

The trace inequality (note that $D v_{h}$ is piecewise constant) for the triangle $T_{F}$ adjacent to $F$ shows that this is bounded by

$$
h_{F}\left\|v_{h}\right\|_{L^{2}(T)}^{2}+\left(h_{F}^{3}+h_{F}\right)\left\|D v_{h}\right\|_{L^{2}\left(T_{F}\right)}^{2} \lesssim h_{T}\left(\left\|v_{h}\right\|_{L^{2}\left(T_{F}\right)}^{2}+\left\|D v_{h}\right\|_{L^{2}\left(T_{F}\right)}^{2}\right)
$$

Thus, the combination of the above estimates results in

$$
\left\|v_{h}\right\|_{L^{2}(\Omega)}^{2} \lesssim\left\|D v_{h}\right\|_{L^{2}(\Omega)}^{2}+\sum_{F \in \mathcal{F}(\partial \Omega)} h_{F}\left\|v_{h}\right\|_{L^{2}\left(T_{F}\right)}^{2} .
$$

This concludes the proof.
Remark 4.10 (on the constant in Lemma 4.9). Given any triangulation $\mathcal{T}$ with three boundary vertices $z_{1}, z_{2}, z_{3}$ such that $\ell\left(z_{j}\right)$ for $j=1,2,3$ are pairwise distinct, a compactness argument shows that an estimate of the form (4.3) is satisfied with a $\mathcal{T}$-dependent constant. In particular, if the considered class of triangulations consists of quasi-uniform refinements of a given initial mesh, only finitely many of those mesh-dependent constants arise until the meshes reach a certain fineness. Therefore, estimate (4.3) holds without mesh-size restrictions on families of quasiuniform refinements for which $\ell$ evaluated at the boundary vertices points in three distinct directions.
4.2. Numerical scheme and error estimates. Recall the operator $\tau$ from (3.2) and define the stabilization parameter

$$
\sigma^{\tau}(\gamma, \varepsilon):= \begin{cases}1 / \sqrt{2} & \text { if } \tau=\tau^{\mathrm{NS}}  \tag{4.4}\\ \frac{1}{\sqrt{2}\|\gamma\|_{L^{\infty}(\Omega)}} \sqrt{4-3 \varepsilon-2 \sqrt{1-\varepsilon}} & \text { if } \tau=\tau^{\mathrm{LS}}\end{cases}
$$

Define the following stabilized bilinear form $\tilde{a}_{\tau}$ on $\left(W^{\ell}+W_{h}^{\ell}\right) \times\left(W^{\ell}+W_{h}^{\ell}\right)$,

$$
\tilde{a}_{\tau}(v, z):=(A: D v, \tau(z))_{L^{2}(\Omega)}+\sigma^{\tau}(\gamma, \varepsilon)^{2}\left((\operatorname{rot} v, \operatorname{rot} z)_{L^{2}(\Omega)}+2 \int_{0}^{L} \dot{v}_{\ell} z_{\perp} d \varphi\right)
$$

for any $v, z \in W^{\ell}+W_{h}^{\ell}$. Note that this is indeed well-defined because elements $v \in W^{\ell}$ satisfy $\dot{v}_{\ell}=0$ on the boundary.

Let $\tilde{V}_{h} \subseteq \tilde{H}^{1}\left(\Omega ; \mathbb{R}^{2}\right)$ be a closed subspace. The numerical scheme seeks $u_{h} \in \tilde{V}_{h}$ and $w_{h} \in W_{h}^{\ell}$ such that

$$
\begin{align*}
\left(\nabla u_{h}, \nabla \eta_{h}\right)_{L^{2}(\Omega)} & =\left(w_{h}, \nabla \eta_{h}\right)_{L^{2}(\Omega)} & & \text { for all } \eta_{h} \in \tilde{V}_{h}  \tag{4.5a}\\
\tilde{a}_{\tau}\left(w_{h}, v_{h}\right) & =\left(f, \tau\left(v_{h}\right)\right)_{L^{2}(\Omega)} & & \text { for all } v_{h} \in W_{h}^{\ell} \tag{4.5b}
\end{align*}
$$

Proposition 4.11 (well-posedness of the discrete problem). Let the mesh $\mathcal{T}$ be sufficiently fine such that (4.3) is satisfied. Then system (4.5) admits a unique solution $\left(u_{h}, w_{h}\right) \in \tilde{V}_{h} \times W_{h}^{\ell}$.
Proof. It is enough to show that the form $\tilde{a}_{\tau}$ is coercive over $W_{h}^{\ell}$. For later reference in the error analysis, it is useful to prove the coercivity of $\tilde{a}_{\tau}$ over the larger space $W^{\ell}+W_{h}^{\ell}$. This is shown with the help of the Cordes condition (1.3) with arguments already utilized in [14,29]. Let $v \in W^{\ell}+W_{h}^{\ell}$. For $\tau=\tau^{\mathrm{NS}}$, the triangle and Cauchy inequalities together with (3.6) and estimate (2.4) from Corollary [2.3) show that

$$
\begin{aligned}
& (A: D v, \tau(v))_{L^{2}(\Omega)}=(A: D v, \gamma \operatorname{div} v)_{L^{2}(\Omega)} \\
& \quad=\|\operatorname{div} v\|_{L^{2}(\Omega)}^{2}+\left(\left(\gamma A-I_{2 \times 2}\right): D v, \operatorname{div} v\right)_{L^{2}(\Omega)} \\
& \quad \geq\|\operatorname{div} v\|_{L^{2}(\Omega)}^{2}-\sqrt{1-\varepsilon}\|\operatorname{div} v\|_{L^{2}(\Omega)}\|D v\|_{L^{2}(\Omega)} \\
& \quad \geq\|\operatorname{div} v\|_{L^{2}(\Omega)}^{2} \\
& \quad \quad-\sqrt{1-\varepsilon}\|\operatorname{div} v\|_{L^{2}(\Omega)} \sqrt{\|\operatorname{div} v\|_{L^{2}(\Omega)}^{2}+\|\operatorname{rot} v\|_{L^{2}(\Omega)}^{2}+2 \int_{0}^{L} \dot{v}_{\ell} v_{\perp} d \varphi .}
\end{aligned}
$$

Note that, thanks to (2.4), the argument of the square root in the foregoing expression is nonnegative. The Young inequality bounds the right-hand side from below by

$$
(1 / 2-(1-\varepsilon) / 2)\|\operatorname{div} v\|_{L^{2}(\Omega)}^{2}-(1-\varepsilon) / 2\left(\|\operatorname{rot} v\|_{L^{2}(\Omega)}^{2}+2 \int_{0}^{L} \dot{v}_{\ell} v_{\perp} d \varphi\right)
$$

After adding $\sigma^{\tau}(\gamma, \varepsilon)^{2}\left(\|\operatorname{rot} v\|_{L^{2}(\Omega)}^{2}+2 \int_{0}^{L} \dot{v}_{\ell} v_{\perp} d \varphi\right)$, the coercivity

$$
2^{-1} \varepsilon\|D v\|_{L^{2}(\Omega)}^{2} \leq \tilde{a}_{\tau}(v, v)
$$

follows. The coercivity for $\tau=\tau^{\mathrm{LS}}$ is shown in a similar fashion following [15].
The following result states an a priori error estimate. Due to the nonconformity of the approximation, it does not directly follow from Céa's lemma. Instead, the proof employs techniques which are closely related to the classical Berger-ScottStrang lemma 4,5. The error estimates are, however, independent of any regularity assumptions on the solution.
Theorem 4.12 (a priori error estimate). Let the mesh-size $h_{\mathcal{T}}$ of $\mathcal{T}$ be sufficiently small such that (4.3) is satisfied. The exact solution $(u, w) \in \tilde{H}^{1}\left(\Omega ; \mathbb{R}^{2}\right) \times W^{\ell}$ to (3.7) and the discrete solution $\left(u_{h}, w_{h}\right) \in \tilde{V}_{h} \times W_{h}^{\ell}$ to (4.5) satisfy

$$
\left\|D\left(w-w_{h}\right)\right\|_{L^{2}(\Omega)} \lesssim \inf _{v_{h} \in W_{h}^{\ell}}\left\|D\left(w-v_{h}\right)\right\|_{L^{2}(\Omega)}
$$

as well as

$$
\left\|\nabla\left(u-u_{h}\right)\right\|_{L^{2}(\Omega)} \lesssim \inf _{z_{h} \in \tilde{V}_{h}}\left\|\nabla\left(u-z_{h}\right)\right\|_{L^{2}(\Omega)}+\inf _{v_{h} \in W_{h}^{\ell}}\left\|D\left(w-v_{h}\right)\right\|_{L^{2}(\Omega)}
$$

Proof. Let $\phi_{h}:=J w$. The proof departs from the split

$$
\left\|D\left(w-w_{h}\right)\right\|_{L^{2}(\Omega)} \leq\left\|D\left(w-\phi_{h}\right)\right\|_{L^{2}(\Omega)}+\left\|D\left(w_{h}-\phi_{h}\right)\right\|_{L^{2}(\Omega)}
$$

Let $e_{h}:=w_{h}-\phi_{h}$. Due to the coercivity from the proof of Proposition 4.11 the second term on the right-hand side satisfies

$$
\left\|D\left(w_{h}-\phi_{h}\right)\right\|_{L^{2}(\Omega)}^{2} \lesssim \tilde{a}_{\tau}\left(w_{h}-\phi_{h}, e_{h}\right)
$$

The discrete solution property of $w_{h}$ implies that $a_{\tau}\left(w_{h}, e_{h}\right)=a_{\tau}\left(w, e_{h}\right)$ because $w$ solves $A: D w=f$ and $\operatorname{rot} w=0$ in $\Omega$ as well as $\dot{w}_{\ell}=0$ on $\partial \Omega$. Thus, the definition of $a_{\tau}$ and the Cauchy inequality lead to

$$
\left\|D\left(w_{h}-\phi_{h}\right)\right\|_{L^{2}(\Omega)}^{2} \lesssim\left\|D\left(w-\phi_{h}\right)\right\|_{L^{2}(\Omega)}\left\|D e_{h}\right\|_{L^{2}(\Omega)}+\int_{0}^{L} \partial_{s}\left(w-\phi_{h}\right)_{\ell}\left(e_{h}\right)_{\perp} d \varphi
$$

Note that the derivative $\partial_{s} w_{\ell}$ is well-defined (and actually equals zero). Integration by parts on $[0, L]$ and the Cauchy inequality (on any edge $F \subseteq \partial \Omega$ ) lead to

$$
\int_{0}^{L} \partial_{s}\left(w-\phi_{h}\right)_{\ell}\left(e_{h}\right)_{\perp} d \varphi \lesssim \sum_{F \in \mathcal{F}(\partial \Omega)}\left\|w-\phi_{h}\right\|_{L^{2}(F)}\left\|\partial_{s} e_{h, \perp}\right\|_{L^{2}(F)}
$$

For any edge $F \subseteq \partial \Omega$, the product rule reveals

$$
\left\|\partial_{s} e_{h, \perp}\right\|_{L^{2}(F)} \lesssim\left\|D e_{h}\right\|_{L^{2}(F)}+\left\|e_{h}\right\|_{L^{2}(F)}
$$

Recall that $J$ is a projection and, thus, $w-\phi_{h}=\left(w-\phi_{h}\right)-J\left(w-\phi_{h}\right)$. Thus, the trace inequality, the properties from Proposition 4.7 and Young's inequality lead to

$$
\begin{aligned}
& \left\|w-\phi_{h}\right\|_{L^{2}(F)}\left\|\partial_{s} e_{h, \perp}\right\|_{L^{2}(F)} \\
& \quad \lesssim\left\|D\left(w-\phi_{h}\right)\right\|_{L^{2}\left(\omega_{T}\right)}\left(\left(1+h_{F}\right)\left\|D e_{h}\right\|_{L^{2}(T)}+\left\|e_{h}\right\|_{L^{2}(T)}\right)
\end{aligned}
$$

for the triangle $T$ adjacent to $F$. Note that the constant of the trance inequality (i.e., boundedness of the trace operator) may depend on the shape of the curved triangle $T$. Altogether, the Cauchy inequality proves

$$
\int_{0}^{L} \partial_{s}\left(w-\phi_{h}\right)_{\ell}\left(e_{h}\right)_{\perp} d \varphi \lesssim\left\|D\left(w-\phi_{h}\right)\right\|_{L^{2}(\Omega)}\left(\left\|D e_{h}\right\|_{L^{2}(\Omega)}+\left\|e_{h}\right\|_{L^{2}(\Omega)}\right)
$$

It is the discrete Poincaré-Friedrichs inequality from Lemma 4.9 that implies the bound $\left\|e_{h}\right\|_{L^{2}(\Omega)} \lesssim\left\|D e_{h}\right\|_{L^{2}(\Omega)}$ and, thus, leads to

$$
\left\|D\left(w_{h}-\phi_{h}\right)\right\|_{L^{2}(\Omega)}^{2} \lesssim\left\|D\left(w-\phi_{h}\right)\right\|_{L^{2}(\Omega)}\left\|D e_{h}\right\|_{L^{2}(\Omega)}
$$

This proves $\left\|D\left(w-w_{h}\right)\right\|_{L^{2}(\Omega)} \lesssim\left\|D\left(w-\phi_{h}\right)\right\|_{L^{2}(\Omega)}$. The quasi-optimality of the quasi-interpolation from Proposition 4.7 concludes the proof of the first claimed estimate.

The second stated error estimate follows from standard error estimates for Neumann problems. The triangle inequality shows that the quasi-optimal Galerkin error is perturbed by a term $\left\|\nabla e_{u}\right\|_{L^{2}(\Omega)}$ for $e_{u}:=u_{h}-u_{h}^{w}$, where $u_{h}^{w}$ solves (3.7a) with the exact data $w$ on the right-hand side. The solution properties show that

$$
\left\|\nabla e_{u}\right\|_{L^{2}(\Omega)}^{2}=\left(w_{h}-w, \nabla e_{u}\right)_{L^{2}(\Omega)} \leq\left\|w_{h}-w\right\|_{L^{2}(\Omega)}\left\|\nabla e_{u}\right\|_{L^{2}(\Omega)}
$$

The use of the projective quasi-interpolation $J$ and the triangle inequality imply

$$
\left\|w_{h}-w\right\|_{L^{2}(\Omega)} \leq\|w-J w\|_{L^{2}(\Omega)}+\left\|J\left(w-w_{h}\right)\right\|_{L^{2}(\Omega)}
$$

The proof is concluded by the discrete Poincaré-Friedrichs inequality of Lemma 4.9 and the properties of $J$ from Proposition 4.7.

Remark 4.13 (regularity assumptions). The approximation properties from Corollary 4.8 allow one to predict convergence rates in terms of the maximum mesh-size and the Sobolev regularity of $w$. Theorem 4.12 is valid without strong assumptions on the regularity of $w$. In contrast, it is easy to see that methods based on polygonal approximations of the domain also lead to linear convergence, but qualitatively require the assumption that $w \in H^{2}\left(\Omega ; \mathbb{R}^{2}\right)$, which is unrealistic for the discontinuous coefficients under consideration. It is unclear whether a result such as Theorem 4.12 may be verified for polygonal approximations without further restrictions. For a similar discussion, see [4, Remark to Thm. 1.5] where the author warns the reader that in general one should be aware whether smoothness assumptions enter quantitatively or qualitatively in a convergence proof.

Theorem 4.14 (a posteriori error estimate). Let the mesh-size $h_{\mathcal{T}}$ of $\mathcal{T}$ be sufficiently small such that (4.3) is satisfied. The error $e:=w-w_{h}$ between the exact solution $w \in W^{\ell}$ to (3.7b) and the discrete solution $w_{h} \in W_{h}^{\ell}$ to (4.5b) satisfies the reliable a posteriori error estimate
$\|D e\|_{L^{2}(\Omega)}$

$$
\lesssim\left\|A: D w_{h}-f\right\|_{L^{2}(\Omega)}+\left\|\operatorname{rot} w_{h}\right\|_{L^{2}(\Omega)}+\sqrt{\sum_{F \in \mathcal{F}(\partial \Omega)} h_{F}\left\|\partial_{s}\left(w_{h} \cdot \ell\right)\right\|_{L^{2}(\partial \Omega)}^{2}}
$$

as well as, for any $T \in \mathcal{T}$ and any $F \in \mathcal{F}(\partial \Omega)$, the local efficiency estimates

$$
\begin{aligned}
\left\|A: D w_{h}-f\right\|_{L^{2}(T)}+\left\|\operatorname{rot} w_{h}\right\|_{L^{2}(T)} & \lesssim\|D e\|_{L^{2}(T)} \\
h_{F}\left\|\partial_{s}\left(w_{h} \cdot \ell\right)\right\|_{L^{2}(F)}^{2} & \lesssim\|D e\|_{L^{2}\left(\omega_{K_{F}}\right)}+\|e\|_{L^{2}\left(\omega_{K_{F}}\right)}
\end{aligned}
$$

for the triangle $K_{F}$ adjacent to $F$.
Proof. Let $w_{h} \in W_{h}^{\ell}$ solve 4.5b). The coercivity of $\tilde{a}_{\tau}$ over $W^{\ell}+W_{h}^{\ell}$ (see the proof of Proposition 4.11) together with $A: D w=f$, $\operatorname{rot} w=0$ and $\dot{w}_{\ell}=0$ on $\partial \Omega$ lead to

$$
\begin{align*}
& \|D e\|_{L^{2}(\Omega)}^{2} \\
& \quad \lesssim\left(A: D w_{h}-f, \tau(e)\right)_{L^{2}(\Omega)}+\left\|\operatorname{rot} w_{h}\right\|_{L^{2}(\Omega)}^{2}+\int_{0}^{L} \partial_{s}\left(w_{h} \cdot \ell\right) e_{\perp} d \varphi \tag{4.6}
\end{align*}
$$

Since $w_{h} \cdot \ell$ takes the same value at every boundary vertex, the last integral can be rewritten for arbitrary constants $\left(c_{F}\right)_{F \in \mathcal{F}(\partial \Omega)} \in \mathbb{R}^{\operatorname{card}(\mathcal{F}(\partial \Omega))}$ as

$$
\int_{0}^{L} \partial_{s}\left(w_{h} \cdot \ell\right) e_{\perp} d \varphi=\sum_{F \in \mathcal{F}(\partial \Omega)} \int_{F} \partial_{s}\left(w_{h} \cdot \ell\right)\left(e_{\perp}-c_{F}\right) d s
$$

Recall the (projective) quasi-interpolation operator $J$, which satisfies $J e=J w-w_{h}$. For every boundary edge $F \in \mathcal{F}(\partial \Omega)$, the Cauchy and triangle inequalities reveal

$$
\begin{aligned}
& \int_{F} \partial_{s}\left(w_{h} \cdot \ell\right)\left(e_{\perp}-c_{F}\right) d s \\
& \quad \leq\left\|\partial_{s}\left(w_{h} \cdot \ell\right)\right\|_{L^{2}(F)}\left\|e_{\perp}-c_{F}\right\|_{L^{2}(F)} \\
& \quad \leq\left\|\partial_{s}\left(w_{h} \cdot \ell\right)\right\|_{L^{2}(F)}\left(\|w-J w\|_{L^{2}(F)}+\left\|(J e)_{\perp}-c_{F}\right\|_{L^{2}(F)}\right)
\end{aligned}
$$

The trace inequality and the approximation and stability properties from Proposition 4.7 show for the triangle $T_{F}$ adjacent to $F$ that

$$
\|w-J w\|_{L^{2}(F)} \lesssim h_{F}^{1 / 2}\|D(w-J w)\|_{L^{2}\left(\omega_{T_{F}}\right)}
$$

The choice $c_{F}=f_{F}(J e)_{\perp} d s$, the Poincaré inequality, and the product rule show that

$$
\left\|(J e)_{\perp}-c_{F}\right\|_{L^{2}(F)} \lesssim h_{F}\left\|\partial_{s}(J e)_{\perp}\right\|_{L^{2}(F)} \lesssim h_{F}\left(\|J e\|_{L^{2}(F)}+\|D J e\|_{L^{2}(F)}\right)
$$

The trace inequality therefore proves (recall that DJe is piecewise constant)

$$
\left\|(J e)_{\perp}-c_{F}\right\|_{L^{2}(F)} \lesssim h_{F}^{1 / 2}\left(\|J e\|_{L^{2}\left(T_{F}\right)}+\left(1+h_{F}\right)\|D J e\|_{L^{2}\left(T_{F}\right)}\right)
$$

The combination of the foregoing five displayed estimates results in

$$
\begin{aligned}
\int_{0}^{L} \partial_{s}\left(w_{h} \cdot \ell\right) e_{\perp} d \varphi \lesssim & \sum_{F \in \mathcal{F}(\partial \Omega)} h_{F}^{1 / 2}\left\|\partial_{s}\left(w_{h} \cdot \ell\right)\right\|_{L^{2}(F)}\left(\|D(w-J w)\|_{L^{2}\left(\omega_{T_{F}}\right)}\right. \\
& \left.+\|J e\|_{L^{2}\left(T_{F}\right)}+\|D J e\|_{L^{2}\left(T_{F}\right)}\right)
\end{aligned}
$$

With the Cauchy inequality in $\mathbb{R}^{\operatorname{card} \mathcal{F}(\partial \Omega)}$, the finite overlap of patches, and the discrete Poincaré-Friedrichs inequality from Lemma 4.9 one concludes that

$$
\begin{aligned}
& \int_{0}^{L} \partial_{s}\left(w_{h} \cdot \ell\right) e_{\perp} d \varphi \\
& \lesssim \sqrt{\sum_{F \in \mathcal{F}(\partial \Omega)} h_{F}\left\|\partial_{s}\left(w_{h} \cdot \ell\right)\right\|_{L^{2}(F)}^{2}}\left(\|D(w-J w)\|_{L^{2}(\Omega)}+\|J e\|_{L^{2}(\Omega)}+\|D J e\|_{L^{2}(\Omega)}\right. \\
& \lesssim \sqrt{\sum_{F \in \mathcal{F}(\partial \Omega)} h_{F}\left\|\partial_{s}\left(w_{h} \cdot \ell\right)\right\|_{L^{2}(F)}^{2}}\left(\|D(w-J w)\|_{L^{2}(\Omega)}+\|D J e\|_{L^{2}(\Omega)}\right)
\end{aligned}
$$

The stability and quasi-optimality of $J$ from Proposition 4.7 show that $\| D(w-$ $J w)\left\|_{L^{2}(\Omega)}+\right\| D J e\left\|_{L^{2}(\Omega)} \lesssim\right\| D e \|_{L^{2}(\Omega)}$, whence

$$
\int_{0}^{L} \partial_{s}\left(w_{h} \cdot \ell\right) e_{\perp} d \varphi \lesssim \sqrt{\sum_{F \in \mathcal{F}(\partial \Omega)} h_{F}\left\|\partial_{s}\left(w_{h} \cdot \ell\right)\right\|_{L^{2}(F)}^{2}\|D e\|_{L^{2}(\Omega)} . . . . ~ . ~}
$$

The combination with (4.6) leads to the claimed reliability estimate because

$$
\left\|\operatorname{rot} w_{h}\right\|_{L^{2}(\Omega)}^{2} \leq\left\|\operatorname{rot} w_{h}\right\|_{L^{2}(\Omega)}\|D e\|_{L^{2}(\Omega)}
$$

and the term $\|D e\|_{L^{2}(\Omega)}$ can be absorbed.
Because of the $L^{2}$ identities $A: D w=f$ and $\operatorname{rot} w=0$, the efficiency needs only to be shown for the boundary terms. Let $F \in \mathcal{F}(\partial \Omega)$ be a boundary edge and recall that $\partial_{s}(w \cdot \ell)=0$. Thus, the inverse inequality implies

$$
\left\|\partial_{s}((J w-w) \cdot \ell)\right\|_{L^{2}(F)} \lesssim h_{F}^{-1}\|(J w-w) \cdot \ell\|_{L^{2}(F)} \leq h_{F}^{-1}\|J w-w\|_{L^{2}(F)}
$$

It is a truly discrete argument because $w \cdot \ell$ equals a constant. The reader should nevertheless be aware that the constant in the inverse inequality depends on the local data configuration, in particular on the local oscillations of the boundary and of $\ell$. The triangle inequality, the aforementioned inverse estimate, and the product rule show

$$
\begin{aligned}
h_{F}\left\|\partial_{s}\left(w_{h} \cdot \ell\right)\right\|_{L^{2}(F)}^{2} & \lesssim h_{F}\left\|\partial_{s}((J w-w) \cdot \ell)\right\|_{L^{2}(F)}^{2}+h_{F}\left\|\partial_{s}(J e \cdot \ell)\right\|_{L^{2}(F)}^{2} \\
& \lesssim h_{F}^{-1}\|J w-w\|_{L^{2}(F)}^{2}+h_{F}\left(\|D J e\|_{L^{2}(F)}^{2}+\|J e\|_{L^{2}(F)}^{2}\right) .
\end{aligned}
$$

The trace inequality (with adjacent triangle $K$ ) leads to

$$
\begin{aligned}
& h_{F}\left\|\partial_{s}\left(w_{h} \cdot \ell\right)\right\|_{L^{2}(F)}^{2} \\
& \quad \lesssim h_{F}^{-2}\|J w-w\|_{L^{2}(K)}^{2}+\|D(J w-w)\|_{L^{2}(K)}^{2}+\|D J e\|_{L^{2}(K)}^{2}+\|J e\|_{L^{2}(K)}^{2} \\
& \quad=h_{F}^{-2}\|J e-e\|_{L^{2}(K)}^{2}+\|D(J e-e)\|_{L^{2}(K)}^{2}+\|D J e\|_{L^{2}(K)}^{2}+\|J e\|_{L^{2}(K)}^{2},
\end{aligned}
$$

where the projection property of $J$ has been used. The approximation and stability properties of $J$ from Proposition 4.7 therefore imply

$$
h_{F}\left\|\partial_{s}\left(w_{h} \cdot \ell\right)\right\|_{L^{2}(F)}^{2} \lesssim\|D e\|_{L^{2}\left(\omega_{K}\right)}^{2}+\|e\|_{L^{2}\left(\omega_{K}\right)}^{2}
$$

This concludes the efficiency proof.
Remark 4.15 (convergence of adaptive methods). A convergence proof of an adaptive algorithm as in [15] is also possible for the oblique derivative problem. The details are very similar to the proof in [15] and, thus, omitted.

Remark 4.16 (more general fourth-order problems). If one wishes to consider more general fourth-order problems with oblique derivative boundary condition whose right-hand side has a structure different than in (3.5), a reformulation with (3.7) is not possible. In this case it is necessary to invoke the Stokes-like saddlepoint problem (3.5) and the stability from Lemma 3.4. The methods from this work still apply to this case. Instead of the classical MINI element, a curvilinear version can be employed. This is briefly outlined in the following (the generalization to many other Stokes elements is straightforward). For any $T \in \mathcal{T}$, let the affine nodal basis functions be denoted by $\lambda_{1}, \lambda_{2}, \lambda_{3}$. For the vertices $z_{1}, z_{2}, z_{3}$ of $T$ they satisfy $\lambda_{j}\left(z_{k}\right)=\delta_{j k}$. Let $b_{T}$ denote a multiple of the generalized bubble function $\left(\lambda_{1} \lambda_{2} \lambda_{3}\right)^{+}$(the + denotes the nonnegative part) such that $f_{T} b_{T} d x=1$. The space spanned by these functions is denoted by $\mathcal{B}_{3}(\mathcal{T})$. The set of boundary vertices is denoted by $\mathcal{N}(\partial \Omega)$. The discrete spaces read

$$
W_{h}^{\operatorname{mini}}:=W_{h} \oplus \mathcal{B}_{3}(\mathcal{T})^{2} \quad \text { and } \quad Q_{h}:=S^{1}(\mathcal{T})
$$

Not only the approximation properties of $W_{h}$ but also the stability of the pairing $\left(W_{h}, Q_{h}\right)$ can are quantified with the help of the quasi-interpolation operator $J$. An important point is that the shape regularity shows that the crucial scaling properties of the bubble function are independent of the curvature of the elements. The stability constant is therefore determined by the stability constant of $J$. The stability and error analysis follow from the usual saddle-point theory 3].

## 5. Numerical results

This section presents numerical computations in planar domains for the choice $\tau=\tau^{\mathrm{LS}}$. The space $\tilde{V}_{h}$ in (4.5a) is chosen as

$$
\tilde{V}_{h}=S^{2}(\mathcal{T}) \cap L_{0}^{2}(\Omega)=S^{2}(\mathcal{T}) \cap \tilde{H}^{1}(\Omega)=P_{2}(\mathcal{T}) \cap \tilde{H}^{1}(\Omega)
$$

i.e., the space of globally continuous and piecewise quadratic functions over $\mathcal{T}$ with vanishing global average. The adaptive mesh-refining algorithm is based on the local error estimator contributions described in Theorem 4.14 and Dörfler marking [9, 34] with bulk parameter $\theta=0.3$. In all tables and figures, the global error estimator (i.e., the right-hand side of the first estimate of Theorem4.14) is denoted by $\eta$.

TABLE 1. Discretization errors for the first experiment on the circle with constant coefficient and polynomial solution. The error $\left\|u-u_{h}\right\|_{L_{0}^{2}(\Omega)}$ is abbreviated by errL2, $\left\|\nabla u-w_{h}\right\|_{L^{2}(\Omega)}$ by errH1, and $\left\|D^{2} u-D w_{h}\right\|_{L^{2}(\Omega)}$ by errH2. The displayed rates are with respect to the maximal mesh-size $h$.

| $h$ | errL2 | rate | errH1 | rate | errH2 | rate | $\eta$ | rate |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.414 | $1.881 \mathrm{e}-01$ | - | $9.200 \mathrm{e}-01$ | - | 4.618 | - | 9.540 | - |
| $7.714 \mathrm{e}-01$ | $1.450 \mathrm{e}-01$ | 0.43 | $6.701 \mathrm{e}-01$ | 0.52 | 4.478 | 0.05 | 8.958 | 0.10 |
| $4.208 \mathrm{e}-01$ | $4.254 \mathrm{e}-02$ | 2.02 | $2.177 \mathrm{e}-01$ | 1.85 | 2.692 | 0.83 | 5.367 | 0.84 |
| $2.224 \mathrm{e}-01$ | $1.086 \mathrm{e}-02$ | 2.14 | $5.903 \mathrm{e}-02$ | 2.04 | 1.423 | 1.00 | 2.826 | 1.00 |
| $1.141 \mathrm{e}-01$ | $2.734 \mathrm{e}-03$ | 2.06 | $1.512 \mathrm{e}-02$ | 2.04 | $7.232 \mathrm{e}-01$ | 1.01 | 1.432 | 1.01 |
| $5.776 \mathrm{e}-02$ | $6.873 \mathrm{e}-04$ | 2.02 | $3.807 \mathrm{e}-03$ | 2.02 | $3.632 \mathrm{e}-01$ | 1.01 | $7.183 \mathrm{e}-01$ | 1.01 |

In the first three experiments, the unit vector field $\ell$ is the rotated normal field

$$
\ell=\sqrt{1 / 2}\left(\begin{array}{cc}
1 & -1 \\
1 & 1
\end{array}\right) \nu
$$

so that the rotation angle is $\vartheta=\pi / 4$.


Figure 4. Subtriangulation of a triangle for evaluation of composite Gauss-quadrature over the curved elements.

Remark 5.1 (quadrature on curved elements). In the numerical implementation, integrals over curved elements are approximately evaluated with a composite Gaussian quadrature over a locally refined submesh of a polygonal approximation to the triangle as displayed in Figure 4.
5.1. Experiment 1. Let $\Omega:=\{|x|<1\}$ be the unit disk, let $f(x)=32|x|^{2}$ and and let $A$ be the constant coefficient $A:=\left(\begin{array}{cc}2 & 0 \\ 0 & 2\end{array}\right)$. Since $A$ is a multiple of the unit matrix, the resulting problem is the diffusion equation $\Delta u=f$ whose exact solution is given by

$$
u(x)=-\left(1-|x|^{4}\right)+\frac{2}{3}
$$

Then $u \in \tilde{H}^{1}(\Omega)$ and $\nabla u \in W^{\ell}$ because $\nabla u \cdot t$ as well as $\nabla u \cdot \nu$ are constant along $\partial \Omega$. Table displays the discretization errors in the $L^{2}, H^{1}$, and $H^{2}$ norm, as well as the error estimator $\eta$. The $H^{2}$ error and the error estimator converge linearly, as predicted by Theorem 4.12 and Theorem 4.14 For the weaker $H^{1}$ and $L^{2}$ norms, quadratic convergence is observed, while Theorem 4.12 only predicts linear convergence.
5.2. Experiment 2. In this experiment, the domain is the unit disk and $f=4$ is constant. The coefficient $A$ is given by

$$
A=\tilde{A} \circ \varphi
$$

for

$$
\tilde{A}(x)=\left[\begin{array}{cc}
2 & \frac{x_{1} x_{2}}{\left|x_{1}\right|\left|x_{2}\right|} \\
\frac{x_{1} x_{2}}{\left|x_{1}\right|\left|x_{2}\right|} & 2
\end{array}\right] \quad \text { and } \quad \varphi(x)=\left[\begin{array}{c}
x_{1}+\frac{1}{3} \\
x_{2}-\frac{1}{3}+\left(x_{1}+\frac{1}{3}\right)^{1 / 3}
\end{array}\right]
$$

The exact solution is given by the polynomial

$$
u(x)=-\frac{1}{2}\left(1-x_{1}^{2}-x_{2}^{2}\right)+\frac{1}{4} .
$$

Since $u$ is quadratic and $\nabla u$ is affine, the exact solution belongs to the discrete space. In the case that all integrals are computed exactly, Theorem 4.12 and Remark 4.10 predict that the discrete solution coincides with the exact solution (although the method is not a Galerkin scheme). The coefficient is, however, not resolved by the quadrature rules on the given sequence of meshes. Thus, the computed solution is different from $u$. The convergence history is displayed in Figure 5. The convergence rates on uniformly refined meshes are suboptimal. Adaptive mesh refinement leads to improved convergence rates. A mesh from the sequences of adaptive meshes is displayed in Figure6, A strong refinement along the discontinuity of the coefficient is observable.


Figure 5. Convergence history for Experiment 2.
5.3. Experiment 3. Let $\Omega:=\left\{\frac{1}{4}\left|x_{1}\right|^{2}+\left|x_{2}\right|^{2}<1\right\}$ be an ellipse with semi-axes of lengths 2 and 1 and let $f=\operatorname{sign}\left(x_{1}\right) \operatorname{sign}\left(x_{2}\right)$. The coefficient $A$ is the same as in Experiment 2. For this example, the exact solution is unknown. Therefore, only the error estimator is plotted in Figure 7. The convergence rate on uniform meshes is observed to be $\mathcal{O}\left(\right.$ ndof $\left.^{-1 / 4}\right)$. The convergence rate can be improved through adaptive mesh refinement, which shows the optimal convergence rate of $1 / 2$. An adaptive mesh is shown in Figure 8, It shows strong refinement along the discontinuity of the coefficient $A$ as well as at certain points where $f$ is discontinuous:


Figure 6. Adaptive mesh for Experiment 2; 2818 vertices, 5636 degrees of freedom, level 23.
the origin $(0,0)$ and points near the boundary where $f$ is discontinuous. Figure 9 displays the computed solution.


Figure 7. Convergence history for Experiment 3.
5.4. Experiment 4. This experiment numerically compares the curved finite element approach with a polygonal approximation. Let $\Omega:=\{|x|<1\}$ be the unit disk, $\ell=t$ be the tangent vector field, $A:=\left(\begin{array}{ll}2 & 0 \\ 0 & 2\end{array}\right)$, and let the exact solution be given by

$$
u(x)=\left(1-|x|^{2}\right)|x-P|^{\alpha} \quad \text { with } P=\binom{1}{0} \text { and } \alpha=1 / 5
$$

The solution has a point singularity at the point $P$. Figure 10 displays the convergence history of the curved approximation and of an approximation with firstorder finite elements on regular polygons. It turns out that in this experiment both


Figure 8. Adaptive mesh for Experiment 3; 2759 vertices, 5518 degrees of freedom, level 12.


Figure 9. Discrete solution for Experiment 3; 2759 vertices, 5518 degrees of freedom, level 12.
approaches result in comparable errors, which converge at suboptimal rate in uniformly refined meshes and optimal on adaptive meshes. This observation for the polygonal approximation, however, lacks a theoretical proof.

## Appendix A. Proof of Lemma 2.2

Proof of Lemma 2.2. The proof closely follows the presentation in 22]. The field $H^{1}$-regular vector field $w$ is assumed to be piecewise smooth and all higher-order derivatives appearing in this proof are understood to be applied piecewise in the domain. It is straightforward to verify the following identity:

$$
2\left(\partial_{1} w_{1} \partial_{2} w_{2}-\partial_{2} w_{1} \partial_{1} w_{2}\right)=\operatorname{div}\left[\begin{array}{c}
w_{1} \partial_{2} w_{2}-w_{2} \partial_{2} w_{1} \\
-\left(w_{1} \partial_{1} w_{2}-w_{2} \partial_{1} w_{1}\right)
\end{array}\right] .
$$

Thus, the divergence theorem gives

$$
2 \int_{\Omega}\left(\partial_{1} w_{1} \partial_{2} w_{2}-\partial_{2} w_{1} \partial_{1} w_{2}\right) d x=\int_{0}^{L}\left[\begin{array}{c}
w_{1} \partial_{2} w_{2}-w_{2} \partial_{2} w_{1}  \tag{A.1}\\
-\left(w_{1} \partial_{1} w_{2}-w_{2} \partial_{1} w_{1}\right)
\end{array}\right] \cdot \nu d \varphi
$$

Note that no interior jumps arise because, for $k \in\{1,2\}$ and the normal $\nu$ of an interior interface, the quantity $\left(\partial_{2} w_{k},-\partial_{1} w_{k}\right) \cdot \nu$ coincides with the tangential derivative and, thus, is continuous. The definitions of $w_{\ell}$ and $w_{\perp}$ result, for any
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$\varphi \in[0, L]$, in the system

$$
\begin{align*}
w_{1} \ell_{1}+w_{2} \ell_{2} & =w_{\ell} \\
-w_{1} \ell_{2}+w_{2} \ell_{1} & =w_{\perp} \tag{A.2}
\end{align*}
$$

where the dependence on $\varphi$ and $\boldsymbol{x}(\varphi)$ has been suppressed in the notation. System (A.2) has the unique solution

$$
\begin{equation*}
w_{1}=-w_{\perp} \ell_{2}+w_{\ell} \ell_{1}, \quad w_{2}=w_{\perp} \ell_{1}+w_{\ell} \ell_{2} \tag{A.3}
\end{equation*}
$$

Substituting $w_{1}$ and $w_{2}$ in (A.1) by these values results in

$$
\begin{align*}
& 2 \int_{\Omega}\left(\partial_{1} w_{1} \partial_{2} w_{2}-\partial_{2} w_{1} \partial_{1} w_{2}\right) d x \\
& \quad=\int_{0}^{L} w_{\perp}\left(-\ell_{2} \partial_{2} w_{2} \nu_{1}-\ell_{1} \partial_{2} w_{1} \nu_{1}+\ell_{2} \partial_{1} w_{2} \nu_{2}+\ell_{1} \partial_{1} w_{1} \nu_{2}\right) d \varphi  \tag{A.4}\\
& \quad+\int_{0}^{L} w_{\ell}\left(\ell_{1} \partial_{2} w_{2} \nu_{1}-\ell_{2} \partial_{2} w_{1} \nu_{1}-\ell_{1} \partial_{1} w_{2} \nu_{2}+\ell_{2} \partial_{1} w_{1} \nu_{2}\right) d \varphi
\end{align*}
$$

Differentiation of (A.2) with the chain rule and (2.1) together with elementary rearrangements lead to

$$
\begin{aligned}
-\ell_{2} \partial_{2} w_{2} \nu_{1}-\ell_{1} \partial_{2} w_{1} \nu_{1}+\ell_{2} \partial_{1} w_{2} \nu_{2}+\ell_{1} \partial_{1} w_{1} \nu_{2} & =-\dot{w}_{\ell}+\dot{\ell}_{1} w_{1}+\dot{\ell}_{2} w_{2} \\
\ell_{1} \partial_{2} w_{2} \nu_{1}-\ell_{2} \partial_{2} w_{1} \nu_{1}-\ell_{1} \partial_{1} w_{2} \nu_{2}+\ell_{2} \partial_{1} w_{1} \nu_{2} & =\dot{w}_{\perp}+\dot{\ell}_{2} w_{1}-\dot{\ell}_{1} w_{2}
\end{aligned}
$$

Therefore, the right-hand side of (A.4) simplifies to

$$
\int_{0}^{L} w_{\perp}\left(-\dot{w}_{\ell}+\dot{\ell}_{1} w_{1}+\dot{\ell}_{2} w_{2}\right) d \varphi+\int_{0}^{L} w_{\ell}\left(\dot{w}_{\perp}+\dot{\ell}_{2} w_{1}-\dot{\ell}_{1} w_{2}\right) d \varphi
$$

Using identities (A.3) and $w_{\ell}^{2}+w_{\perp}^{2}=|w|^{2}$, one eventually obtains

$$
\begin{aligned}
& 2 \int_{\Omega}\left(\partial_{1} w_{1} \partial_{2} w_{2}-\partial_{2} w_{1} \partial_{1} w_{2}\right) d x \\
& \quad=\int_{0}^{L}|w|^{2}\left(\ell_{1} \dot{\ell}_{2}-\dot{\ell}_{1} \ell_{2}\right) d \varphi+\int_{0}^{L}\left(-w_{\perp} \dot{w}_{\ell}+\dot{w}_{\perp} w_{\ell}\right) d \varphi
\end{aligned}
$$

Employing (2.2) for the first term and integration by parts for the second term on the right-hand side concludes the proof.

## Appendix B. Proof of Lemma 3.4

Proof of Lemma 3.4. The function $q$ is split as $q=q_{0}+c$ for $c:=f_{\Omega} q d x$ and $q_{0}:=q-c$. Then, $\int_{\Omega} q_{0} d x=0$ and, hence, by the classical inf-sup condition of the divergence [5] applied to $\left[\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right] q_{0}$, there exists $v_{0} \in H_{0}^{1}\left(\Omega ; \mathbb{R}^{2}\right) \subseteq W^{\ell}$ such that $\operatorname{rot} v_{0}=q_{0}$ and $\left\|D v_{0}\right\|_{L^{2}(\Omega)} \leq \beta_{0}^{-1}\left\|q_{0}\right\|_{L^{2}(\Omega)} \leq \beta_{0}^{-1}\|q\|_{L^{2}(\Omega)}$ for a positive constant $\beta_{0}$ independent of $v_{0}$. Let $\varphi \in W^{\ell}$ be a function such that

$$
\operatorname{meas}(\Omega)=\int_{\partial \Omega} \varphi \cdot t d s=\int_{\Omega} \operatorname{rot} \varphi d x
$$

Again the classical inf-sup condition shows that there exists some $\varphi_{0} \in H_{0}^{1}\left(\Omega ; \mathbb{R}^{2}\right) \subseteq$ $W^{\ell}$ with $\operatorname{rot} \varphi_{0}=\operatorname{rot} \varphi-f_{\Omega} \operatorname{rot} \varphi d x$ and $\left\|D \varphi_{0}\right\|_{L^{2}(\Omega)} \leq \beta_{0}^{-1}\|\operatorname{rot} \varphi\|_{L^{2}(\Omega)}$. Thus, $v_{1}:=\varphi-\varphi_{0} \in W^{\ell}$ satisfies

$$
\operatorname{rot} v_{1}=f_{\Omega} \operatorname{rot} \varphi d x=1
$$

and

$$
\left\|D v_{1}\right\|_{L^{2}(\Omega)} \leq \beta_{0}^{-1}\|\operatorname{rot} \varphi\|_{L^{2}(\Omega)}+\|D \varphi\|_{L^{2}(\Omega)} \leq\left(1+\beta_{0}^{-1}\right)\|D \varphi\|_{L^{2}(\Omega)}
$$

Define $v:=v_{0}+c v_{1}$. This function satisfies $v \in W^{\ell}, \operatorname{rot} v=q$ and, with $c=f_{\Omega} q d x$,

$$
\|D v\|_{L^{2}(\Omega)} \leq \beta_{0}^{-1}\|q\|_{L^{2}(\Omega)}+c\left(1+\beta_{0}^{-1}\right)\|D \varphi\|_{L^{2}(\Omega)} \leq \beta_{1}^{-1}\|q\|_{L^{2}(\Omega)}
$$

for the constant $\beta_{1}:=\left(\beta_{0}^{-1}+\left(1+\beta_{0}^{-1} \operatorname{meas}(\Omega)^{-1 / 2}\right)\|D \varphi\|_{L^{2}(\Omega)}\right)^{-1}$.

## Appendix C. Proof of Proposition 4.7

Proof of Proposition 4.7. The projection property of $J$ is immediately verified because $\Pi$ and the averaging (4.2) act as the identity on the continuous piecewise affines and $W_{h}^{\ell}$, respectively. The proof of approximation and stability properties is well known in the case of classical finite elements and its generalization to the present setting is briefly shown here. Let $v \in W^{\ell}$ and $T \in \mathcal{T}$. The triangle inequality reads

$$
\|v-J v\|_{L^{2}(T)} \leq\|v-\Pi v\|_{L^{2}(T)}+\|\Pi-J v\|_{L^{2}(T)}
$$

The first term is estimated with the Poincaré inequality

$$
\begin{equation*}
\|v-\Pi v\|_{L^{2}(T)} \lesssim h_{T}\|D v\|_{L^{2}(T)} \tag{C.1}
\end{equation*}
$$

For any vertex $z \in \mathcal{N}, \lambda_{z} \in S^{1}(\mathcal{T})$ denotes the piecewise affine basis function that takes the value 1 at $z$ and 0 at all remaining vertices. Denote $c_{v}:=\left.v \cdot \ell\right|_{\partial \Omega}$. Then,
by (4.2), the error $\left.(\Pi v-J v)\right|_{T}$ has the following representation:

$$
\begin{aligned}
& \left.(\Pi v-J v)\right|_{T} \\
& =\sum_{z \in \mathcal{N}(T) \cap \Omega} \sum_{\substack{K \in \mathcal{T} \\
\text { with } \\
z \in K}} \frac{\lambda_{z}}{\operatorname{card}(\{K \in \mathcal{T}: z \in K\})}\left(\left.(\Pi v)\right|_{T}(z)-\left.(\Pi v)\right|_{K}(z)\right) \\
& +\sum_{z \in \mathcal{N}(T) \cap \partial \Omega}\left[\lambda_{z}\left(\left.(\Pi v)\right|_{T}(z) \cdot \ell(z)-c_{v}\right) \ell(z)\right. \\
& \left.\quad+\sum_{\substack{K \in \mathcal{T} \\
\text { with } z \in K}} \frac{\lambda_{z}}{\operatorname{card}(\{K \in \mathcal{T}: z \in K\})}\left(\left(\left.(\Pi v)\right|_{T}(z)-\left.(\Pi v)\right|_{K}(z)\right) \cdot \ell^{\perp}(z)\right) \ell^{\perp}(z)\right] .
\end{aligned}
$$

Standard arguments from the analysis of averaging a posteriori error estimators with the triangle inequality therefore prove

$$
\begin{align*}
\|\Pi v-J v\|_{L^{2}(T)} \lesssim & h_{T} \sum_{z \in \mathcal{N}(T)} \sum_{\substack{K \in \mathcal{T} \\
\text { with } \\
z \in K}}|(\Pi v)|_{T}(z)-\left.(\Pi v)\right|_{K}(z) \mid  \tag{C.2}\\
& +h_{T} \sum_{z \in \mathcal{N}(T) \cap \partial \Omega}|(\Pi v)|_{T}(z) \cdot \ell(z)-c_{v} \mid .
\end{align*}
$$

The first term on the right-hand side of (C.2) can be controlled with standard equivalence-of-norms arguments by

$$
h_{T}^{1 / 2} \sum_{z \in \mathcal{N}(T)} \sum_{F \in \mathcal{F}(\Omega, z)}\left\|[\Pi v]_{F}\right\|_{L^{2}(F)} .
$$

Here, $\mathcal{F}(\Omega, z):=\{F \in \mathcal{F}: F \nsubseteq \partial \Omega$ and $z \in F\}$ denotes the set of interior (in particular straight) edges containing the vertex $z$ and the square bracket $[\cdot]_{F}$ denotes the jump across the edge $F$. In order to bound the second term on the right-hand side of (C.2), let $z \in \mathcal{N}(T) \cap \partial \Omega$ be a boundary vertex of $T$ and let $F$ denote the curved edge of $T$. The space

$$
\left\{\varphi \in L^{2}(F): \text { there exist } c \in \mathbb{R} \text { and } p_{1} \in P_{1}\left(T ; \mathbb{R}^{2}\right) \text { such that } \varphi=c+\left.p_{1}\right|_{F} \cdot \ell\right\}
$$

has dimension at most seven. Thus, compactness of the unit sphere and a scaling argument show that there exists a constant $C>0$ (independent of $v$, but possibly dependent on the oscillations of $F$ and $\ell$ ) such that

$$
|(\Pi v)|_{T}(z) \cdot \ell(z)-c_{v} \mid \leq C h_{T}^{-1 / 2}\left\|(\Pi v) \cdot \ell-c_{v}\right\|_{L^{2}(F)} \leq C h_{T}^{-1 / 2}\|v-\Pi v\|_{L^{2}(F)} .
$$

The trace and Poincaré inequalities together with Lemma 4.5 therefore prove that

$$
|(\Pi v)|_{T}(z) \cdot \ell(z)-c_{v} \mid \lesssim\|D v\|_{L^{2}(T)}
$$

Note that the constant in the trace inequality may depend on the geometry of $T$ while the Poincaré constant is determined by the chunkiness parameter. The combination of the foregoing estimates with (C.2) results in

$$
\begin{equation*}
\|\Pi v-J v\|_{L^{2}(T)} \lesssim h_{T}^{1 / 2} \sum_{z \in \mathcal{N}(T)} \sum_{F \in \mathcal{F}(\Omega, z)}\left\|[\Pi v]_{F}\right\|_{L^{2}(F)}+h_{T}\|D v\|_{L^{2}(T)} \tag{C.3}
\end{equation*}
$$

The same calculation with $\left\|\nabla \lambda_{z}\right\|_{L^{\infty}} \lesssim h_{T}^{-1}$ proves that

$$
\begin{equation*}
\|D(\Pi v-J v)\|_{L^{2}(T)} \lesssim h_{T}^{-1 / 2} \sum_{z \in \mathcal{N}(T)} \sum_{F \in \mathcal{F}(\Omega, z)}\left\|[\Pi v]_{F}\right\|_{L^{2}(F)}+\|D v\|_{L^{2}(T)} \tag{C.4}
\end{equation*}
$$

Let $F \in \mathcal{F}(\Omega, z)$ for some $z \in \mathcal{N}(T)$ be an interior edge. Let $K_{1}, K_{2}$ denote the adjacent triangles with $\omega_{F}:=\operatorname{int}\left(K_{1} \cup K_{2}\right)$ and let $K_{1}^{\text {in }}, K_{2}^{\text {in }}$ denote the two adjacent maximal inscribed triangles (in the sense of Definition 4.4). The trace inequality (with a constant only dependent on the shape regularity of the maximal inscribed triangles) shows that

$$
\begin{aligned}
\left\|[\Pi v]_{F}\right\|_{L^{2}(F)} & =\left\|[v-\Pi v]_{F}\right\|_{L^{2}(F)} \\
& \lesssim \sum_{j=1}^{2}\left(h_{T}^{-1 / 2}\|v-\Pi v\|_{L^{2}\left(K_{j}^{i n}\right)}+h_{T}^{1 / 2}\|D(v-\Pi v)\|_{L^{2}\left(K_{j}^{i n}\right)}\right)
\end{aligned}
$$

The Poincaré inequality reveals for any $j \in\{1,2\}$ that

$$
\|v-\Pi v\|_{L^{2}\left(K_{j}^{i n}\right)} \leq\|v-\Pi v\|_{L^{2}\left(K_{j}\right)} \lesssim h_{T}^{1 / 2}\|D v\|_{L^{2}\left(K_{j}\right)}
$$

The combination of the two foregoing estimates results in

$$
\begin{equation*}
\left\|[\Pi v]_{F}\right\|_{L^{2}(F)} \lesssim h_{T}^{1 / 2}\left(\|D v\|_{L^{2}\left(\omega_{F}\right)}+\|D \Pi v\|_{L^{2}\left(K_{1}^{i n}\right)}+\|D \Pi v\|_{L^{2}\left(K_{2}^{i n}\right)}\right) \tag{C.5}
\end{equation*}
$$

For any $K_{j}^{i n}$ for $j \in\{1,2\}$, Lemma 4.5 shows that

$$
\begin{equation*}
\|D \Pi v\|_{L^{2}\left(K_{j}^{i n}\right)} \leq\|D \Pi v\|_{L^{2}\left(K_{j}\right)} \lesssim\|D v\|_{L^{2}\left(K_{j}\right)} \tag{C.6}
\end{equation*}
$$

The combination of (С.3), (С.4), (С.5), (С.6) shows that

$$
h_{T}^{-1}\|\Pi v-J v\|_{L^{2}(T)}+\|D(\Pi v-J v)\|_{L^{2}(T)} \lesssim\|D v\|_{L^{2}\left(\omega_{T}\right)} .
$$

Estimate (C.1) and Lemma 4.5 imply

$$
h_{T}^{-1}\|v-\Pi v\|_{L^{2}(T)}+\|D \Pi v\|_{L^{2}(T)} \lesssim\|D v\|_{L^{2}(T)}
$$

The combination of the foregoing two displayed formulas proves the asserted local stability and approximation properties.

The $L^{2}$ stability follows with similar arguments. Indeed, as in (C.2), any $T \in \mathcal{T}$ satisfies

$$
\|J v\|_{L^{2}(T)} \lesssim h_{T} \sum_{z \in \mathcal{N}(T)} \sum_{\substack{K \in \mathcal{T} \\ \text { with } z \in K}}|(\Pi v)|_{K}(z) \mid \lesssim\|\Pi v\|_{L^{2}\left(\omega_{T}\right)} \leq\|v\|_{L^{2}\left(\omega_{T}\right)}
$$

where the involved constants depend on the maximal inscribed triangles to $T$ and its neighbors.

The stated best approximation property follows because $J$ is a stable projection. Indeed, for any $\varphi_{h} \in W_{h}^{\ell}$,

$$
\|D(w-J w)\|_{L^{2}(\Omega)} \leq\left\|D\left(w-\varphi_{h}\right)\right\|_{L^{2}(\Omega)}+\left\|D J\left(w-\varphi_{h}\right)\right\|_{L^{2}(\Omega)} \lesssim\left\|D\left(w-\varphi_{h}\right)\right\|_{L^{2}(\Omega)}
$$

This concludes the proof.
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