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Glossary

Company The organization or group of
organizations that administer a social
networking site. This includes owning the
software, operating the servers, and managing
the storage facilities. The company is typically
motivated by a desire for profit

Front User The person who uploads informa-
tion to a social networking site. The front user
is normally an individual desiring to “share
life” online with friends and family; however,
front users include also charities and compa-
nies seeking to develop a fan base online

Known End User (KEU) The KEU is known to
the front user and included in their list of
friends on the social networking site. As such
the KEU has greater access to the front user’s
information than a member of the general
public

Unknown End User (UEU) The UEU is not
personally known to the front user and is not
included in their list of friends on the social
networking site. The UEU will typically only
have access to publicly available information
regarding the front user. In some cases,
though, such as hackers and state security
organizations, the UEU may have access
to all the front user’s data on the social
networking site

Definition

This entry will consider the ethics of social
networking sites and data collection over the
Internet. It focuses on questions of privacy and
the treatment and ownership of information
online. There are numerous other ethical issues
surrounding social networking sites which go
beyond these questions and which as such will
not be considered here.

Introduction

There are a number of ethical concerns sur-
rounding social networking sites (SNSs) and data

collection, central to which is the issue of privacy.
SNSs involve members of the public uploading,
storing, and accessing personal data (emotional
states, photos, political and religious affiliations,
etc.) over the Internet. At the same time, personal
data is a key aspect of privacy. Privacy regards
the access one has to and control one has over
one’s “own” data. Hence, SNSs have a significant
impact on privacy, and much of this entry will be
concerned with the problems arising from privacy
concerns regarding SNSs.

Privacy is an important value, recognized
across societies and eras and listed as a human
right by both the United Nations (Universal
Declaration on Human Rights, Article 12) and
the European Union (EU Convention on Human
Rights, Article 8). Privacy gives one the space
to be creative and to develop and practice
one’s autonomy. Furthermore, and of special
significance to SNSs, privacy allows one to define
intimacy in relationships (Rachels 1975). As a
relationship becomes more intimate, so more
information, and more personal information,
is shared. It is not surprising that, at least in
part, relationships are established and maintained
online, as offline, through the sharing of personal
data. Furthermore, different data is shared with
different people, mirroring levels of intimacy
offline. Hence, SNSs typically provide a public
profile for all to see and a private profile which is
only visible to those who have been confirmed as
“friends.”

Privacy therefore raises questions of control
and access to personal data (Parent 1983; Nathan
1990; Boyd 2010; Tavani and Moor 2001). In
establishing and building relationships, we relin-
quish control over that data by granting others
access to it. That is, we experience less privacy.

A major concern regarding privacy over SNSs,
as opposed to that in the offline world, is owner-
ship of the data once it has been uploaded to the
site. Many users who upload the data are likely
to believe that they own the data. It is after all
“their” data, their thoughts, opinions, and photos.
However, they are uploading, and in a sense
giving, that information to a private company
(or possibly a government- or charity-controlled
enterprise). The company or enterprise owns the
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rights to the software and the server space to
which the data is uploaded. Typically the user will
have agreed to certain terms of service presented
by the company or enterprise in order to use
the social network. It is possible therefore that
the data, once uploaded, becomes the property of
the company or enterprise, rather than the user.
A third possibility is that the data, once uploaded
to the site, becomes the property of the public.
There would be an analogy here with a published
autobiography in which the information revealed
therein becomes public property, irrespective of
the author’s or publisher’s intent. The answer
to this question of ownership is important in
understanding the ethics of how that data is used
and who ultimately has control over it. It will also
affect who has the right to delete that information.
However, it is worth bearing in mind that, as with
patient records in hospitals, ownership does not
bring with it an automatic right to use a person’s
information without their consent.

Ethical Issues

Introduction
In considering the ethics of SNSs and mining,
there are four (groups of) agents to consider. First,
there is the company or enterprise which owns the
software, owns or rents the storage capacity, and
operates the service. This might be one company
or a number of companies, each providing a
different aspect of the service. In either case, the
interest of these agents will be similar in terms
of seeking to profit from the service they offer.
Second, there is the user who uploads data to
the site in order to share it. I shall refer to this
user as the front user to distinguish him or her
from the recipient of the data, or end user. There
are then two types of end user. The first is the
known end user that is the person for whom the
data is intended. Typically this will be someone in
the front user’s group of friends on the site. The
second type is the unknown end user. This will
include people who access the public areas of the
front user’s social network space but also hackers
and law and security agencies who have access
to the private space as well. To better understand

these distinctions, I shall consider each of these
groups in greater depth before turning to key
ethical issues.

SNSs may be created by charitable enterprises
or governments; however, they are more typi-
cally created and operated by private companies
(Fuchs 2010). As such, the operator has a motive
to make money through the operation of the ser-
vice. This may occur in one of two ways. The first
of these is the selling of membership, additional
options (so-called “freemium” services) and/or
space on the service to users. This creates a small
but elite SNS defined by invitation or an abil-
ity to afford the service. Alternatively member-
ship/options/space may be provided for free but
funded by advertising through the service. This
creates a much larger SNS which is of interest
to advertisers both for its size and because the
advertising can be targeted on particular groups
as defined by demographic, ethnicity, religion,
politics, etc.

Unlike the company, many if not most front
users do not have a financial interest in the site. It
may be used for meeting new business contacts,
or for promoting a particular company or product,
and so have a financial element to it. However,
SNSs are more typically used for leisure and
for “sharing one’s life” with friends and family
(Lenhart and Madden 2007). This usually means
uploading photographs, sharing thoughts or inci-
dents in one’s life, and interacting with friends
about what they upload to their site. It is hence a
way of keeping up or reconnecting with friends
and family, and also of meeting new friends.

The known end user (KEU) is the intended
recipient for whom the front user uploads his or
her data. The KEU is therefore assumed to have
some interest in the front user either as family or
a friend or is possibly interested in establishing
a relationship. In some way they therefore have a
desire to know what is going on in the front user’s
life such that they have an interest in connecting
on the site. To ensure that they are known to
the front user the KEU must be accepted by the
front user as a friend, although there may be
pressure deliberately or inadvertently applied to
the front user to befriend someone they would
rather not.
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The unknown end user (UEU) is unknown
personally to the front user. The front user may
know of or suspect the UEU’s existence but does
not have a personal relationship with the UEU.
There are two main groups of UEU which I
shall address here: investigators and data miners.
While each group is unknown to the front user,
the investigator is interested in the front user as
a person while the data miner is interested in the
front user as part of a group. As we shall see the
distinction is not as clear-cut as this, but it is a
good starting point.

Investigators may be employed by individuals
wishing to establish the credentials of a third
party, by a company seeking to do the same
for potential employees, or by a government for
security, law enforcement, or repressive purposes
(Albrechtslund 2008). This group would also
include hackers who seek to gain access to a
site by guessing or breaking a password. Non-
governmental investigators seek to benefit from
information on the public site of a front user or to
exploit the poor privacy settings, or poor security,
of the same. Governments may have established
legal access to all areas of any user’s account in
order to allow the company to operate in that
country. SNSs contain a rich store of informa-
tion for such investigators, ranging from political
and religious views to compromising photos or
writings. As such they can help to reveal a more
personal side than would normally be visible.

Turning to data miners, the second type of
UEU to be examined here, these are usually
groups of researchers working for academic or
commercial organizations. As for investigators,
SNSs contain a wealth of information which
might otherwise be unavailable to researchers.
The results of the research may then be of use
in understanding social phenomena or designing
and targeting products to particular market seg-
ments (Barnes 2006).

The Company
Key issues for the company include how to com-
municate with the user, duties of care, default
settings, and deleting information. The company
has a duty to educate the user such that it gains
each user’s informed consent to the terms and

conditions. Lengthy terms of service may be
more informative but may also remain unread
owing precisely to their length. Shorter terms of
service may elicit greater readership but be less
informative. The company therefore has a duty
to inform potential members how their informa-
tion may be used. It also has an interest in not
frightening away potential members by giving the
impression of engaging in politics nor of willfully
selling user’s information to the highest bidder.
However, some research has suggested that even
if users are aware of the existence of a privacy
policy, they may have an incorrect interpretation
of its contents (Hoofnagle and King 2008; Turow
et al. 2005). If this is the case then the company
should investigate means to better educate their
users as to the implications of the terms and
conditions.

Related to the concern of informed consent is
the duty of care that the company has to the user.
For most users this will extend to presenting the
terms and conditions, but additional safeguards
may be required for the vulnerable, such as chil-
dren. Some sites have added “panic buttons” to
enable users, and particularly children, to inform
the site or the police if they are contacted by a
stranger or experience abuse on the site (Emery
2010). A closely related question is whether the
company also has a duty to prevent the front
user from uploading just any information. Such a
prevention might be motivated by protecting the
front user from possible harm or from causing
harm to others by uploading offensive material.

A further problem is that of default settings.
Should the default settings involve a high degree
of privacy, so that users have to opt in to having
their data shared with advertisers? If so, then
the reduced information available to advertisers
will mean that they have less to work with
and be less attracted to use the networking
site. By contrast, if the default settings have
a low degree of privacy, then advertisers can
access more information. This will enable them
to target specific markets more directly and
see a greater return for their investment. Such
markets might include, for example, teenagers,
working mothers, or Asian men living in the
UK. This will render the networking site highly
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attractive to the advertising community as
targeted advertising will bring greater returns
on the initial investment. However, low default
privacy settings also risk leaving the users
more vulnerable to invasions of privacy. Such
settings mean that, unless the user goes through a
number of steps to change their privacy settings,
information which they might reasonably have
presumed was restricted to friends is in fact
publicly available.

A further problem with default settings con-
cerns the location of the front user when data was
uploaded to the SNS. The SNS may by default
publish the location from which information was
uploaded along with the information itself. This
is typically the case when the information was
entered on a mobile phone with a geolocation
facility, which may again be active by default.
Unless the default settings are changed by the
front user, this data gives KEUs and possibly
UEUs information about a front user’s physical
location at a particular time. Such information
may then be used in crimes against property
and as such presents a security concern (Roberts
2010).

Finally, there is also a concern about deleting
information and accounts (Mayer-Schonberger
2011). Once a front user has determined that they
do not wish to continue with an account, they
might choose to deactivate it, but does it follow
that the company must then delete all the data
submitted and if so, how soon? Some companies
will keep an account open for a limited duration
in case the front user changes his or her mind and
chooses to reactivate the account. This enables
the front user to do so without losing any data.
Companies may also have legal obligations to
retain information for law enforcement or secu-
rity purposes beyond the timescale desired by the
front user.

Front User
There are a number of ethical issues facing
the front user. Perhaps the most important of
these concerns what it is reasonable for him
or her to believe about the service. Should he
or she be expected to know that the company

exists for profit through paid membership
or through advertising? Should she or he be
expected to read through and understand the full
terms of service offered at registration? More
than this, does the front user have a moral duty
to read and understand the terms and conditions
to which they are signing up? It seems as if there
is a dual responsibility in this area between the
company’s reasonable duty to educate the user
and the user’s reasonable responsibility to be and
remain informed.

A second issue, as indicated above, is whether
the front user should reasonably presume to retain
control over access to the data he or she enters
into a service or should it be seen rather as
publishing that data for the company’s own use.
There is a criticism leveled at some SNSs that
a person choosing to “like” a particular product
can find their endorsement being made public to
their friends as part of an advertising campaign
without their explicit consent.

Thirdly, there may be social pressures to join
or engage in particular SNSs. If private parties
are arranged solely through a SNS, then non-
membership can lead to social exclusion. Similar
exclusion may be experienced if one does not
regularly interact with friends online and share
information which might be better kept offline
(such as embarrassing pictures). Pressure may
also be attendant on whom is accepted or re-
jected as a friend. Should bosses, parents, or
work colleagues be invited into the same arena
of intimacy as close friends? It may be insulting
and damaging to a relationship to deny access, but
compromising if it is agreed to.

A fourth area concerns the data a front user
uploads to the service. Typically this is, as noted,
personal information of potential interest to
friends. However, SNSs may also be used to
deliberately release information to the general
(global) public, especially if normal journalistic
access to a situation is prohibited. The sites may
also be used to rally and organize protests.
If these turn violent or involve crime, then
those posting relevant data to the sites might
be accused of incitement to violence or crime.
On a more personal level, one front user may
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post information pertaining to themselves and a
second front user. This information may prove
to be detrimental to the second front user, who
has little control over the information being made
available either to the friends of the first front user
or the general public. This scenario illustrates
that privacy does not necessarily concern data
referring to just one person, but that it may be
shared between two or more users. As such the
decision to upload the information to a SNS,
and who should have access to that information,
should be mutual rather than made by just one of
the parties.

End User (Known)
The relationship between the known end user
(KEU) and the front user is similar to a friendship
offline. The KEU is presumed to respect the data
of the front user by not republishing it or using it
to in some way embarrass or humiliate the front
user. As in the offline world, there is nothing
to physically prevent the KEU from doing this,
and it is this vulnerability to the KEU which
establishes intimacy with the front user. If the
KEU does abuse the relationship through either
of these means, then, as in the offline world, the
front user may “unfriend” them so that they are
no longer privy to such information.

A second problem is that of not genuinely
knowing the KEU. Researchers posing as real or
fictitious people have successfully befriended
people through online SNSs (Lenhart and
Madden 2007). If a front user finds it relatively
easy to befriend a person (or at least hard not to
befriend them), then their area of intimate contact
online may be far less secure than they realize.
They may believe they are publishing information
to just “friends” when in fact their circle of
friends is only marginally more restricted than
their public site (Haddadi and Hui 2010).

End User (Unknown)
As noted above, there are at least two types of
unknown end user (UEU): the investigator and
the data miner. I say at least two as there may be
further divisions and subdivisions depending on
whether, for example, the UEU has access to the

public face of a person’s SNS or to their private
space, normally restricted to friends and family.
While the former might include private investi-
gators or companies researching candidates, the
latter would include police and security services
with legal access to the account and hackers who
have gained illegal access.

An obvious concern regarding UEUs is
whether they should have this level of access
to personal data. Exploiting lax security by, for
example, guessing passwords is at least prima
facie wrong, but what if exploiting information
made public as a result of low default privacy
settings? This information is, after all, in the
public domain. Through exploiting the access to
the information, is the investigator also exploiting
a weakness of the front user, and hence the
front user himself? Government access may
also be provided by default through company
agreements with a particular state, such that
users do not know that it exists, or have to read
through long terms of service to find reference to
its existence. Even if the front user does agree
to this level of government access, it seems
reasonable to ask whether it is good for a state
to have that much information about its citizens
easily accessible. There are also questions to be
raised at the international level regarding which
government has access to which files. Can, for
instance, the US government access private data
about UK citizens if their information is held
by a US company or stored on servers in the
USA? Furthermore, can the UK government
access the same information or does a situation
exist in which the US government has greater
access to the data of UK citizens than their own
government?

Moving to data mining of SNSs, there are
several issues. The first of these is the question
of how the data is accessed. This became an issue
in a 2008 project in which research was carried
out on students’ use of a SNS at a particular uni-
versity. The data was then anonymized and pub-
lished online. Despite the supposed anonymity,
within 48 h the university had been identified and
at least some of the data linked to individual
students. In defense of the project and the fact that
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Ethics of Social Networks andMining, Table 1 User summary

The company Front user Known end user
Unknown end user:
investigator

Unknown end user:
data miner

Gaining informed
consent

Reasonable beliefs
about the service

Abuse of data
accessed

Correct level of
access to data

How data is
accessed

Duties of care Control of data Unknown end user
posing as friend

Correct authority
accessing data

Problems with
anonymizing data

Default settings Pressures to join
SNS

Exploiting the front
user

Intersection
between general
and specific data

Deleting information Pressures to
befriend on SNS

Consequences of
uploading data

the research had taken place without gaining the
prior consent of the students, the research team
responded that the information they had accessed
was in the public domain. However, it transpired
that as many of the researchers and the students
belonged to a subnetwork (that of students at the
university), the former were likely able to access
information which might have been restricted
from general public access (Zimmer 2010). As
such the researchers had access to more intimate
information on their subjects’ sites than would
have been the case had they restricted themselves
to just publicly available data. In this respect,
although the researchers were potentially known
end users (they were in the same subnetwork),
the use to which they were putting the data was
unknown to the front user. This might be seen
as an abuse of the network, or as introducing
a third category of end user of whose existence
the front user may be aware, but of whose ac-
tivities the front user is not aware. This leads
to the intimacy levels of a KEU without the
end user having the same level of accountabil-
ity to the front user as a genuine KEU would
have.

Attempts at anonymizing data are fraught with
difficulties as any individual’s social network
is likely to have certain unique qualities. It is
improbable that any two people have exactly the
same friends, still less the same friends and the
same preferences in terms of politics, religion,
films, and music. As such even data which has
been made anonymous through disassociating

the subject’s name and obviously personal
details (age, sex, etc.) may still be traceable
to the originating source (Barbaro and Zeller
2006).

An additional problem is the intersection
between the general and the specific in data
mining. In 2007 research was performed on
people who had openly homosexual friends
on Facebook (Jernigan and Mistree 2009).
This concluded that men with more openly
homosexual friends on their SNS were more
likely to be homosexual themselves than those
with fewer openly homosexual friends. Hence
even when a person does not publicize certain
private information, in this case regarding sexual
orientation, it may nonetheless be predictable
through correlating publicly available data.
As such it is possible that the correlation of
information through data mining techniques
could reveal more than the sum of its parts. The
various users are summarized in Table 1.

Summary of Ethical Issues

In summary, there are numerous ethical issues
surrounding the use of social networks. Many of
these concern the access to and control of infor-
mation, raising issues of privacy. However, the
ethical concerns extend beyond privacy. I have
argued that there are four main agents involved
in social networks: the company, the front user,
the known end user, and the unknown end user.
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It is worth noting that these are not mutually
exclusive: a front-user is likely to be a known end
user and may also be an unknown end user and/or
a member of the company.

There are a number of ethical concerns related
to the context of each agent. The company has
issues of relating to the users of the service,
particularly duties of care to those users and
duties to gain informed consent from the users
as to the use of their information. The front
user similarly has duties of care when it comes
to joining the service and uploading data but
may also face pressures to join and befriend on
particular services which do not make his or her
use of that service entirely voluntary. Known end
users should protect the information they glean
from front users with the same respect as they
would had that information been given in a more
traditional context. Finally, unknown end users
fall into at least two categories: investigators and
data miners. For the former there are questions
of exploiting front users with poor knowledge of
security and of determining what is the correct
level of access to front users’ data. Data min-
ers face similar concerns when accessing data
but also problems relating to the consequences
of how that data is to be presented such as
anonymization and the intersection between gen-
eral information and specific applications of that
information.

Social networking sites are therefore not
morally neutral spaces, nor are they directly
similar to traditional places for socializing. They
provide a unique place for people to meet and
maintain relationships, which bring with them a
unique set of ethical concerns.
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