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ABSTRACT Keywords
Personalized data access has become one of the core chal- Personalization, Long-Tail Content, Gold Standard
lenges for intelligent information access, especially for non-
mainstream long-tail content, as can be found in digital li- 1. INTRODUCTION

braries. One of the main reasons that personalization re-
mains a difficult task is the lack of standardized test corpora.
In this paper we provide a comprehensive analysis of feature
requirements for personalization together with a data col-
lection tool for generating user models and collecting data
for personalization of search and recommender system opti-
mization in the long-tail. Based on the feature analysis, we
provide a feature-rich publicly available data set, covering
web content consumption and creation tasks. Our data set
contains user models for eight users, including performed
tasks, relevant topics for each task, relevance ratings, and
relations between focus text and search queries. Altogether,
the data set consists of 217 tasks, 4562 queries and over
15.000 ratings. On this data we perform automatic query
prediction from web page content, achieving an accuracy of
89% using term identity, capitalization and part-of-speech
tags as features. The results of the feature analysis can
serve as guideline for feature collection for long-tail content
personalization, and the provided data set as a gold stan-
dard for learning and evaluation of user models as well as
for optimizing recommender or search engines for long-tail
domains.

Categories and Subject Descriptors

H.3.3 [Information Systems]: Information Search and Re-
trieval—Search process; H.3.4 [Information Systems Ap-
plications]: Systems and Software— User profiles and alert
services

General Terms
EXPERIMENTATION, MEASUREMENT
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Long-tail sources in the Web [2] consist of content which
gets considerably less visits than the information hubs like
Google, Facebook and BBC-News. Examples for such con-
tent is educational, scientific or cultural material, which re-
mains often buried in deep web portals like libraries or cul-
tural organizations. Access to those resources is available
only to users knowing the specialized repositories and for
those having the ability to utilize non Google-like search
interfaces. Personalization plays an important role for re-
trieving long-tail content from these specialized repositories.
Without knowledge about the user and her current informa-
tion need, a magnitude of potentially relevant resources ex-
ists and it remains impossible for an automatic mechanism
to select the proper one. However, developing appropriate
methods for personalized access to long-tail content is chal-
lenging due to the lack of proper test data sets.

In this paper we present an approach for test data acqui-
sition for personalized access to long-tail content. The data
acquisition is motivated by a user-centric information seek-
ing model that provides different viewpoints on the user’s
context. Based on this model we derive a feature set, capa-
ble of testing different personalization strategies for long-tail
content in a browser-based setting. As our main contribu-
tion, we present a publicly available, feature-rich data set
collected from 8 users with 170 hours of user interaction,
encompassing about 4,560 queries and over 15,000 ratings.
In order to demonstrate the value of this data set, we pro-
vide results for automatically learning user queries utilizing
conditional random fields. The prototype for data acquisi-
tion, a screencast of a user, performing related tasks and the
data set are available online®.

The rest of the paper is structured as follows: In section 2
we introduce the conceptual model for data collection. Sec-
tion 3 provides a feature analysis for personalization strate-
gies based on the information retrieval model of Fuhr [5].
Section 4 presents our methodology for data collection. Sec-
tion 5 provides a comprehensive analysis of the collected
data. A preliminary study for automatic query generation,
shows one potential application scenario and demonstrates
the value of the data set (section 6). Related work is re-
viewed in section 7 and section 8 concludes our work.

lpurl.org/eexcess/datasets/umlt



2. AN INFORMATION SEEKING MODEL
FOR TEST DATA ACQUISITION

Before gathering test data we need a suitable information
seeking model that provides a rational for the information
seeking tasks to be supported. Such a human centric model
has been introduced by Marchionini & White [15] and con-
sists of seven steps carried out by an information seeker.
First, a need for information has to be recognized, and the
challenge for satisfying this need has to be accepted. Then,
the problem is formulated in the user’s mind, meaning that
important keywords and types of resources that would sat-
isfy the information need (e.g. academic papers, movies) are
identified. Finally, the information need is expressed, for ex-
ample as query in a search interface. Examination of results
is potentially followed by reformulation of the information
need, and eventually the cycle is closed by the actual usage
of results. The process is illustrated in figure 1.

(Recognize}-{ Accept H{Formulate }-{ Express|

Information need identification

Use J-Reformulate){ Examine]
T

Figure 1: User-based information seeking model of [15]

If the first four steps, recognition to expression, are per-
formed manually, the model reflects traditional search. Fully
automatic detection and expression of the information need,
however, resembles just-in-time-retrieval [21]. To achieve an
accurate detection of the information need, i.e., to fully and
satisfactory automate steps 1 to 4, the user’s context has to
be observed and turned into an appropriate expression of her
information need. This expression, which may either be rep-
resented explicitely or implicitly, is then used to personalize
the retrieval or recommendation results.

There are three paradigms for personalization in search:
(i) a tight coupling between the personalization and the re-
trieval process, (ii) personalization as a pre-processing, and
(iii) personalization as a post-processing step [17]. Similar
paradigms have also been identified for recommender sys-
tems [1]. While the first approach requires access to search
engine internals and considerable manual effort from infor-
mation retrieval experts, the latter two approaches can be
used in scenarios where the search system is seen as a black-
box. Black-box scenarios may be caused by no direct access
to search engine internals, by the necessity to federate the
search [24] or by privacy considerations, where the search
system is deemed untrustworthy and may not be allowed to
receive the full user context information [20, 13]. Especially,
the necessity for federated search is prominent for long-tail
content, which is distributed across repositories, such as dig-
ital libraries or local aggregators for digital collections.

The focus of this paper is personalization of long-tail con-
tent, and therefore we further investigate personalization as
pre- and personalization as post-processing to derive the fea-
tures for our test data collection.

3. FEATURE REQUIREMENTS FOR DATA
COLLECTION

In order to identify the features to collect, we employ and
extend the information retrieval model by Fuhr [5] shown
in figure 2. In the basic model the set of documents D is
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personalization tightly
coupled to IR system
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Figure 2: Principle personalization approaches. Extended
IR Model of Fuhr [5].

converted into a set of document representations D (docu-
ment preprocessing), and the latter is then indexed to yield
the set of document descriptions D . The same procedure
is applied to the query set @, yielding a query description
set QP. The retrieval function p then assigns a weight or
score w to each document-query pair, i.e. p: QP x DP —
R; p(¢”,d”) = w. In our conceptual setting (federated
search, search engines as black box) neither the process to
generate the query description QP nor the retrieval function
p can be accessed and modified for personalization. Thus,
we do not discuss the case where the user context C' is used
within the retrieval system itself (tight coupling).

3.1 Personalization as Pre-Processing

Pre-processing methods for personalization aim to modify
the initial user query @’ into a query @ that better reflects
the information need w.r.t. the vocabulary in the document
collection. Query refinement strategies can be categorized
into global and local methods [14]. Global methods are ap-
plied independently of the specific query and search results,
and basically refer to query rewriting based on user interests
or related topics (as e.g. in [9]). Local methods change a
query based on the initially retrieved results for this query.
The Rocchio method for relevance feedback requires positive
and/or negative feedback on retrieved results and works for
queries with similar information need by adjusting the term
weights of the query [22]. Also probabilistic relevance feed-
back methods, for instance based on the Naive Bayes clas-
sifier require positive feedback on results. According to [14]
feedback for at least 5 items in the result set is advisable.
Newer approaches incorporate implicit feedback, like the re-
sults the user has viewed and the time the user spent viewing
a particular result. It is to note, that approaches that re-
weight the query terms require a search system capable of
processing queries with weighted terms.

As conclusion, to collect features for the above mentioned
methods, we need to collect the query, positive and negative
feedback (for at least 5 items), result click data (document
id and time spent), and user interests or relevant topics.

3.2 Personalization as Post-Processing

Post-processing methods for personalization aim to adapt
the score w for a document-query pair to a new score w’,
such that in the result list, sorted by w’, documents that
satisfy the user’s information need are higher-ranked. This
can be evaluated by various measures, e.g., precision or mean
reciprocal rank. Click-history based re-ranking [4] ranks the
documents for user u based on previous clicks on documents
for the same query ¢. In detail, the final score is calculated
as w'(q,d,u) = % with clicks(q,d,u) being the
number of clicks for query ¢, 8 a smoothing factor, d a docu-
ment, u a user and * a wildcard for all documents. For meth-



ods that re-rank the queries based on user interests [19], a
vector representation of the user interests is compared with
a vector representation of the retrieved documents, assign-
ing a higher score to documents similar to user interests.
The user interests can either be given manually, extracted
from previously viewed documents or the browsing history.

As a conclusion, to collect features for the post-processing
methods, we need to collect queries, clicks on result docu-
ments, and the browsing history.

3.3 Features to Collect

For the above mentioned personalization approaches we
need to collect the user query, positive and negative feedback
(for at least 5 items), result click data (document id and
time spent) and browsing history. Additionally, we collected
topics users manually assigned to a web page, based on its
contents for assessing the usefulness of this information for
query modification or as feature for content-based filtering.
In order to provide not only relevant additional information,
but also to decide when this information is of interest, we
collected a binary feature indicating if the user would require
resources and a label for the performed task (e.g. “watching
funny videos on YouTube”). The latter was either selected
from a predefined set or input as free form text. To elicit the
requirements for cross-language result suggestions, we asked
for the preferred language of results.

Further, we collected mouse clicks on the web page and
text selections as strong cues for predicting the focus area of
human readers [8]. With this information we want to assess
how much and which of the information need can be spec-
ified via that focus area and what has to be inferred from
additional context information (e.g. browsing history, top-
ics, external sources, such as wordnet). Finally, by means of
a questionnaire, we assess the perceived sensitivity and the
disclosure level w.r.t. privacy considerations for the above
mentioned features. We measure perceived sensitivity using
a b-point Likert scale ranging from highly sensitive to not
sensitive at all. Disclosure level assesses the willingness to
provide a specific piece of information for either “perfect re-
sults” , “improvement in result quality” or “never, regardless
of the potential improvements”.

Table 1 provides a summary of all features.

4. ACQUISITION METHODOLOGY

In order to collect the previously identified features, we
developed a web browser extension and defined tasks for
users to solve by using this extension. Users also were asked
to fill out a questionnaire to collect privacy related features
and demographic data.

4.1 Tasks

We distinguish between two basic web usage scenarios.
The first scenario summarizes all web tasks with an intrin-
sic information need, i.e. where provision of additional rel-
evant content is desirable. Such tasks are the focus of our
interest. An example may be “researching on a topic in
online sources”. The second usage scenario contains web
tasks, where presumably no additional resources are needed
or would disturb the user, we call these tasks “background
tasks”, e.g., the task “home banking”.

We further distinguish the tasks with information need
based on the type of usage of the resources, as introduced
in [7]. Specifically, we subsume tasks where content is merely
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Table 1: Overview of collected features. E refers to data
explicitly stated by users either via a user interface control
(UI) or a questionnaire (Q), I to automatic recording of user
behavior.

Feature

mouse clicks (+target)
textual input

browsing history

browser profile (plugins, ...)

User and Task

ma=al
o]

predefined task name Ul
custom task name Ul
task start-time Ul
task end-time Ul
level of expertise Ul
topics relevant to task Ul
demographic data Q
Resources

recommendations desirable? Ul
queries Ul
preferred language of results Ul
rating of results (binary) Ul
overall helpfulness of results Q
overall helpfulness of interface Q
clicked results [1]

ignored results

time spent at detailed result view [1]

Privacy-Aspects

sensitivity level of personal information Q
disclosure level of personal information Q

consumed for personal use as content consumption tasks,
and tasks that integrate the results in order to create and
distribute new content as content creation tasks.

To collect ground truth data for a content consumption
task we asked users to annotate web pages with retrieved
resources (predefined task “annotate a web page”). Fol-
lowing the assumption that resources are relevant for frag-
ments of web pages only [12], we used annotations to iden-
tify the mapping between a selected text fragment of the
web page and the most relevant resource for this fragment.
Also, because of the selection, we can identify the relation
between the text fragment and the corresponding search
query, which later can be exploited to automatically gen-
erate search queries. To collect data for content creation,
we asked users to write a blog entry and integrate search
results in their text (predefined task “write a blog entry”).
In order to collect a greater variety of tasks we encouraged
users to engage in regular web browsing behavior in between
our tasks of interest, e.g., performing tasks like “watching a
funny video clip” or “reading online news”. In these tasks
users were not required to use the search interface, nor to
inspect or rate results. A more detailed description of the
tasks is provided in form of a transcript of the instructions



for participants along with the dataset®.

4.2 Procedure and Participants

The data acquisition starts with a general introduction
including a demonstration of the interface, followed by ex-
planations about the tasks and privacy issues. Then par-
ticipants perform the study by executing a combination of
predefined tasks (our tasks of interest) and arbitrary web
tasks, alternating between those two. For each task partici-
pants indicate task specific information, like the task label,
their experience level, associated topics. During task execu-
tion all interactions are logged. Finally, participants fill out
the post-study questionnaire.

8 German speaking students participated in the data col-
lection, 5 male and 3 female. The average age was 27 years,
ranging from 21 to 34 years. 2 participants considered them-
selves as computer experts, 6 as average computer users. 7
participants stated that they were heavy computer and In-
ternet users with a usage of more than 2 hours daily, one
participant used the Internet and computer daily, but not
more than 2 hours per day.

4.3 Prototype

We implemented the prototype as an extension to Google’s
Chrome browser, which we describe briefly in this section.
We refer the reader to the screencast of a user performing
an exemplary task! to gain deeper insights. As back-end for
search queries, we use the Europeana API?. Figure 3 shows
a screenshot of the extension, which is injected in every web
page, simulating the behavior of a sidebar. The user can
switch the injection on or off respectively by clicking the
extension icon ([01]). On top of the sidebar the user can
define queries ([02]) and select the preferred language of the
results (|02a]). The received results are displayed as a list,
with a short summary for each result item ([03]). Clicking
on a result retrieves the detail view, which is shown as an
overlay on the current page. Rating icons are available for
each resource ((04]) and the source URL of the resource can
be retrieved by the button at . Already existing anno-
tations are highlighted in the text ((06]). For a current text
selection, comments ([07]) and the respective resource URI
(08a]) can be added. The URI is automatically copied to
the annotation’s interface when icon is clicked.

The smaller window in figure 3 shows the content of the
task tab. Here, the user can select the task type (“annotate
a web page”, “write a blog entry” or “other”) at , For
the latter, the user is asked to provide a custom label after
task execution, and an additional check box ([10]) is shown
to indicate, whether recommendations are desirable for this
task. The user can adjust her level of expertise on the task
at hand with the slider at [11] on a scale from 0 (lowest)
to 10 (highest). The topics related to the specified task are
defined at . This input field features auto-completion
for dbpedia-categories, i.e., the user gets suggested dbpedia-
categories that possibly match her input while typing. The
language for auto-completion can be selected at (cur-
rently supported are French, English and German). After a
task has been started ([14]), it is not possible to change its
type anymore, while all other settings may still be adjusted,
because they might not be known in advance. For instance,
the topics related to a task are usually discovered during its

2http://pro.europeana.eu/api
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execution and the task can be labeled more meaningful.

To support annotation in a content creation task we used
the Dokuwiki software® and asked users to write simple Wiki
syntax and include the retrieved search results manually.
Technically, any Web 2.0 user authoring software could be
used within this scenario. The log data is stored locally in
an indexed database*. Annotations conform to the Open
Annotation Data Model® and are represented in the JSON-
LD® format. Storing the data locally is advantageous in
terms of network traffic and privacy concerns, as it avoids
to transmit data for each and every interaction to be logged
and users are able to remove interactions they do not want
to show up in the log data before providing them to us.

Several adjustments have been made after a pre-test had
been performed by one expert and one non-expert. For in-
stance, following the suggestions we included the possibility
to delete the last task session (e.g., if users forgot that the
extension was active and visited their home-banking site).
Also, users reported not to know in advance, which task
they are going to perform for the freely chosen tasks, thus,
we shifted the task labeling from before starting the task to
after its execution.

4.4 Discussion

The proposed setting entails some particularities that need
to be discussed. For instance, we treat the search system as
a black box and deliver results in the same sequence as we re-
ceive them through the respective API. This might bias the
ratings and annotations towards higher ranked results. We
counterbalance this bias by requesting explicit negative rat-
ings for items and encouraging users to look further through
the result list in order to find interesting results.

Because we want to collect training data from users for a
systems that does not yet exist, the setting does not reflect
completely normal web behavior. In particular, we ask users
to formulate queries and annotate page contents with the re-
trieved results, in order to automatize retrieval of relevant
resources in the future, based on the collected data. Also,
the task selection is constrained in two ways. First, users
avoided tasks in which they had privacy concerns (e.g., do-
ing home banking, visiting specific web sites). Second, the
alternation between predefined tasks (website annotation or
creating a blog entry) and web tasks of users’ choice is arti-
ficial. To alleviate the above mentioned problems, we kept
the assignment description as near to normal web behavior
as possible while still satisfying the constraints imposed by
collection of necessary data. Also the prototypical imple-
mentation aims to support collection of high quality data
with interrupting the normal work flow as little as possi-
ble (e.g. no changes in browser tabs for visiting details of
recommended items).

Although the number of test users is small, we think that
our data set has its benefit by its feature-richness and con-
trolled data collection methodology, empowering applica-
tion scenarios that require a deep insight into user behavior.
An example of such an application, exploiting the feature-
richness of the dataset, is presented in section 6. In addition,
the insights gained from the dataset can be used for devel-
oping a first usable prototype with which additional (less

Shttps://www.dokuwiki.org/
‘http://www.w3.org/TR/IndexedDB/
Shttp://www.openannotation.org/spec/core/
Shttp://json-1d.org/



Figure 3: Screenshot of the test data acquisition user interface. Normal browser window content (left, Wikipedia page on
weaving), browser extension (right pane), available settings of the option panel (right, center)

Table 2: Data set overview. Time in minutes.

time

10252

views

3267

tasks

217

users

8

anno

1332

queries

4562

ratings

15043

feature-rich data due to privacy concerns) can be collected
from a large number of users.

S. DATA SET ANALYSIS

In this section we provide a qualitative and quantitative
analysis of the data set we collected. First, we provide a
general overview and then we provide detailed analyses for
predefined tasks (section 5.1), custom tasks (section 5.2) and
the relation between the selected text and the query issued
for the selection (section 5.3).

Table 2 provides an overall summary of the collected data.
Column “views” refers to the number of times users opened
the detail page of results. We count each single view and
do not distinguish between different results or one result
that has been opened multiple times. Column “time” ac-
cumulates the duration (in minutes) of all performed tasks,
“anno” counts the total number of users’ annotations of web
pages with any of the retrieved results. Interestingly, the
amount of ratings is more than three times larger than the
amount of result views. It is obvious that a lot of results
have been rated solely by the short summary as provided in
the result list. A potential reason for this is that users as-
sessed the quality of additional information provided in the
detailed view as below average in the questionnaire (22.75
on a 1-5 scale).

5.1 Predefined Tasks

This section provides an analysis of the collected data from
a task-centric perspective, aggregated over all users.

Table 3 presents statistics for the predefined tasks. Tasks
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prefixed with “A” are content consumption tasks and tasks
prefixed with “B” refer to content creation tasks. For each
task, annotations were made on one single web page, either
within a web site or within one Wiki page. The total num-
ber of annotations varies considerably for each task, rang-
ing from 55 (T.B2, wiki entry about an important person)
to 112 (T.A8, English Wikipedia article about the Berlin
Wall). However, the annotations per user and task do not
vary significantly (mean = 11.5, SD = 1.3).

The average task duration for predefined tasks was about
74 minutes per user, with a minimum of 46 minutes (task
A5.de) and a maximum of 121 minutes (task B1). Users
needed about twice as much time for content creation tasks
(112 minutes on average) than for content consumption tasks
(65 minutes on average). This tendency is also reflected in
the number of clicks amounting to 63 per task per user for
content consumption and 224 for content creation tasks.

We collected 8,091 positive and 6,826 negative ratings,
amounting to 14,917 ratings. This amount is explained by
the assignment asking participants to rate at least 10 re-
sults for each search. On average, users rated equally posi-
tive and negative, we found no significant difference between
the number of positive and negative ratings (Shapiro-Wilks
test for normality, W = 0.9305,p = 0.2777 for negative,
W = 0.9608,p = 0.7063 for positive ratings, paired T-Test
at confidence level & = 0.05: ¢ = 1.5687,df = 14, p = 0.139).
The column “pages visited” lists the number of visits beyond
the predetermined page (i.e., the page to annotate or the
page on which a wiki entry had to be created) and result
page visits.

5.2 Custom Tasks

Apart from altogether 114 different predefined task execu-
tions, users performed 103 freely chosen tasks, and indicated
that for 76 of them they would have liked recommendations.
After grouping obviously equal tasks, a set of 18 distinct

tasks remained. For example, “watch online video”, “watch-



Table 3: Task-centric statistics for predefined tasks.

task | webpage topic lan- | anno- ratings | time | clicks | queries | results | pages | expertise| users
id guage | tations | - + | [min] issued |viewed | visited | [0-10]

T.A1 | wikipedia: Munich de 98 554 645 | 586 | 412 347 387 8 3.4 8
T.A1l | wikipedia: Munich en 81 487 481 | 430 | 381 315 230 11 3.2 8
T.A2 | wikipedia: World War I de 97 625 414 | 467 | 354 311 165 32 3.4 8
T.A2 | wikipedia: World War I en 96 588 463 | 461 | 373 219 147 12 4.0 8
T.A3 | warfarehistorian.blogspot.de: warefare| en 108 468 846 | 705 | 991 596 294 25 2.1 8
T.A4 | wikipedia: Women in Workforce en 92 557 606 | 586 | 559 373 176 54 2.6 8
T.A5 | habsburger.net: Franz III & Napoleon | de 86 681 295 | 371 | 519 271 217 4 3.5 8
T.A6 | wikipedia: Pope de 91 662 448 | 467 | 497 356 229 18 3.4 8
T.A6 | wikipedia: Pope en 92 552 687 | 601 | 587 302 298 14 2.9 8
T.A7 | britannica.com: French Revolution en 92 588 554 | 461 | 495 238 228 35 4.0 8
T.A8 | wikipedia: Berlin Wall de 99 761 290 | 483 | 502 283 322 11 6.2 8
T.A8 | wikipedia: Berlin Wall en 112 702 524 | 610 423 291 261 12 5.9 8
T.B1 | sights of a city de 60 325 180 | 729 | 1612 144 97 142 6.0 6
T.B2 | important person de 55 294 211 | 692 | 1322 187 108 73 6.4 6
T.B3 | historic event de 63 247 182 | 609 | 1101 279 90 199 5.4 6
total 1322 | 6826 8091 | 8266 | 10128 | 4512 3249 650 @ 4.2 |8 (max)

Some annotations and ratings were given in tasks, which users performed by their own choice. Those are not include in this table, and
therefore the totals differ from the values in the overview table of the previous section.

ing a youtube video” and “watch video on YouTube” were
grouped together into “watch online video”, whereas “watch
news online” and “reading an article” were kept as distinct
labels.

The distribution of durations varies considerably across
tasks, with a mean of 19, minimum of 3, maximum of 90
and standard deviation of 17 minutes. The strong variation
can also be observed within the same task, e.g. the short-
est duration of the task “reading online news” (which was
executed 43 times) is 3 and the longest duration 47 min-
utes. This indicates, that task detection is a challenging
problem, which cannot be solely solved by a time frame ap-
proach. Moreover, we found a disagreement between users
on whether they would like to have recommendations for a
particular task. This disagreement was also observed for a
single user’s multiple executions of the same task, likely due
to different context of execution. For example, when read-
ing online news, a user may be familiar with one topic, while
she is not with another. Thus, the decision when to present
recommendations needs to account for features beyond the
task at hand. Indicators for a user’s familiarity with a topic
may be the click rate or dwell time on a particular page.

The two most common tasks (“reading online news” and
“watch online video”) account for 61% of task executions
(excluding predefined tasks), suggesting that a small set of
reoccurring tasks constitutes the main part of a user’s ha-
bitually performed tasks. Although this is an interesting
finding within the collected dataset, the rather small num-
ber of reoccurring tasks may be caused by the data collection
setup (see discussion in section 4.4).

5.3 Selections and Queries

We analyzed the distribution of query terms and selected
texts for the content consumption tasks (there was no text
selection in the content creation setting). Generally, users
preferred to issue queries containing only few terms. The
majority of the queries (81%) contains one to three terms
with an average query length of 2.8 terms. These numbers
are similar to findings from general search engine usage [26].
The text selections were larger, with an average of 8.3 terms.
The majority of the selections contains 1 to 4 terms (60%).
10% of the selections had more than 25 terms. 24 (=~ 1%)
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selections had more than 60 terms.

Figure 4 shows the relation of query terms and terms in
the selected text. Figure 4a shows the percentage of terms in
the selection contained in the query, i.e., a selection consist-
ing of only query terms counts for the 100% bar, a selection
where half of the terms consist of query terms counts for the
50% bar. The majority of selections (46%) consists of query
terms only , but 15% of selections contained no query term
at all. Figure 4b shows the percentage of query terms con-
tained in the selection, i.e, a selection containing all query
terms counts for the 100% bar, a selection where half of the
query terms are contained counts for the 50% bar. The ma-
jority of selections contained all query terms (57%), but 15%
of selections contained no query term at all.

6. LEARNING QUERIES

The findings of the previous section indicate that in 15%
of the cases there is no syntactic overlap between the se-
lected text and the query terms and thus, for this cases it is
impossible to derive any information for the query directly
from the text. Then again, in the majority of cases, in-
formation about which terms to use for a query is already
contained in the selected text. Therefore, we try to infer,
which terms of the selection should actually be used for a
query by labeling them as either relevant or not relevant. To
predict the relevant terms, we applied a linear-chain condi-
tional random field model (CRF) [10]. This model predicts
a sequence of labels for a given input sequence, conditioned
on the input features, i.e., it models the probability of the
output variables (the labels), conditioned on the observed
variables (the input features). We opted for a CRF, as it
is advantageous over a Hidden Markov Model in efficiently
accounting for dependencies among input features.

For the evaluation, we considered only those text selec-
tions, in which at least one term was contained in the cor-
responding query, amounting to 2449 sequence-query pairs.
The input features used were the identity of the term (i), i.e.,
the term itself, whether the term starts with upper- or lower-
case (c), an indicator if the term is a stop word (s), the part-
of-speech (POS) tag (t), and the equivalent input features of
the preceding (s—1,c—1,t—1) and succeeding ($41,c+1,t+1)
term. A single sample in the training set therefore consists
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Figure 4: Term analysis for queries and selected text

of a text selection enriched with the aforementioned features
and a label for each term of the selection, which indicates if
the term is also contained in the corresponding query (and
hence considered relevant).

The list of stop words is the one provided by the “tm”
package for R”, the POS tags were obtained with NLTK [3]
and the CRF models were computed with Mallet [16]. We
evaluated the performance of 29 feature combinations using
10-fold cross-validation. In order to evaluate the stability
across users and tasks we also performed cross-validation on
splits defined by users (all but one user as training and one
user for test), and tasks respectively.

Table 4: Accuracies [%] for query prediction from selected
text. Cross-validated using splits over users, tasks, and 10-
fold random.

feature set trivial
i,¢c,t | 1,t | c,t | rejector | acceptor
users  mean 76 77| 75 51 49
SD 15 15 | 18 35 35
tasks  mean 82 83 | 82 71 29
SD 6 6 7 8 8
10-fold mean 89 88 | 84 71 29
SD 1 2 1 2 2

i - the identity of a term, i.e. the term itself
c - whether the term begins with upper- or lowercase
t - POS tag

The best performing feature combinations are shown in
table 4. As the CRF model assigns a label to each term
in the selection (identifying it as relevant or not relevant),
accuracy refers to the ratio of correctly labeled terms to
the total number of terms. Incorporating a term itself as
a feature (i,c,t & i,t) leads to the best results, but this
may not generalize well due to the limited vocabulary in
the dataset. Nevertheless, feature combinations without the
words provide similar results as well (e.g., the combination
of case-identifier and POS-tag, c,t) and thus are the better
option.

The standard deviations reveal, that the query behavior
is stable over tasks, but not over users. In fact half of the

"http://cran.r-project.org/web/packages/tm/
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users incorporated the major part of the selection into their
queries and the queries of the other half contained only a mi-
nority of the selection terms. Thus, prediction performance
drops for the evaluation over users.

7. RELATED WORK

Providing long-tail recommendations is a highly challeng-
ing task, first of all because of the data sparsity issue: only
a few or even no ratings are available for items in the long-
tail. To overcome this problem, the authors in [18] partition
the whole item set into head and tail parts and cluster the
items in the tail. In [11] recommendations are obtained by
combining the items in a user’s personal long-tail with users,
which have those items in their head portion. While these
approaches still require the existence of at least a few ratings
in the tail or even the existence of dense data in the head,
Stickroth et al. [25] aim to provide high quality recommen-
dations in a network with a small amount of users and items
(and hence without the presence of a dense head). Therefore
the authors propose a multilevel approach, with a decreas-
ing degree of personalization and different recommendation
strategies at each level. Their dataset encompasses 60 rat-
ings on 151 items by 175 users and is not published. Closest
to our work, Wang et al. [27] conducted a user study in the
cultural heritage domain in which they elicited user models
with ratings of museum objects of the Rijksmuseum Ams-
terdam from 39 participants.

Most of the approaches for user data collection for long-
tail domains use server-side data logging. A representative
example is the smartmuseum approach were user interests
are either manually given or by tagging and rating of re-
sources [23]. A game-based approach to server side collec-
tion was pursued by Wang et al. [27] who used an interac-
tive quiz to collect ratings for museum objects. Goecks and
Shavlik [6] use client-side data collection in a Web browser
for user interest detection based on the text of the webpage,
clicked hyperlinks, scrolling and mouse activity.

All of those data sets capture the features we identified as
necessary to collect only partly. To the best of our knowl-
edge, there is no publicly available dataset, which accounts
for the specific challenges of long-tail recommendations and
contains the required data.
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SUMMARY AND FUTURE WORK

In this paper, we analyzed feature requirements for search
personalization with respect to long-tail domains. Based on
this analysis, we provide a prototype for collecting the re-
quired data from web users. Further, we collected a data
set with this prototype, which comprises over 170 hours of
user interaction and is publicly available. We provided an
in-depth analysis of this data set. With the automatic gen-
eration of queries from text selections, we presented an ex-
emplary application of the data set. The data collection is
easily adaptable to other domains by modifying the call to
the search system in the prototype (currently Europeana).

We intent to provide a modified browser extension to the

general public.

Depending on the individual privacy set-

tings, we will collect more, but less feature-rich test data
and further try to infer user model information from this
data (e.g. task and topic detection). Given the promising
results for query generation, we will investigate this area
in more detail and try to enhance the query prediction by
incorporating additional context beyond the selection, e.g.,
from the browsing history, and improve the result set by
query modification.
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