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ABSTRACT: This paper surveys the literature on forensic face recognition (FFR), with a particular focus on the 
strength of evidence as used in a court of law. FFR is the use of biometric face recognition for several applications 
in forensic science. It includes scenarios of ID verifi cation and open-set identifi cation, investigation and intelligence, 
and evaluation of the strength of evidence. We present FFR from operational, tactical, and strategic perspectives. 
We discuss criticism of FFR and we provide an overview of research efforts from multiple perspectives that relate 
to the domain of FFR. Finally, we sketch possible future directions for FFR.
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INTRODUCTION

 In this survey paper, we present different aspects of 
forensic face recognition (FFR), with a particular emphasis 
on strength of evidence. The aim of this paper is to convey 
the breadth of FFR, with its many aspects and connections 
to related domains. 
 FFR is the use of biometric face recognition for several 
applications in forensic science. Biometric face recognition 
uses the face modality as a means to discriminate between 
human beings; forensic science is the application of science 
and technology to law enforcement. 
 In general, FFR includes scenarios of ID verifi cation 
(1:1) and open-set identifi cation (1:N+1), investigation and 
intelligence (M:N+1), and evaluation of the strength of 
evidence as described in Meuwly and Veldhuis [42]. There 
are two image types involved in FFR. The trace image 
often captures a crime scene and is most often taken under 
uncontrolled conditions. The reference image is a photograph 
of a suspect and is taken under controlled conditions. Concrete 
FFR use cases are given in Zeinstra et al. [73]. 
 A use case in which FFR is frequently employed is 
to investigate criminal activities that are carried out in 
places monitored by surveillance cameras, like shops 
or gas stations. Extracted stills from closed-circuit 
television (CCTV) recordings that contain the face of the 
perpetrator are used as trace images. Another example 
is the withdrawal of money using a stolen debit card. In 
this case, trace images are recorded by a small camera 
inside an automated teller machine (ATM) and they 
typically exhibit perspective image distortion. These 
use cases are examples of investigation (M:N+1) or, in 
the case of a concrete suspect, examples in which the 
strength of evidence against that suspect is evaluated. 
Another example is when an immigration offi cer might be 
convinced that a given identity document is genuine, but 
that it does not correspond to the person who is presenting 

it. If the immigration offi cer forbids the person to enter, 
the subsequent investigation is an example of evaluation 
of strength of evidence in which the passport photograph 
serves as a trace image.
 A survey by Jain et al. discusses additional open-set 
investigation (M:N+1) use cases: (a) mug shot search that 
is robust to facial aging, (b) matching forensic (composite) 
sketches to face photograph databases, and (c) retrieval 
using facial scars and marks [33]. Case (b) is an example 
in which trace images consists of a representation (sketch) 
by an image, instead of a captured image. 
 A fi nal, very noteworthy but rather extreme, example 
of an FFR use case (M:N+1) is the “super recognizers” 
[57] at the London (UK) Metropolitan Police. Super 
recognizers are claimed to be able to identify persons 
from CCTV footage, based on an exceptional memory 
for discriminating facial features in previously seen low-
quality images. Super recognizers were used for example 
during the London riots of 2011 [76].
 FFR has its modern genesis in the Bertillonage system 
[4]. Bertillonage systematically uses facial and body features 
to describe criminal individuals. It features anthropometric 
measurements, as well as categorizations of facial features; 
for example, it recognizes 16 different ear shape types. 
Also, highly discriminating features like facial marks can 
be described. Figure 1 depicts some examples.
 Bertillon particularly advocates for a mugshot from 
face and profi le, enhancing that the profi le contains 
information that is in the same time more distinctive and 
less subject to intra variability (ear, upper profi le), that has 
been forgotten in the modern mugshot process. Finn gives 
a historical account of Bertillonage; in particular the use 
and acceptance of photography (“the criminal image”) 
as a means to represent information and evidence [26]. 
Bertillonage as such has been superseded as a means to 
individualize persons by fi ngerprinting (and DNA profi ling 
in the last 25 years) [16]. 
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more visible at the public level, but they are much older 
than the last decade within the profession (see [40] for 
a discussion). In Section III we address some of these 
criticisms, and in Section IV we explore research efforts 
pertaining to FFR. Finally, we present our conclusion and 
sketch future directions for FFR.
 As a fi nal note, in this paper we consistently use the 
general term FFR-examiner, or examiner for short, to 
refer to any individual that undertakes FFR activities, 
disregarding their level of profi ciency; we use nonexaminer
to refer to individuals that do not undertake FFR activities.

I. OPERATIONAL LEVEL OF FORENSIC
FACE RECOGNITION

 Prince gives an overview of the use of facial recognition 
systems and facial image comparison procedures at several 
forensic institutions in Israel, the Netherlands, the United 
Kingdom, the United States, and Canada [52]. Although 
differences exist, the institutions have a signifi cant 
collective approach. Spaun specifi cally describes the 
approach taken at the US Federal Bureau of Investigation 
[62] and is in line with Prince.

A. ANALYSIS AND COMPARISON

 During the Analysis phase, the trace is investigated 
for its usability and its evidential content. During the 
Comparison phase the trace and reference images are 
compared. In this process the examiner takes similarities 
and dissimilarities between trace and reference material 
into account. According to Spaun, the examiner 
distinguishes between class and individual characteristics 
[62]. However, one could argue there are characteristics 
that are distinctive, contain information to differentiate 
people and characteristics who are not, and the degree 
of distinctiveness varies; hence the class/individual 
distinction might be too strict.

 However, with the proliferation of cameras, either 
CCTV cameras or digital cameras in mobile phones, 
potential trace images are omnipresent; it is hardly a 
surprise that FFR in general is very actively used today. 
 Despite the advances in automatic face recognition 
systems, signifi cant parts of FFR are still done manually, 
notably the evaluation of the strength of evidence. We 
believe that this can be attributed to several factors that 
are inherent to FFR and that infl uence the performance of 
such automated face recognition systems. Although one 
can classify these factors into, for example, subject and 
imaging conditions, there might be some overlap in this 
classifi cation. Therefore, we use an example to illustrate 
the cascading effect of these factors. 
 Assume a perpetrator uses a stolen debit card to 
withdraw money from an ATM. He has a hurried glance 
(expression), does not look straight into the camera 
(pose), and wears a scarf (occlusion). Natural light 
(illumination) comes from behind the perpetrator. He 
stands close to the ATM (perspective effect). The scene 
is captured through a lens (distortion and aberration) by 
a recording device, either analog (interlacing) or digital 
(sensor thermal noise/bleeding). The resulting raw material 
is then possibly converted (analog to digital, resolution, 
compression artifacts) and extracted (motion blur). The 
pose, illumination, and expression (PIE) of the person are 
a common problem for face recognition systems [33].
 In the remainder of this paper we will focus mainly on 
the strength-of-evidence scenario. The paper is structured 
as follows. In Section I we describe the operational level 
of FFR structured in terms of the Analysis, Comparison, 
Evaluation, and Verifi cation (ACE-V) protocol. This 
protocol is commonly used for source-level inference 
in forensic science (Langenburg [35] and Finding 22 of 
Prince [52]). In Section II we present FFR at a tactical 
and strategic level. During the last decade, criticisms of 
forensic science in general and FFR in particular became 

Figure 1. Example measurements and categorization of the Bertillonage system. From left to right: ear size measure-
ments, nose and ear profi le categories, and the location of scars and marks. Image used with permission from [4].
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 The Facial Identifi cation Scientifi c Working Group 
(FISWG) is an organization centered on scientific 
knowledge and casework experience [19]. According to 
FISWG guidelines [22], mainly four FFR methods can be 
used during the Analysis and Comparison phase:

• Holistic Comparison. Assessment in which all facial 
features are considered at once. This is a pure perceptual 
approach without real analysis.

• Morphological Analysis. Assessment of correspondence 
of the shape, appearance, presence, and/or location of 
facial features.

• Photo-anthropometry. Assessment of correspondence 
of dimensions and angles of landmarks and other facial 
features.

• Superimposition. Assessment in which images are 
aligned and analyzed using image transitions.

 FISWG recommends morphological analysis by 
trained examiners as the primary method of comparison; 
superimposition is known to be ineffi cient and should only 
be used in conjunction with morphological analysis and 
is to be confi ned to rotations, scaling, and translation. 
 By definition, in holistic comparison and 
superimposition, trace and reference images are considered 
simultaneously, so the Analysis and Comparison phase 
partly overlap. This might lead to bias and is further 
discussed in Section IV.A. In contrast, when applying 
morphological analysis or photo-anthropometry, trace 
and reference images do not have to be considered 
simultaneously.
 FISWG has also published the Facial Image 
Comparison Feature List for Morphological Analysis [20]. 
This feature list describes for each facial part a number 
of characteristic descriptors in considerable detail that 
can be used during forensic casework. As such, it is not 
a standard but rather representative of considered facial 
features of different institutes. Feature lists used at the NFI 
(Netherlands) and NFC (Sweden) are similar but differ on 
the type and number of considered details [17,18]. They 
include:

• Face shape; • Forehead;
• Eyebrows; • Eyes;
• Cheek area; • Nose;
• Mouth and mouth area; • Jawline;
• Chin; and • Scars, marks, tattoos

B. Evaluation and Verifi cation

 One notable variation between forensic institutions is 
which opinion scale they use (Finding 31, Prince [52]). 
In an ideal situation this opinion scale is the strength of 
evidence that is determined during the Evaluation phase. 
The strength of evidence is constructed from multiple 

comparisons between features found in trace and reference 
images. Essentially one could adopt either a numerical or 
a verbal formulation of strength of evidence. An example 
of the former is “the trace and reference specimens are 1 
million times more likely under the hypothesis that the 
suspect is the donor of both, than under the hypothesis 
that the suspect is not the donor of both.” An example of 
the latter is “there is strong support for the hypothesis that 
the suspect is the donor of both the trace and reference 
specimens against the hypothesis the suspect is not the 
donor of both the trace and reference specimens”. 
 The strength of evidence should be expressed in 
terms of the (magnitude of the) likelihood ratio. Loosely 
speaking, the likelihood ratio measures the probability of 
observing (dis)similarities between a particular feature 
found in trace and reference image, scaled by the probability 
of the typicality or rarity of observing this feature in trace 
and reference images in general. The problem with the 
verbal description is that it can be understood as a verbal 
scale of posterior probabilities, and it is often the case 
because of lack of knowledge from both the examiners 
and the requesters.
 An element to take into account is how to combine 
the likelihood ratios of several facial features into one 
likelihood ratio that is reported as the overall strength of 
evidence. One obvious approach is to assume statistical 
independence between facial features. In that case, the 
corresponding overall likelihood ratio reverts to the 
product of the underlying likelihood ratios. However, the 
independence assumption is most often wrong and will be 
immediately pointed at in court. Approaches that capture 
or model the dependency structure between features are 
copula or Bayesian Belief Networks (BBN) and can be 
used for FFR. A copula describes the relationship between 
the multivariate distribution of (in our case facial) features 
and their marginal distributions; Sklar proves that this 
relationship holds for any multivariate distribution [60]. 
Another popular approach involves BBNs (see Barber [3]) 
in which a domain expert models dependency structures. 
The major advantage of BNN is the signifi cant reduction of 
the dimensionality of the feature space, making inferences 
feasible with the limited quantity of data available in a 
forensic case. 
 In the verbal formulation the strength of evidence 
is expressed in a standardized verbal description. The 
advantage is that a court of law can understand the outcome 
of the evaluation in principle; however, it must be clear 
that this evaluation is not a posterior odds and as such 
it can be easily misunderstood. The verbal approach is 
either a result mapped from the numerical strength of 
evidence or a protocol that uses criteria to determine the 
verbal strength of evidence directly, such as “Guidance 
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for Evaluating Levels of Support” [5] or “Guideline for 
Evaluative Reporting in Forensic Science” [14].
 During the Verifi cation phase, one or more of the ACE 
steps are repeated independently in order to reduce the 
human factor (see Section IV.A for a further discussion 
on this topic). According to a private communication 
with an FFR-examiner, the ACE steps can be performed 
independently by three examiners, after which the fi nal 
evaluation is determined by a consensus model [18]. 
 The fi nal, verifi ed, evaluation outcome is reported 
to a court of law. In some cases, an FFR-examiner will 
witness during a court session when additional information 
or clarifi cation is needed.

II. TACTICAL AND STRATEGIC LEVELS OF
FORENSIC FACE RECOGNITION

A. Recommendations and Working Groups

 European institutes are organized in the European 
Network of Forensic Science Institutes (ENFSI) [13]. This 
organization has published a general guideline regarding 
evaluative reporting [14]. Forensic facial expertise is 
organized in the Digital Image Working Group (ENFSI-
DIWG).
 As mentioned previously, FISWG is an organization 
in which the FBI and several other forensic institutes from 
the United States and other countries participate [19]. They 
have published recommendations on facial comparison 
[22] and on which features should be considered during 
casework [20]. Recent additions (in draft status) are image-
processing steps for the improvement of automated facial 
recognition searches [23] and the physical stability of adult 
facial features [24]. 

B. Levels of Expertise, Training, and Profi ciency Tests

 Most agencies considered in Prince [52] recognize 
three profi ciency levels. The foundation level means 
that the examiner has had basic training and can only do 
verifi cation (ACE-V). The advanced level means that 
the examiner has had more training and experience to 
do the full ACE-V process. The expert level means that 
the examiner operates at an advanced level and may give 
testimony in court. It is remarkable that, at least with 
respect to the Dutch situation, FFR-examiners are not yet 
included in a national register of forensic experts [46] that 
does include, for example, forensic psychiatrists. 
 Training differs per institute but according to [21,35] 
may involve 

• Knowledge of relevant recommendations;
• Competence in quality assessment (interlacing, codecs, 

compression, lens distortion, etc.) of trace material; 
• Competence in extraction of facial images from CCTV;
• Competence in Adobe Photoshop or similar software;
• Knowledge of and competence in image processing 

techniques like image enhancement;
• Competence in facial comparison, notably anatomical 

knowledge and considered facial features in 
morphological analysis;

• Knowledge of standardized evaluation and reporting;
• Awareness of possible bias and other human errors;
• Competence in statistical concepts, notably Bayesian 

statistics; and
• Basic knowledge of legal aspects and competence in 

expert testimony. 

 Apart from initial training to obtain the competences to 
practice, examiners should participate in profi ciency tests 
on a regular basis [25]. In a recent ENFSI-DIWG Facial 
Image Comparison Profi ciency Test, FFR-examiners had 
to compare CCTV footage with 10 reference images. For 
17 comparisons a single conclusion had to be reported, 
whereas in one case a full report using the ENFSI evaluative 
reporting guideline [14] had to be handed in; results have 
been discussed with peers within the ENFSI-DIWG.

III. CRITICISM OF FORENSIC FACE
RECOGNITION

 FFR has been criticized for its lack of scientifi c rigor. 
According to [16], little research is done on the validation 
of FFR (“there is no reported error rate (...)” both for 
human FFR and in assessing the claimed ability of “super 
recognizers”); as a fi eld it is mostly not scientifi cally 
founded yet. This is reiterated by the FISWG guidelines 
[22] in which morphological analysis is coined as the 
primary comparison method, but “only limited studies have 
been done on accuracy or reproducibility”. Only in recent 
years, some validation studies have appeared and indicate 
that examiners are better than nonexaminers; see Section 
IV.B for some examples. Formally, human-based methods 
are not validated/accredited on basis of performance 
but of competence and profi ciency; this provides some 
safeguards but less than a method validated/accredited 
on basis of performance. We refer to Meuwly et al. [41] 
for a full discussion of this topic and to Section IV.B for 
a discussion of the FFR-examiner as an expert.
 Humans are subjective and it is partly mitigated by 
the verifi cation step in the ACE-V protocol. However, 
notably the protocol for assigning strength of evidence is 
subjective (Mallett and Evison [38]) and the strength of 
evidence does not necessarily represent a likelihood ratio; 
that is, the strength of evidence.
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 Edmond et al. contains a complete and very critical 
review of examiner identifi cation evidence based on trace 
images [12]. Their study presents several examples of 
FFR-examiner testimony that illustrate the nonscientifi c 
approach and the examiner as the single bearer of 
absolute truth. One poignant example is “(...) used photo-
anthropometry, morphology and photo superimposition 
to make a positive identifi cation (...). (...) unwilling to 
disclose her techniques, particularly the points she relied 
upon (...), because of concerns about her intellectual 
property rights”. 
 Another example is “during cross-examination 
(...) rejected the suggestion that there was a degree 
of subjectivity in her assessment, i.e. morphological 
comparison”.
 These examples exactly show the lack of fundamental 
understanding of what inference in forensic science is. 
According to Saks and Koehler, “In normal science, 
(...) students receive four (…) years of doctoral training 
where much of the socialization into the culture of science 
takes place. This culture emphasizes methodological 
rigor, openness, and cautious interpretation of data. In 
forensic science, 96% of positions are held by persons 
with bachelor’s degrees (or less), 3% master’s degrees, 
and 1% Ph.D.’s” [58].
 The criticism can be placed in the context of the 
elaborate and critical report [45] on the current state of 
forensic science in the United States by the National 
Research Council of the National Academies. One of 
their recommendations states that “research is needed to 
address issues of accuracy, reliability, and validity in the 
forensic science disciplines. (...)”. 

IV. FORENSIC FACE RECOGNITION
 RESEARCH DIRECTIONS

 In this section we describe several research directions 
related to FFR. First, we discuss human and expert aspects 
of FFR-examiners. Another branch of FFR research is 
concerned with the use of anthropometry. Some FFR 
datasets are available for research purposes. Finally, several 
studies have considered using more or less distinctive 
features. 

A. Human Aspect of the Forensic Face Recognition
 Examiner

 The examiner has a pivotal role in FFR. In O’Toole 
et al. [49] and Spaun [61], the human aspect in FFR is 
described as being underestimated. 

 Recent experiments by Papesh and Goldinfer on face 
matching indicate that under realistic viewing conditions 
(for example, at an airport) infrequently occurring identity 
mismatches go undetected [50]. Results that relate to 
trace images taken under uncontrolled conditions are 
summarized by Sinha et al. as “people can recognize 
familiar faces in very low-resolution images” and “the 
ability to tolerate degradations increases with familiarity” 
[59]. In particular, Burton et al. reported that even under 
severely distorted CCTV footage, familiar faces can be 
recognized, but that does not hold for unfamiliar faces 
[8]. This might explain why super recognizers have such 
high success rates, since they “just” recognize a familiar 
face that they have seen before in other CCTV recordings. 
In Bruce et al., it is shown that recognition of unfamiliar 
faces is very error-prone, but this can be claimed of any 
perceptive intelligence [6,7]. Megreya and Burton reported 
that there are large individual differences on unfamiliar 
face matching [39]. Also, Gold et al. have stated that 
familiarity has a quantitative rather than a qualitative effect 
on the effi ciency with which information is extracted from 
individual features [27]. 
 Another well-studied negative effect in psychology 
and forensic science is that of confi rmation bias and 
contextual information. A proper implementation of the 
ACE-V protocol, with the shield of the examiner from 
the unnecessary information during the A and C phase, 
helps to limit this effect. An overview by Pronin describes 
that people can recognize and estimate the operation of 
bias in human judgment of other persons, except when 
it is their own bias [53]. Dror et al. show the risks of 
contextual information and bias with respect to fi ngerprint 
examination, which could easily be extended to any other 
forensic modality, in particular FFR [11]. 

B. Expert Aspect of the Forensic Face Recognition
 Examiner

 Norell et al. reported that on a set of image pairs, 
examiners reached their conclusions with a signifi cantly 
lower number of errors than nonexaminers [48]. Also, if 
the quality of the trace was lowered, it led to more careful 
conclusions by examiners, but not for nonexaminers. We 
believe that both fi ndings stem from the fact that the proper 
methodology is used. 
 Work with similar fi ndings is White et al.: They 
administered several challenging face-matching tests to 
examiners and nonexaminers and concluded that examiners 
not only outperformed untrained participants, but also 
computer algorithms, thereby providing the evidence that 
these examiners are experts at this task [70].
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 Zeinstra et al. described an on-line experiment in 
which examiners and nonexaminers participate. Their 
task is to compare isolated eyebrow pairs using either a 
“best-effort” approach versus an approach that uses FISWG 
characteristic descriptors of the eyebrow. It was found that 
there are no signifi cant differences in accuracy; however, 
the group of examiners performed signifi cantly better than 
the nonexaminers when they used FISWG [74]. 
 These results indicate that experts (a) are more aware 
of fallacies in their judgment and (b) have better judgment 
than untrained participants.

C. Anthropometry

 Anthropometry is the science of measuring body 
or facial dimensions, notably distances and angles. 
Anthropometry is a key ingredient of the Bertillonage 
system. 
 In the dissertation of Kleinberg, a series of experiments 
using locations of anatomically defi ned facial landmarks is 
conducted and it is concluded that “using high resolution 
images to compare video images with photographic 
images, (...) anthropometry (...) does not generate the 
results necessary for use as evidence in a court of law” 
[34]. 
 In a large-scale study by Evison and Vorder Bruegge 
concerning landmark-based analysis of 3D landmarks 
of more than 3,000 persons, it was found that “the 3D 
distribution of anthropometric landmarks (...) is unlikely 
to be suffi cient to allow for identifi cation of individuals 
(...)” [15].
 Davis presented a software-assisted photo-
anthropometric facial landmark identifi cation system 
that uses 37 distance measures and 25 angular measures 
[9]. Based on a set of 70 subjects adhering to a similar 
description, “Identifi cation verifi cation was found to 
be unreliable unless multiple distance and angular 
measurements from both profi le and full-face images 
were included in an analysis.” Here verifi cation refers to 
ID verifi cation rather than strength of evidence.
 Two other studies on statistics of anthropometric 
measures (one on South African males [56] and one on 
three European populations [55]) found that although 
differences might exist between populations, mostly 
“Matching these rare features on facial photographs will 
be useful during cases of disputed identifi cation”.
 We conclude that anthropometry either in 2D or 3D, 
and either photographs or in vivo, yields in general limited 
evidential value, unless a rare or extremely valued feature 
is observed.

D. Automatic Face Recognition Systems

 The last 25 years have seen the development of 
automated face recognition systems into a mature and 
active area of research, with some use in FFR [52]. 
Although some initial work predates it, the Eigenfaces 
paper can be regarded as the work that successfully sparked 
a whole new research area [67]. Eigenfaces is an example 
of a global appearance model. Later methods either use a 
hybrid (global and local appearances) or a local appearance 
approach to facial features. The underlying concept is that 
faces reside in a highly nonlinear manifold of the linear 
space of images [33], so a linear approach should be locally 
confi ned. Local appearance methods can use general feature 
descriptors like Scale Invariant Feature Transform (SIFT) 
[37], Local Binary Patterns (LBP) [1], and Histogram of 
Oriented Gradients (HOG) [10]. By combining multiple 
regions represented by these features types, a compact 
representation of the face can be constructed and used. 
 A recent development in face recognition — and more 
broadly in artifi cial intelligence and computer vision — is 
deep learning, also referred to as deep neural networks or 
convolutional neural networks [28]. An archetypal example 
in which deep learning has shown impressive results is the 
DeepFace system [64] developed by Facebook, but it is 
questionable whether the images used are representative of 
those found during forensic casework. Neural networks are 
computational structures that contain adaptable parameters. 
Neural networks as such are not new; their topology was 
already known and used 30 years ago. Their resurgence is 
mainly enabled by the availability of (a) massive amounts 
of training data and (b) sheer parallel computing power 
provided by graphical processor units (GPUs), making 
feasible the training of the parameters of a deep neural 
network with many layers. A key difference between these 
neural networks and other local appearance methods is 
that they train which features are used instead of using 
features designed by a human. 
 As described in the Introduction, automatic face 
recognition systems are applied in the FFR domain, 
but mainly for investigation and intelligence purposes. 
Additional reasons to rely on human FFR-examiners 
are the liability and repercussion issues rendered by a 
misjudgment, irrespective of whether it is in favor of or 
against a suspect. According to Prince, “Facial recognition 
systems presently lack good integration into forensic 
facial comparison procedures” [52]. Also, automated face 
recognition systems produce a score that (a) is based on 
abstract features and (b) is a relative measure and does 
represent the strength of evidence. However, “score 
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calibration” methods convert scores determined by a 
biometric system into what can be interpreted as strength of 
evidence; see, for example, Ali for an overview of several 
of such methods [2]. 

E. Forensic Face Recognition Datasets

 We believe that one of the factors that hampers FFR 
research is the low number of publicly available forensically 
relevant datasets, especially in relation to what is available 
for face biometrics (either controlled or “in-the-wild”). Also, 
particularly datasets that contain images from surveillance 
cameras are limited in the number of subjects. 
 The curious situation is that CCTV is primary designed 
to monitor activities of people. But when these activities are 
recognized as criminal, it becomes immediately clear that the 
technology is often not able to capture the relevant features for 
the source-level inference. This situation has existed at least 
for a decade. Finally, all except one dataset (ForenFace) lack 
an elaborate set of forensically relevant annotation.
 The SCFace dataset has been used in numerous 
publications on low-resolution face recognition [29]. It 
contains only frontal surveillance camera images of 130 
subjects. The ChokePoint dataset is designed for “person 
identifi cation/verifi cation under real-world surveillance 
conditions” and contains 29 subjects [71]. Since it does 
not contain reference images, it is not suitable enough 
for research within a forensic context. The NIST (1,573 
subjects) and Morph (13,618 subjects) datasets contain 
mugshots, and are very well suited for longitudinal 
research [44,54]. The ATVS Forensic DB only contains 
high-resolution mugshots of 50 subjects [69]. 
 Two recent additions are the Quis-Campi and ForenFace 
(97 subjects) datasets [47,68]. The former uses stills from 
a PTZ camera, showing subjects possibly nonfrontal, 
partly occluded, blurred, or overexposed. The images are 
representative of modern CCTV cameras, notably having 
higher resolution. A subset of Quis-Campi was used in the 
ICB 2016 Challenge on Biometric Recognition in the Wild 
[31]. The unique property of ForenFace is the availability 
of manual annotation from which a large subset of the 
FISWG characteristic descriptors can be extracted.

F. Computational Forensic Approaches

 Face recognition systems use a constellation of abstract 
features and as such, the outcome of a facial comparison is 
diffi cult to understand outside the broader technical domain 
of computer vision. There also exist approaches in which 
either more emphasis is laid on the forensic relevance 
while still using general feature descriptors, or features 
are used that have a clear forensic semantic meaning. 

 Examples of the fi rst approach are Tome et al., in which 
the biometric performance of linear SVM classifi ers on 15 
forensic facial regions is investigated [65]. This study uses 
the SCFace and a subset of Morph. They conclude that “(...) 
depending on the acquisition distance, the discriminative 
power of regions changes, having in some cases better 
performance than the full face”. Other examples are facial 
marks. They are interesting from a forensic perspective 
as they can be very discriminating. They have been the 
subject of several studies, notably Park et al. [51] and 
recently Srinivas et al. [63]. Related work is that of Lee 
et al. [36] that uses SIFT descriptors for the description 
of tattoos for search purposes in mugshot databases. 
 Examples of the second approach include another work 
by Tome et al. [66]. Here the performance of continuous and 
discrete soft biometric features is evaluated on the Morph 
and ATVS Forensic DB datasets. Experimental results 
show high discrimination power and good recognition 
performance for some specifi c cases. However, these cases 
correspond to relatively good-quality images. In some 
studies, all features are extracted manually. Two small 
studies concerning the eyebrow [75] and the periocular 
region [72] both show that FISWG characteristic descriptors 
are comparable to their nonforensic counterparts under 
good image quality. A much larger study by Zeinstra et 
al. [73] extends this work and investigates discriminating 
power of many FISWG characteristic descriptors in four 
representative FFR use cases in [68]. According to [30] 
and a forensic guideline [41] currently used as a basis 
for the part 8 of 19795 ISO standard, “Methodology 
and tools for the validation of biometric methods for 
forensic evaluation and identifi cation application” under 
development, discriminating power is one of six aspects 
that should be taken into account during the validation 
of a forensic evaluation method. They train and evaluate 
biometric classifi ers specialized on single and combined 
characteristic descriptors. They found that in all but one 
use case, commercial systems clearly outperform single 
and combined characteristic descriptors. In the use case 
with the lowest-quality trace images (11px interpupillary 
distance, severe image compression) they found that (a) 
the combination of visibility features and (b) the hairline 
perform better than a commercial system. 
 Finally, there is another development that can be 
mentioned. Landmark detection is important for the 
automatic detection and extraction of certain facial 
features, especially the shapelike ones. Recent work by 
[43] shows that it is now possible to locate to a certain 
extent landmarks in even uncontrolled scenarios. These 
results can be used to extract forensically relevant facial 
features in an automatic manner. 
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CONCLUSION AND FUTURE DIRECTIONS

 In this survey, we have presented several aspects of 
FFR: the historical context, use cases, the three operational 
levels of FFR, criticism of FFR, and research efforts 
pertaining to FFR. 
 We observe several positive developments. Some recent 
validation studies indicate that the FFR-examiner is “doing 
better”, in particular with respect to the nonexaminers. 
Although anthropometry is closely tied to FFR, especially 
in the minds of members of the general public, multiple 
studies reinforce the conclusion that it is limited in its 
ability to produce meaningful strength of evidence. We 
recognize the potential of automated face recognition 
systems as an instrument to help the examiners to assess 
the strength of evidence and complement the human-based 
approach. Furthermore, recent advances in fast and accurate 
automatic detection of facial features could aid the work of 
the FFR-examiner. Examiners can assess features that are 
diffi cult to describe statistically but can only be validated 
mostly on basis of competence and profi ciency, and not 
performance. Automatic approaches use a reduced set 
of features that can be described statistically but can be 
validated empirically and extensively, and can be improved. 
 Despite the recent progress, challenges remain.  At a 
higher, general forensic level, we think the community 
should (a) better understand the goal of being able to 
assign/compute the strength of evidence, (b) be able to 
validate analysis, comparison, and interpretation methods, 
and (c) be able to combine the human and computer-
based approaches to generate the most correct strength 
of evidence. All these goals are not easy to reach. 
 At the level of FFR, there are other problems that need 
to be addressed. Since large, publicly available, forensically 
relevant datasets are lacking, descriptive statistics of 
facial features extracted from images representative of 
forensic use cases are not available. This is important as 
it would have helped to determine strength of evidence in 
a more scientifi c manner. The use of automatic detection 
of facial features can aid this process. Moreover, current 
datasets lack the broad variation and use cases needed to 
systematically investigate the infl uence of multiple factors 
found in real forensic casework. 
 We therefore advocate the collection of a large-scale 
dataset of images grounded in clear forensic use cases, 
employing forensically relevant parameters. An alternative 
approach is the development of a large synthetic dataset 
for the study of the effect of those forensically relevant 
parameters.
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