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Crystal Field in Rare-Earth Complexes: From Electrostatics to
Bonding
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Abstract: The flexibility of first-principles (ab initio) calcula-

tions with the SO-CASSCF (complete active space self-consis-

tent field theory with a treatment of the spin-orbit (SO) cou-
pling by state interaction) method is used to quantify the

electrostatic and covalent contributions to crystal field pa-
rameters. Two types of systems are chosen for illustration:

1) The ionic and experimentally well-characterized PrCl3 crys-
tal ; this study permits a revisitation of the partition of contri-

butions proposed in the early days of crystal field theory;

and 2) a series of sandwich molecules [Ln(hn-CnHn)2]q, with

Ln = Dy, Ho, Er, and Tm and n = 5, 6, and 8, in which the in-

teraction between LnIII and the aromatic ligands is more dif-

ficult to describe within an electrostatic approach. It is
shown that a model with three layers of charges reproduces

the electrostatic field generated by the ligands and that the
covalency plays a qualitative role. The one-electron character

of crystal field theory is discussed and shown to be valuable,
although it is not completely quantitative. This permits a re-

duction of the many-electron problem to a discussion of the

energy of the seven 4f orbitals.

Introduction

Crystal field theory (CFT) is fundamental for those who deal
with 4f–4f transitions and magnetic properties of lanthanide

(Ln) elements and their complexes.[1] CFT describes the split-

ting of metal orbitals, either d or f, by the static electrostatic
field created by the ligands described as a charge distribution.

This approach was first proposed in the 1930s by Bethe[2] and
Van Vleck[3] and CFT became more tractable during the 1950s

thanks to the works of Racah[4] and Stevens,[5] who applied the
Wigner–Eckart theorem to simplify the evaluation of the crystal
field (CF) matrix elements for many-electron cases. These crys-

tal field parameters (CFPs) could be determined from optical
spectra.[6] The limitations of the purely electrostatic picture un-

derlying CFT were demonstrated in the 1950s for the d ele-
ments (transition metals). CFT was eventually supplanted by

ligand field theory, which treats bonding between the metal

ion and the ligands within a molecular orbital framework.[7, 8]

Overlap between the d orbitals of transition metals and those

of the ligands is much larger than that for the 4f orbitals of
the lanthanides because the latter are radially very compact,

and the Ln 4f shells are screened from the external field of the
ligands by the filled 5s25p6 shells.

From the very beginning it was established that CFT provid-

ed a theoretical framework that permitted the parametrization
of the ion environment by means of few parameters and that
CFPs were phenomenological and should thus be fitted on ex-
perimental data, but the purely electrostatic model was not

able to predict their values. Although the electrostatic ap-
proach clearly fails for the d elements, CFT remains a common-

ly used method to study the properties of open-shell lantha-
nides.

With the discovery of lanthanides as single-ion magnets,

there has been a resurgence in synthetic activity to develop
new lanthanide complexes. CFT is widely used to rationalize

the properties of these complexes, in particular, the nature of
the ground state and the anisotropic magnetic properties. Two

programs, CONDON and PHI, have been developed for efficient

fitting of the CFPs to experimental data.[9, 10] On an electrostatic
basis, Rinehart and Long showed that an oblate or prolate

shape of the ligand environment favored greater stability of
one or another MJ component of the metal-ion ground level.[11]

Computational models based on electrostatic approaches have
been recently proposed, based on either a combined electro-
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static description with the semiempirical radial effective charg-
es (REC) approach[12] or a description of the ligands by charges

optimized to fit the experimental data in the lone pair effective
charge (LPEC) approach. In the case of aromatic ligands, it is

necessary to add more parameters (a displacement parameter)
to mimic the covalency.[13] A purely electrostatic approach has

been proposed to determine the direction of the magnetic
moment, by minimizing the potential energy; the ligands are
modeled by fractional charges determined by valence-bond

resonance hybrids.[14] First-principles calculations are regularly
used to quantify the degree of covalency in metal–ligand
bonding.[15–19] CFPs may be deduced from first-principles meth-
ods and the contribution of covalency to CFPs was recently

confirmed to be non-negligible.[20, 21]

The first-principles method SO-CASSCF (complete active

space self-consistent field theory with a treatment of the spin-

orbit (SO) coupling by state interaction) has shown its capabili-
ty, in many cases, to reproduce the magnetic data of the com-

plexes, and give further physical insights, especially regarding
the nature of the ground and excited states, into the direction

of the magnetic moment and the energetic spectrum and
chemical bonding. Herein, we use SO-CASSCF calculations to

check the validity of some assumptions behind CFT, such as

the one-electron approach and the purely electrostatic model.
The two considered molecular systems are symmetrical, so

that they have few CFPs: 1) The ionic crystal PrCl3, which is
fully characterized experimentally and has served as a test for

improvements to the theory since the early days of CFT;
thanks to its high symmetry, only four CFPs are sufficient to

describe its full CF spectrum; and 2) a series of model sand-

wich complexes of high symmetry, in which the aromatic li-
gands form covalent bonds with the metal ion: [Ln(h5-C5H5)2]+

(LnCp), [Ln(h6-C6H6)2]3 + (LnBz), and [Ln(h8-C8H8)2]@ (LnCOT), in
which Ln = Dy, Ho, Er, and Tm are considered. First, the many-

electron problem is reduced to the discussion of the energetic
ordering of the 4f orbitals, and then the two model systems

are considered.

Results and Discussion

CFT: From orbitals to many-electron states

Magnetic properties of rare-earth complexes may be described
by the splitting of the 2 J + 1 manifold, which arises from the

term of the free ion, 2 J + 1LJ, by the ligands. This effect was first
calculated to be the electrostatic interaction of the f electrons

with the ligands described by point charges.[2] In this approach,
the electrostatic potential at point r close to the magnetic

center is written as a multipolar expansion [Eq. (1)]:

vCFðrÞ ¼
X1
k¼0

Xk

q¼@k

Bq
k rk Y q

k ðq; @Þ ¼
X

k;q

V q
k ð1Þ

in which r is expressed by using the spherical coordinates
around this ion ðr; q; @Þ, and Y q

k are spherical harmonics. The

many-electron wavefunctions of a 4fN ion may be written as
linear combinations of Slater determinants, @i ? ? ?@j

44 44, built with

4f spin-orbitals, @i , in which the occupied spin orbitals of the
closed shells have been omitted. The CF operator is the sum

of the one-electron operators [Eq. (2)]:

V CF ¼
XN

i¼1

vCFðriÞ ð2Þ

V q
k is a component of an irreducible tensor, and matrix ele-

ments within a given fN configuration vanish for k>6, as well

as for odd values of k. The first term, with k = 0, does not pro-
duce any CF splitting. The noncontributing terms (k,q) are usu-

ally omitted in the expansion of Equation (2). The number of

terms is further reduced by the symmetry of the surrounding
crystal.

Assuming that all 4f orbitals have the same spatial expan-

sion, the V q
k operators acting in the Hilbert space of the Slater

determinants may be replaced by the equivalent operators Oq
k

acting in either the l, L, or J manifolds. Equation (2) is then
equivalent to Equation (3):

V̂ CFðXÞ ¼ aX

X2

q¼@2

Bq
2Ôq

2ðXÞ þ bX

X4

q¼@4

Bq
4Ôq

4ðXÞ þ gX

X6

q¼@6

Bq
6Ôq

6ðXÞ ð3Þ

in which X = l, L, or K, according to the considered manifold.
hX ¼ X hk kXh i, h ¼ a; b; g are the reduced matrix elements of

second, fourth, and sixth order, respectively. hl are determined

by N, hL by N and L and hJ by N, L, and J and are tabulated for
the ground states of the Ln series.[22]

Equation (3) is deduced from a purely electrostatic model, in
which each 4 f electron of the magnetic center is supposed to

move independently in the electrostatic field of the charges
representing the ligands. It was observed very early that the

modeling of ligands by point charges was not sufficient and, in

the 1960s, CFT improved with the use of more sophisticated
descriptions of the ligand sphere by including dipole and

quadrupole moments to describe the effect of the ligands[23–25]

and by adding polarization charges on the ligands.[26] Screen-
ing of the filled 5s25p6 shells, which lie outside the open-shell
4fn has been considered,[27–29] and models beyond the one-

electron picture have been proposed by introducing the effect
of configuration interactions.[30, 31] The role of covalency was
noted very early, although it is not as large as that for transi-
tion metals and several methods have been proposed to in-
clude covalent effects for lanthanides after the success of

ligand field theory in d complexes.[32–34] Two widely used semi-
empirical approaches to describe the ligands by parameters

based on overlap have been developed: the angular overlap

model (AOM)[35] and superposition methods.[1, 36] In the models
based on ligand field theory, the Hamiltonian is still a one-elec-

tron operator, so the form of Equation (3) is maintained. Equa-
tion (3) is used and the parameters are fitted to experimental

data. As such, CFT serves for the parametrization of the envi-
ronment by means of a few parameters, which can be kept

Chem. Eur. J. 2018, 24, 5538 – 5550 www.chemeurj.org T 2018 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim5539

Full Paper

http://www.chemeurj.org


small, in particular, for high-symmetry environments. CFT is by
its nature rooted in a one-electron picture. Some attempts

have been made to consider two-electron terms, but this leads
to too large a number of parameters for subsequent fitting.

The many-electron wave function is written as shown in
Equation (4), by omitting the closed-shell electrons:

YM ¼
X

I

CM
I fi ? ? ? fj

(fi0 ? ? ?(fj0
44 44|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

N

ð4Þ

The corresponding population of orbital fm is given by Equa-
tion (5):

1M
m ¼ YM N̂m

44 44YM

6 5 ð5Þ

in which N̂m is the number operator. In a pure LS coupling
scheme, first the L;ML; S;MSj i state is obtained by coupling N

one-electron angular momenta, l1 6 ? ? ? 6 lN, and the many-
electron wave function is built according to Clebsch–Gordan

coefficients. Then, the J;MJj i states are built by L6 S coupling,
again with the Clebsch–Gordan coefficients. It follows that,

given N 4f electrons, the values of L, S, and J are determined
by the three Hund rules and the population of a given fm orbi-

tal is fully determined. The 1ML
m values deduced from LS cou-

pling for DyIII and TmIII ions are compared in Table 1 to the
spin-free (SF)-CASSCF values for LnCp and LnCOT (the struc-

tures of which are represented in Figure 3, below). The LS cou-
pling populations are close to those of the SF-CASSCF calcula-

tions; they are essentially identical for the largest values of ML

and remain close to each other even for the lowest ML, for

which the wave functions become more multiconfigurational.
The energies of the 4f orbitals, as shown in Figure 1,

depend predominantly on the ligand, and only very weakly on

the metal and number of 4f electrons. A discussion on the or-
dering of the orbitals is provided in the last section for the

sandwich complexes. In Table 1, the ab initio occupancies of

Table 1. Population of fm orbitals in the L;MLj i state 1ML
m [see Eq. (5)] calculated by LS coupling (in italics) and deduced from SO-CASSCF calculations for

LnCp and LnCOT (Ln = Dy, Tm; L = 5). The model function is defined as fi fj

44 44 ; for Dy, it corresponds to f3f2f1f0f@1f@2f@3
(fi
(fj

44 44 and for Tm, to two holes in
f3f2f1f0f@1f@2f@3

(f3
(f2

(f1
(f0

(f@1
(f@2

(f@3

44 44.
ML wf Dy Tm

f0 f:1 f:2 f:3 f0 f:1 f:2 f:3

5 f3f2j j 1 2 3 3 2 4 3 3
LnCOT 1.00 2.00 3.00 3.00 2.00 4.00 3.00 3.00
LnCp 1.00 2.00 3.00 3.00 2.00 4.00 3.00 3.00

4 f3f1j j 1 3 2 3 2 3 4 3
LnCOT 1.00 2.99 2.00 2.99 2.00 3.00 4.00 3.00
LnCp 1.00 3.00 2.00 3.00 2.00 3.00 4.00 3.00

3
ffiffiffi
2
p

f3f0j j þ f2f1j jE C
=
ffiffiffi
3
p

1.66 2.33 2.33 2.66 1.33 3.66 3.66 3.33
LnCOT 1.69 2.30 2.30 2.69 1.35 3.64 3.64 3.35
LnCp 1.73 2.27 2.27 2.73 1.38 3.61 3.61 3.38

2
ffiffiffi
2
p

f2f0j j þ f3f@1j jE C
=
ffiffiffi
3
p

1.66 2.33 2.66 2.33 1.33 3.66 3.33 3.66
LnCOT 1.66 2.34 2.66 2.34 1.33 3.67 3.33 3.67
LnCp 1.64 2.36 2.64 2.36 1.31 3.69 3.31 3.69

1
ffiffiffiffiffi
10
p

f1f0j j þ 3
ffiffiffi
3
p

f2f@1j jE
1.24 2.88 2.76 2.11 1.76 3.12 3.24 3.88

þ ffiffiffi
5
p

f3f@2j jC= ffiffiffiffiffi
42
p

LnCOT 1.28 2.91 2.72 2.08 1.79 3.14 3.21 3.85
LnCp 1.18 2.82 2.81 2.18 1.72 3.08 3.27 3.91

0 5 f1f@1j j þ 4 f2f@2j jð 1 3.19 2.76 2.05 2 2.81 3.24 3.95
þ f3f@3j jÞ= ffiffiffiffiffi

42
p

LnCOT 1.00 3.34 2.63 2.02 2.00 2.95 3.12 3.93
LnCp 1.00 2.91 2.97 2.11 2.00 2.65 3.37 3.98

Figure 1. CASSCF canonical energies of 4 f orbitals for LnCp, LnBz, and LnCOT complexes. Orbitals are labeled and colored after mlj j and zero is taken as the
average of the seven energies.
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the lowest energy orbitals are slightly larger than those of the
model, but slightly smaller for the highest orbitals. Splitting of

the 4f orbitals is less than 2000 cm@1. A large splitting favors
the Aufbau principle. However, in the case of the lanthanides,

the splitting is small enough that Hund’s rules for the free ion
still apply. Consequently, splitting of the 4f orbitals barely im-

pacts on their occupancy, relative to those deduced from the
LS coupling scheme for the free ion. In an independent elec-

tron picture, the energy of the many-electron wave function is

deduced from the orbital energies as given by Equation (6):

EM ¼
X3

m¼@3

1M
mem ð6Þ

in which em is the energy of the fm orbital. The energies de-
duced from Equation (6) with the population of the free-ion

and the canonical energies for the given complex are com-
pared with those obtained by SF-CASSCF in Figure 2. It should

be noted that applying Equation (6) with canonical orbitals en-
ergies implies a double counting of the electron–electron re-
pulsion energies, but, since we consider only differences in en-
ergies and because repulsion between the different 4f orbitals

is roughly the same, it should not impact on the results.
Figure 2 demonstrates that the ordering of the whole spec-
trum is correct, except that the MLj j ¼ 5 states of TmCOT are

wrongly positioned. This shows that the energies of the 2 J + 1
lowest states of a lanthanide complex are to a large degree de-

termined by the energetic ordering of the 4f orbitals, in ac-
cordance with the one-electron structure of CFT.

A Hamiltonian describing the f electrons may be written as
Equation (7):

ĤCF ¼
XN

i¼1

@ 1
2

T̂ 2
i @

Z*

ri

+ *
þ
X

i<j

1
rij
þ
XN

i¼1

x̂li ? ŝi þ V̂CFðiÞ
0 /

ð7Þ

with a scalar relativistic kinetic term T̂ , the screened charge of
the nucleus Z*, the electron–electron repulsion, the spin–orbit

coupling (SOC) operator, and the CF operator of Equation (1).
Equation (3) may be applied in the l, L, or J spaces. We may ex-

tract the CFPs from three levels of calculation: 1) From the
splitting of the orbitals; the CFPs are deduced from the ener-

gies of the canonical orbitals with l = 3. This step corresponds
to neglecting the residual Coulomb interaction above the one-

electron central field operator and the SOC in Equation (7).
2) From the SF-CASSCF calculations, which provide many-elec-

tron states without SOC. The CFPs are calculated within the
2 L + 1 manifold, in which L is the orbital quantum number of

the free ion and should correspond to the model Hamiltonian

of Equation (7) without the SOC term. 3) From the SO-CASSCF
calculations, which provide many-electron wave functions in-

cluding SOC. The CFPs are calculated in the 2 J + 1 manifold
and include all of the physics of Equation (7). These different

CFPs are compared for some sandwich complexes in Table 2

and for PrCl3 in Table 4, below. They are qualitatively the same;
those issued from SF-CASSCF and SO-CASSCF energies are
more similar than those issued from orbital energies. This
means that the building of the many-electron wave function
has a greater effect on CFPs than that of calculating the SOC.

CFPs in PrCl3

PrCl3 is an ionic solid that crystallizes in the P63/m space

group.[37, 38] The PrIII ion is surrounded by nine approximately
equidistant nearest Cl@ anions, leading to a point group sym-

metry for the PrIII ion of D3h. Three of the ligands are coplanar,
with the PrIII ion at a distance of 2.911 a. Of the other six li-

gands, three lie in a parallel plane above and three below; all

at a distance of 2.902 a from the PrIII ion (see Figure 3). In the
following, the [PrCl9]6@ cluster is considered. In D3h symmetry,

Equation (3) reduces to Equation (8):

V̂ CF
D3h
ðXÞ ¼ aX B0

2Ô0
2ðXÞ þ bX B0

4Ô0
4ðXÞ þ gX B0

6Ô0
6ðXÞ þ B6

6Ô6
6ðXÞ

@ > ð8Þ
with X = l, L, and J and the quantification axis along the C3 axis.

The ground term of the PrIII free ion is 3H4. Because there are
only four CFPs, they are easily deduced from energy spectra.

The 4f orbitals (l = 3) split into five levels, without SOC, the L =

5 term splits into seven levels, and the SO J = 4 term splits into

six levels (see Table 3). The B6
6 term results in coupling between

components with DM ¼ :6.

Figure 2. Energies of the 2 J + 1 manifold determined by Equation (6) (LS)
and SO-CASSCF calculations (AI) for DyCp, TmCp, DyCOT, and TmCOT. Zero
is taken as the ground state. The states are labeled and colored after MJj j.

Table 2. CFPs [cm@1] fitted on the 2 l + 1 orbital, 2 L + 1 SF-CASSCF, and
2 J + 1 SO-CASSCF energies for LnCp, LnBz, and LnCOT (Ln = Dy, Tm).

Dy Tm
l = 3 L = 5 J = 152 l = 3 L = 5 J = 6

LnCp B0
2 1339 1276 1301 1245 1306 1307

B0
4 15 43 22 @2 15 20

B0
6 @100 @79 @68 @108 @74 @76

LnBz B0
2 966 941 950 887 942 943

B0
4 7 24 14 @7 10 13

B0
6 @67 @55 @50 @68 @46 @47

LnCOT B0
2 @511 @550 @498 @504 @530 @542

B0
4 @299 @273 @280 @314 @222 @218

B0
6 35 29 38 46 19 18
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PrCl3 has been extensively studied, both experimentally and
theoretically, and has served as a test for all developments of

CFT. The optical absorption of PrIII substituted at LaIII sites in
the isomorph LaCl3 crystal was studied by Sayre et al. ,[39] who
performed the first evaluation of the CFPs. Hutchison and

Wong probed the ground state of this substituted crystal by
EPR spectroscopy and determined the g factors: gk= 1.035:
0.005 and g?= 0.1:0.15.[40] Combined with the optical spec-
trum, they proposed CFPs that had been refined by more ac-

curate calculations (Table 4).[41, 42] Sayre et al.[39] recorded the ab-
sorption and fluorescence spectra at the temperature of

helium and deduced the energy and nature of the low-lying
spectrum[43] (Table 5).

The theoretical determination of the CFPs has been per-
formed by different methods. Hutchings and Ray showed that
the point-charge model was inadequate, and improved it by
evaluating the contribution of induced dipoles and quadru-
poles, but there were still large discrepancies between calculat-
ed and experimental values.[23] The electrostatic model has
been refined by adding the polarizability of the metal ion[24]

and refining the charge distribution on the ligands.[25] Finally,

covalency was introduced by means of the superposition
model[44–47] or by covalent parameters.[33] It was pointed out
that these covalency models were more interpretative than
predictive. Finally, the CFPs have been deduced from Xa calcu-
lations.[48] Newman partitioned all effects according to 10 dis-

tinct contributions in Table 12 in reference [1] .
Herein, the PrCl3 crystal is described at different levels to

build up the environment step by step: 1) The pure CF level, in

which the 4f orbitals are placed in the electrostatic potential
of nine point charges, Q =@1, at the position of the chloride

anions (labeled CF). 2) The CASSCF calculation of a PrIII cation
described with a basis set, either minimal (MB) or triple-z po-

larized (TZP), and the Cl@ anions are described by either a
point charge, Q =@1, or an effective core potential (ECP) with-

out any basis set with Q =@1. The latter description avoids the

penetration of the electrons of the PrIII cation into the ionic
radius of the anions. 3) The [PrCl9]6@ cluster is described with a

full basis set of TZP quality. 4) The full [PrCl9]6@ cluster is em-
bedded in a set of point charges within a radius of 8 a to rep-

resent the long-range electrostatic interactions within the crys-
tal.

CFPs are evaluated from 4f canonical (l = 3), SF-CASSCF (L =

5), and SO-CASSCF (J = 4) energies, as summarized in Table 4.
For a given level of calculation, the l, L, and J CFPs differ only

by a few cm@1. This confirms that the one-electron theory is
suitable for this ionic system. Adding a MB basis set on Pr3 + re-

duces only B0
2, compared with the CF values, due to screening

from the occupied 5s and 5p shells, which lie out of the 4f
shell. With a larger basis set, all CFPs are strongly reduced,

which leads to a global reduction of about 40 % of all CFPs; a
larger basis set gives better flexibility to describe polarization
and allows the electron density of the cation to better avoid
the negative potential in the environment, in particular, CFPs

in the order of four and six. The addition of pseudopotentials
at the chlorine positions has little effect. Treating the chlorine

ligands quantum mechanically (TZP), however, has a large

effect and gives CFPs very close to those of the experimental

Figure 3. Structure of the PrCl3 crystal. The atoms of the [PrCl9]6@ cluster are
represented with larger radii. White: Pr, green: Cl.

Table 3. Splitting of the different terms according to the ml, ML, and MJ

values in D3h symmetry. The degeneracy of the levels is given in parenthe-
ses.

l = 3 L = 5 J = 4

0 (1) 0 (1) 0 (1)
:1 (2) :1;95 (2) :1 (2)
:2 (2) :1;95 (2) :2;94 (2)
:3 (1) :2;94 (2) :2;94 (2)
:3 (1) :2;94 (2) :3 (1)

:3 (1) :3 (1)
:3 (1)

Table 4. CFPs [cm@1] of PrCl3 deduced from different types of calculations.

Pr CF MB TZP TZP TZP TZP Exptl[a]

Cl q =@1 q =@1 q =@1 ECP =@1 TZP TZP + emb
l = 3 l = 3 L = 5 J = 4 l = 3 L = 5 J = 4 l = 3 L = 5 J = 4 l = 3 L = 5 J = 4 l = 3 L = 5 J = 4

B0
2 196.2 153.9 147.0 146.6 105.9 105.1 104.4 107.3 106.1 105.5 45.3 48.4 46.5 28.9 24.2 30.0 47.2

B0
4 @27.4 @28.6 @28.7 @28.8 @17.6 @19.5 @19.2 @14.3 @16.0 @15.9 @30.0 @32.3 @29.0 @39.7 @41.7 @41.7 @40.5

B0
6 @5.7 @4.9 @5.5 @5.7 @2.6 @3.0 @3.0 @2.6 @3.32 @3.3 @28.2 @26.4 @27.1 @43.2 @42.7 @42.9 @39.6

B6
6 @69.4 58.4 65.8 63.7 31.6 35.8 34.9 31.5 40.3 39.4 340.0 336.1 341.1 397.8 398.0 413.5 405.4

[a] Reference [42].
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values. B0
2 decreases by half, whereas B6

6 increases by an order

of magnitude. In other words, if the partial covalency of the

metal–ligand interactions is taken into account, the purely
electrostatic description, which mimics bonding, becomes

more anisotropic. Finally, with the point charges added to de-
scribe the Madelung field of the crystal, the calculated CFPs

are even closer to those derived from experimental data, with
the exception of B0

2.

The energies of the 4f orbitals for different environments

are shown in the Supporting Information. The electrostatic
fields generated by the three equatorial chlorine atoms, on

one hand, and by the six nonequatorial chlorine atoms, on the
other hand, are opposite, about 1000 cm@1, and partly com-

pensate for each other. Covalency impacts on the splittings
and is due to both s and p interactions. The rather small split-

ting of the 4f orbitals (300 cm@1) is due to the geometrical ar-

rangement of the ligands close to spherical symmetry.
The state energies and gk factor for the ground doublet are

given in Table 5 and compared with the experimental values.
Due to B6

6, which originates essentially from covalency and

splits the two MJj i ¼ :3j i states, ordering of the states is only
achieved with the quantum mechanical description of the li-

gands. The ground state is a mixture of a :2j i þ b 94j i, the

weights of which depend strongly on the level of calculation.
Pure :4j i in the electrostatic model, becomes mostly :2j i
with covalency. The corresponding gk ¼ 2gJ 4a2 @ 2b2j j (with
gJ = 4/5 for 3H4) term is very sensitive to the state composition;
the composition without embedding is in better agreement
with the experimental one than that with embedding. The sen-

sibility of the g factors has already been observed in the case
of states mixing.[49]

This study is in accordance with the previous partition sum-

marized by Newman in Table 12 of reference [1] , even if our
partitioning is not exactly the same. This step by step first-prin-

ciples approach shows that shielding by the external electron
density of the cation and polarization reduces the electrostatic

interaction between 4f and the ligands by about 40 % and the

covalency plays a quantitative role, especially on B6
6.

To conclude this section, our study shows that, although

PrCl3 is an ionic crystal, a purely electrostatic description of the
ligands is only qualitative. To obtain a quantitative description,

the covalent interactions between the metal and ligands must
be treated.

CFPs in [Ln(hn-CnHn)2]q

In this section, we consider a series of lanthanide sandwich
complexes with cyclopentadienide (Cp@), benzene (Bz), and cy-

clooctatetraenide (COT2@) ligands. These complexes were
chosen because 1) of their axial symmetry, which reduces the

number of CFPs; 2) the ligands are aromatic and their descrip-
tion by point charges is not trivial ; and 3) the covalency be-

tween the metal and ligands is important. Complexes LnCp
and LnBz are in the staggered configuration, whereas LnCOT
is eclipsed, leading to D5d, D6d, and D8h point groups, respec-

tively (see Figure 4).
Although one finds many lanthanide complexes with Cp@ ,

Bz, and COT2@ ligands,[50] there is no experimental evidence for
either LnCp or LnBz. Cp@ is usually found in a tris-coordination

mode as derivatives of [Ln(h5-Cp)3][51] or in bis-coordination

with another ligand, [Ln(h5-Cp)2L]. The neutral form, [Ln(h5-

C5Me5)2] , has been characterized and described theoretically.[52]

With Bz, the zero-valent sandwich [Ln(h6-tri-tBuBz)2] is
known;[53] the unsubstituted form, [Ln(h6-C6H6)2] , has been the-
oretically described;[54] and monocoordinated [Ln(h6-C6H6)] has

been characterized.[55, 56] On the contrary, there are many exam-
ples of sandwich ligands of the type [Ln(h8-C8H8)2]@ with differ-

ent substituted forms of the ligands.[57–59] Due to the steric
bulk of the ligands, all of these molecules are tilted. The

LnCOT complexes have been described by various theoretical

methods,[60–63] and the full series has been recently described
by the CASSCF method.[64] Some of these complexes show

single-molecule magnet behavior.[59, 65–67]

The Ln–ligand distances optimized with CASPT2, keeping

the geometry of the ligands fixed, are given in Table 6; this dis-
tance becomes shorter with a more negative ligand and with a

Table 5. PrCl3 electronic energies [cm@1] and degeneracies (in parentheses) of the states with 3H4 ion parentage. Ground doublet composition and gk .

Pr MB TZP TZP TZP[a] TZP[b] TZP[a] TZP[b] Fitted CFPs[c] Exptl[d]

Cl q =@1 q =@1 ECP-1 TZP TZP TZP + emb TZP + emb

E:4=92ð2Þ 0 0 0 0 0 0 0 0 0
E:3ð1Þ 20.4 16.2 21.7 24.9 18.4 56.4 45.2 33.2 33.1
E:2=94ð2Þ 72.7 54.0 58.3 84.7 74.5 125. 111.6 97.9 96.4
E:1ð2Þ 134.4 95.5 97.5 101.6 93.2 130. 118.2 131.3 130.2
E:3ð1Þ 40.0 27.0 33.8 132.1 111.9 185.5 158.0 142.3 137.0
E0ð1Þ 164.2 114.7 115.8 163.0 148.9 223. 202.9 210.0 –
gk 6.24 6.34 6.34 0.60 0.64 1.76 1.86 0.98 1.035
a2 [e] [%] 99 99 99 27 26 14 13 23

[a] SOC limited to triplets. [b] SOC including both triplets and singlets. [c] Ref. [42] . [d] Refs. [39, 40] . [e] The ground-state doublet is written as
a :4j i þ b 92j i.

Figure 4. Equilibrium geometries of the sandwich complexes.

Chem. Eur. J. 2018, 24, 5538 – 5550 www.chemeurj.org T 2018 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim5543

Full Paper

http://www.chemeurj.org


smaller ionic radius of the lanthanide, as expected. The SO-
CASSCF energies of the 2 J + 1 ground manifold are shown in

Figure 5; the quantification axis is along the Cn axis. The ener-
gies show a monotonic variation with MJj j from 0 to 6 for

TmCp ; the order is reversed from 15/2 to 1/2 for DyCp and
the gap between two adjacent states increases with MJj j. The

energies are more tangled for HoCp and ErCp, with the states

with the largest values of MJj j lying at the bottom and top of
the spectrum, respectively. The LnBz series has the same spec-

tra as those for LnCp, within a smaller scale. For DyCOT and
TmCOT, the dependence on MJj j is more intricate; states with

the highest value of MJj j lie highest for DyCOT and HoCOT and
lowest for ErCOT and TmCOT.

In axial symmetry, the CF Hamiltonian of Equation (3) re-

duces to Equation (9):

V CF
ax ¼ aX B0

2Ô0
2ðXÞ þ bX B0

4Ô0
4ðXÞ þ gX B0

6Ô0
6ðXÞ ð9Þ

Only three CFPs have to be determined; states with different
MX do not couple, that is, MX is a good quantum number. Ac-

cording to CFT, aX , bX , and gX are determined by the metal

ion, which determines the values of N, L, and J, whereas the
three CFPs B0

n depend on the nature and position of the li-

gands. As shown in the previous section, CFPs for X = l, L, and
J are very similar (see Table 2). The CFPs fitted on the 2 J + 1

lowest SO-CASSCF energies are shown in Table 6 for the three
series LnCp, LnBz, and LnCOT (Ln = Dy, Ho, Er, Tm) at their

equilibrium distance. The three CFPs fit the energy spectra

with negligible RMSDs; they are rather constant in the series,

and the decrease in the Ln–ligand distance is rather small.

Complexes LnCp and LnBz have the same ground state for a
given Ln and the CFPs are similar with a dominant positive B0

2.
If one neglects the fourth and sixth orders, expressing the Ste-

vens operator in terms of the angular momentum operator,
Equation (9) becomes Equation (10)[22]

V CF
ax ¼ aX B0

2 3X̂2 @ XðX þ 1ÞE C ð10Þ

and the energy of a MXj i state is given by Equation (11):

EðMXÞ ¼ aX B0
2 3M2

X @ XðX þ 1ÞE C ð11Þ

According to Equation (11), the sign of the product of aX B0
2

determines the nature of the ground state: if aJB0
2 is negative,

the ground state (with SOC) is MJj j ¼ J and the magnetization

is axial ; conversely, if aJB0
2 is positive, the ground state for an

even number of electrons is MJ = 0 and nonmagnetic, whereas

for an odd number of electrons it is MJj j ¼ 1=2, which is a dou-
blet with axial magnetization. It follows that, along the lantha-

nide series, in the case of a positive and constant B0
2 and given

the fact that aJ is positive in the first and third quarters of the
series (Ce–Nd, Tb–Ho) and negative in the other quarters (Pm–

Sm, Er–Yb), Equation (11) predicts 1) a ground state with axial
magnetization for Ce–Nd and Tb–Ho, 2) a nonmagnetic

ground state for Pm and Tm, and 3) planar magnetization for
Sm, Er, and Yb. This rule is fulfilled if aJB0

2 < 0 (almost in the

case of HoCp and HoBz) because the energy gaps between
adjacent states are larger. For aJB0

2 > 0, the ground state is

Table 6. Optimized distance, d, between Ln and the center of the ligand [a]; J of the ground term; MJ of the ground state; aJ ; sign of aJ B0
2 ; and CFPs

[cm@1] fitted on the 2 J + 1 lowest SO-CASSCF energies and corresponding root-mean-square deviations (RMSDs).

d J MGS
J

44 44 aJ aJ B0
2 B0

2 B0
4 B0

6 RMSD

DyCp 2.36 15/2 15/2 @0.006 @ 1303 23 @67 2.6
HoCp 2.34 8 7 @0.002 @ 1331 12 @79 0.9
ErCp 2.32 15/2 7/2 0.003 + 1316 19 @154 0.5
TmCp 2.31 6 0 0.01 + 1315 15 @75 1.1
DyBz 2.45 15/2 15/2 @0.006 @ 973 14 @48 1.3
HoBz 2.43 8 7 @0.002 @ 992 12 @54 0.5
ErBz 2.43 15/2 7/2 0.003 + 984 14 @97 0.2
TmBz 2.43 6 0 0.01 + 977 13 @46 0.5
DyCOT 2.02 15/2 9/2 @0.006 + @498 @280 38 1.6
HoCOT 2.01 8 4 @0.002 + @506 @251 25 0.5
ErCOT 1.99 15/2 15/2 0.003 @ @520 @235 43 0.1
TmCOT 1.98 6 6 0.01 @ @510 @221 16 0.7

Figure 5. The SO-CASSCF energies of the 2 J + 1 lowest states. Zero is the ground state; states are labeled and colored after MJj j.
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often an intermediate value of MJj j due to the fourth-order
term, except for Tm for which aJ is the largest, and conse-

quently, the qualitative role of the second-order term is en-
hanced. The spectra in Figure 5 are more tangled for all Ho

and Er complexes because in those cases the values of aJ are
smaller than those for Dy and Tm. In the LnCOT series, B0

2 is
negative and B0

4 is more important. Due to this latter term, the
spectra of DyCOT and TmCOT are not as spread as those for
DyCp and TmCp ; the two states with the largest MJj j are well
separated from the other ones. To summarize, there is an “up–
down” symmetry between Dy/Tm and Ho/Er due to the
change in sign of aJ . Complexes with Cp@ and Bz have similar
spectra dominated by a large positive B0

2, whereas with COT2@

the spectra are reversed because B0
2 is negative, and they are

more intricate because of the importance of B0
4.

We showed in the previous section that the many-electron

problem may be reduced to a discussion of the energies of
the 4f orbitals. Figure 1 shows that the relative energies of the

4f orbitals do not depend on the cation and Figure 2 shows
that the energies of the many-electron states deduced from

the 4f energies retrieve the main features of SO-CASSCF ener-
gies and, in particular, that the nature of the ground state is

correctly predicted. For brevity, in the remainder of this sec-

tion, the discussion is restricted to the ordering of the 4f orbi-
tals in the DyIII complexes.

As seen in Figure 1 and from the sign of B0
2, the effect of the

Cp@ and Bz ligands is qualitatively similar and opposite to that

of COT2@ ; this shows that the total charge of the ligand does
not play the key role. To unravel electrostatic and covalent

contributions, the ligands must be described by a distribution

of point charges. The first level of the model is to distribute
the total charge, q, of the ligand uniformly on the n carbon

atoms. The electric quadrupole moment, Qzz, of two charges, q,
uniformly distributed on two regular n-sided polygons with a

radius r, perpendicular to the z axis and separated by a dis-
tance 2 d, is given by Equation (12):

Qzz ¼ q @8r2 þ 16d2ð Þ ð12Þ

with a negative value of q, Qzz is positive for an oblate environ-

ment with d=r < 1=
ffiffiffi
2
p

and negative for a prolate one. The
ratio d/r equals 1.97, 1.76, and 0.90 in DyCp, DyBz, and

DyCOT, respectively; all values are larger than 1=
ffiffiffi
2
p

, but the

last one is much closer. Although q equals @1 and @2 for Cp@

and COT2@, respectively, it should be 0 for Bz. According to

this first model, Cp@ and COT2@ generate a B0
2 of the same sign,

whereas no field would be generated for Bz. Warren showed
that this simple ionic model led to a positive B0

2.[68]

Due to the symmetry of the complexes, the first terms of
the multipole expansion of the electrostatic field generated by

the ligands reduce to the charge, quadrupole, and hexadeca-

pole moments. To be meaningful, the charge distribution that
models the ligands has to generate an electrostatic field as

close as possible as the one generated by the “chemical” li-
gands, and consequently, reproduce the first multipole mo-

ments. We chose a three-layer charge scheme (see Figure 6),
with a layer of positive point charges, q2, at the actual posi-

tions of the carbon atoms and two layers of negative point

charges, q1 and q3, placed :1 a above and below the positive

charges as a simple representation of the aromatic molecule,
with a shell of positive nuclei between the two rings of elec-

tron currents. The sum of charges is set to the total charge q,
and q1, q2, and q3 are optimized to give the same quadrupole

and hexadecapole moments as that of the ligands in the pres-
ence of a + 3 charge at the position of the lanthanide. The + 3

central charge polarizes the ligands. It should be noted that

the quadrupole moment, Qzz, of the dimer of benzene (Bz2)
separated by 2 d = 2.9 a is negative, but becomes positive if a

+ 3 charge is placed between the two benzene molecules. A
+ 3 charge or a DyIII atom, however, leads to almost identical

multiple moments. The parameters of the charge distribution
are given in Table 7. For the three ligands, the charge of the
inner negative layer (q1) is larger than the charge of the outer

layer (q3), which mimics polarization effects. As long as the
multipole moments are kept the same, the results do not
depend on the distance between the layers. The shape of the
polygon does not play a role either : for a given radius r and

charge q, the results are almost identical for penta-, hexa-, or
octagons.

Figure 6. Three-layer charge distribution for Bz2.

Table 7. Parameters for the three-layer charge distribution and ab initio
values of the traceless quadrupole [D a] and hexadecapole [D a3] mo-
ments. Distances are given in a.

DyCp DyBz DyCOT

r 1.201 1.391 1.825
d 2.36 2.45 2.02
q1 @0.41 @0.42 @0.25
q2 0.36 0.62 0.13
q3 @0.15 @0.2 @0.13
Qzz @12.2 31.2 @37.3
Hzzzz @379.2 @618.6 @66.6
Hxxyy @47.4 @77.3 @8.3
Hxxzz 189.6 309.3 33.3
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As in the previous section, the complex is built step by step:
1) From a CF, for which the 4f orbitals are in the electrostatic

potential of the three layers of charges (denoted CF4f). 2) The
CASSCF calculation of a DyIII cation described with a basis set

(TZP) and the ligands by the three layers of point charges (de-
noted CF). 3) The CASSCF calculation with basis sets on all

atoms, but with a restricted TZP* basis on the central DyIII

cation without any 6p and 5d orbitals, to avoid any charge
donation from the ligands into those orbitals (denoted

no5d6p). 4) Finally, the CASSCF calculation with complete
basis sets on all atoms (denoted tot). The energy of the 4f or-
bitals for these four levels of calculation are represented in
Figure 7 at the equilibrium distance and the corresponding
CFPs are given in Table 10, below. Orbitals are denoted accord-
ing to their value of mlj j. Complex CF4f leads to opposite or-

dering of the 4f orbitals with Cp@ and COT2@ and the splitting

is very small with Bz; this does not follow the quadrupole mo-
ments (see Table 7), which are both negative for the former

ones and positive and non-negligible for the latter. With
COT2@, the CF is dominated by the layer of charges, q1, closest

to the cation for which r=d1 <
ffiffiffi
2
p

and, consequently, this layer
generates a quadrupole moment opposite to that of Cp@ . For

Bz, even if the quadrupole moment is non-negligible due to

polarization, the CF is negligible. For the three complexes, the
inclusion of orbitals of the cation other than 4f leads to a re-

duction of 40–50 % of all CFPs due to screening by the filled 5s
and 5p orbitals and polarization, as in PrCl3.

We designate the difference between tot and CF values,
which include combined effects of bonding, charge donation,

and polarization, as the covalent contribution to CFPs. This

contribution is split in two: the difference between no5d6p
and CF, which reflects the covalent bonding of the 4f orbitals

with the orbitals of the ligands (denoted covf), and the differ-
ence between tot and no5d6p (denoted CTpd), which de-

scribes the effect of electron transfer from the ligands into the
empty orbitals of the cation. This latter technique was used to

analyze the involvement of 6d orbitals in the bonding of acti-

nide complexes.[69] The p orbitals of the ligands are denoted as
p:mlj j, according to their symmetry; the irreducible representa-

tions (irreps) spanned by these orbitals are given in Table 8
and : denotes the : combination of the orbitals of the two li-

gands. According to ligand field theory, metal orbitals with the
symmetry of the occupied (unoccupied) orbitals of the ligands

are destabilized (stabilized) as antibonding (bonding). Cp@ and

Bz both have a p0ð Þ2 p1ð Þ4 configuration, with a LUMO of sym-
metry p2, and Bz has a vacant p3. Contribution covf leads to a

destabilization of f1 and f0 and to a stabilization of f2 and f3 ; in
DyCp, f3 is destabilized because both f2 and f3 span the same

irrep as that of the vacant p2, and in DyBz f3 is more stabilized

than f2 due a strong hybridization of p3 with the s orbitals of
Bz. COT2@ has a p0ð Þ2 p1ð Þ4 p2ð Þ4 configuration with vacant p3

and p4 orbitals: the f2 are destabilized by the p@2 and the f3 are
stabilized by the p@3 orbitals.

The main effect of covf is the destabilization of the f3 orbital
in DyCOT. Electron transfer occurs mostly from the occupied p

orbitals of the ligands towards the cation orbitals with the

same symmetry. It may be analyzed with the Mulliken popula-
tion of the 5d and 6p orbitals of the cation given in Table 9.

The donation is the largest into the 5d orbital with the symme-

try of the HOMO of the ligands, namely, 5d1 in DyCp and
DyBz, and 5d2 in DyCOT. Donation into 6p0 and 6p1 for the

former, and into 5d1 and 6p1 for the latter, is also important.
These populations are similar, although arising from p and d

interactions for 5d1 and 5d2, respectively, but due the short
metal–ligand distance d in DyCOT, the d interactions may be

important. Excess electron density on the cation arising from

Figure 7. Energies of the 4f orbitals obtained with 4f + Q (CF4f), TZP + Q (CF), TZP + DZP* (no5d6p), and TZP + DZP (tot) at equilibrium distance. Q denotes
the charge distribution given in Table 7. Zero is taken as the average of the seven energies. Orbitals are labeled and colored after mlj j.

Table 8. Irreducible representations spanned by the orbitals of the metal
and the p orbitals of the ligands.

D5d D6d D8h

mlj j p d f pL p d f pL p d f pL
0 A2u A1g A2u A1g 8 A2u B2 A1 B2 A1 8 B2 A2u A1g A2u A1g 8 E1u

1 E1u E1 E1u E1g 8 E1u E1 E5 E1 E1 8 E5 E1u E1g E1u E1g 8 E1u

2 E2g E2u E2g 8 E2u E2 E4 E4 8 E2 E2g E2u E2g 8 E2u

3 E2u E3 E3 E3u E3g 8 E3u

4 B1g 8 B2u

Table 9. Mulliken populations of the 5d and 6p orbitals at equilibrium
distance and with full basis set.

DyCp DyBz DyCOT

mlj j 5d 6p 5d 6p 5d 6p
0 0.08 0.21 0.07 0.24 0.4 0.07
1 0.83 0.33 0.72 0.26 0.40 0.24
2 0.02 – 0.01 – 0.68 –
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this charge transfer is not isotropic and, in the case of the 5d2

orbitals, increases the density in the equatorial region. Because

the 4f3 orbitals also lie in the equatorial plane, electron–elec-
tron repulsion between the 5d2 electron density is largest with

the 4f3 electron density and this leads to a destabilization of
these orbitals.

The partition between covalent bonding and charge transfer
is somewhat arbitrary: Mulliken charges are not quantitative
and the avoidance of charge transfer by removing some orbi-

tals from the basis sets has some side effects. However, the
aim of this work is to unravel general trends. The CFPs deter-

mined at each step are given in Table 10. B0
2 are large and op-

posite for DyCp and DyCOT due to the position of the first

layer of charges, which generates opposite quadrupolar mo-
ments in the two systems. B0

2 vanishes in DyBz through com-

pensation from the other layers, the total charge of which van-
ishes. The screening of 4f leads to a reduction of 40–50 % of

all CFPs. Bonding with 4f gives a positive contribution to B0
2

because f0 and f1 are destabilized and f3 is stabilized; this
means that it adds to the CF contribution for DyCp, annihilates

it for DyCOT, and is the leading contribution for DyBz. Charge
transfer counterbalances the 4f bonding and the total B0

2, with

covalent effects rather close to that of the CF for DyCp and
DyCOT. The effect is larger for higher order CFPs and the most
qualitative effect is the change of ordering between f2 and f3

in DyCOT.
The effect of metal–ligand distance for the different contri-

butions is shown in Figure 8. There is a reversal of the ordering
of the CF contribution, according to Equation (12) ; the charge

distribution is oblate at small distances d and prolate at large
ones. The reversal point occurs at shorter distance for Cp@ due

to the smaller radius r of the ligands, and the levels are more
grouped for COT2@ due the small value of the hexadecapole
moment. It should be noted that CF is small for DyBz in the

equilibrium region, but much larger at smaller distances. Con-
tribution covf decreases exponentially, as does the overlap be-

tween the 4f and p orbitals of the ligands. Orbitals f2 and f3

cross in DyCp because they span the same irrep and the hy-

bridization varies with the distance. The CTpd contribution is

almost constant at this range of distance because it arises
from overlap between the orbitals of the ligands and 5d and

6p, which are more diffuse than that of 4f. Thus, the final de-
pendence of the 4f energies on the distance is neither of the

CFs because there is no crossing, nor ordering of the covalent
effect.

The effects of Cp@ and Bz are opposite to that of COT2@, in
the sense that, if the first two lead to planar magnetization,

the last one leads to an axial one and conversely. This is due to
opposite signs of B0

2, and consequently, to a reverse ordering

of the 4f orbitals. The environment of the LnCp and LnBz
complexes is prolate because of both the smaller radii of the li-

gands and longer bonding distance (due to the smaller charge
of the ligands). The environment is more compressed with

COT2@, which has a larger radius and a charge of @2. The CF

contribution is indeed opposite for Cp@ and COT2@, and vanish-
es in the case of Bz. The covalent contributions in the case of
Cp@ and Bz ligands differ from that of COT2@ due to the nature
of the frontier orbitals ; this impacts mostly on the 4f2 orbitals,

which are stabilized by a bonding interaction in the LnCp and
LnBz complexes and destabilized by an antibonding interac-

tion in the LnCOT complex. Moreover, charge transfer into the

5 d2 orbitals from COT2@ destabilizes the 4f3 orbitals of the Ln
by indirect electron–electron repulsion. Covalent effects give

the main contribution in LnCp complexes and reverse the or-
dering of 4f2 and 4f3 orbitals in LnCOT ones. According to

Figure 8, CF and covalent contributions are of the same order
of magnitude in these sandwich complexes and must be taken

into account to fully understand splitting of the Stark levels.

Conclusions

CFT is based on the idea that the Stark levels of the free lan-

thanide ion are split by the electrostatic field generated by the

ligands. Early on, it was understood that the electrostatic ap-
proach was not quantitative and theory has been used as a

frame, the parameters of which, the CFPs, were fitted to exper-
imental data. This theory has been extensively used, and still

is, and permits the description of the lanthanide complexes by
means of a reduced number of parameters. For a decade, lan-

thanide complexes have been widely used for the study of

single-molecule magnets. To optimize the magnetic properties,
the design of molecules with a large magnetic moment is nec-

essary, and understanding of the factors that determine the
nature of the ground state is of prime importance. Herein, we

aimed at unraveling the different physical contributions to the
CFPs. To achieve this goal, we chose symmetrical molecular

systems to reduce the number of CFPs and avoid any overpar-
ametrization: an ionic crystal of PrCl3 and a series of sandwich

complexes in which the presence of aromatic ligands led to
larger covalent effects and a delocalization of the charge that
made the modeling by point charges less evident.

First, we discussed the independent electron approximation.
CFPs determined from one-electron (orbital) energies and from

many-electron wave functions compare well because two-elec-
tron interactions do not vary strongly within a (4f)N configura-

tion because of the semicore nature of the 4f orbitals. Further-

more, splitting of the 4f orbitals remains small enough, such
that it does not affect the composition of the many-electron

wave function from the free ion obtained by coupling the an-
gular momenta. Thus, the relative energies of the 2 J + 1 terms

arising from the free-ion ground term, 2S + 1LJ, derive mostly
from the relative energies of the seven 4f orbitals. This reduces

Table 10. CFPs deduced from the 4f energies for the sandwich com-
plexes at equilibrium geometry.

DyCp DyBz DyCOT
B0

2 B0
4 B0

6 B0
2 B0

4 B0
6 B0

2 B0
4 B0

6

CF4f 1777 @164 @21 1 @133 @7 @947 @48 12
CF 1103 @102 @11 @3 @82 @3 @577 @29 5
no5d6p 1607 41 @144 1037 25 @92 123 @442 56
tot 1339 15 @100 966 7 @67 @511 @299 35
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the many-electron problem to the discussion of the ordering
of the 4f orbitals. It was similarly showed recently that the or-

dering of the 3d orbital energies determined the zero field
splitting in a quasi-octahedral NiII complex.[70]

Second, the step by step construction of the PrCl3 crystal
shows that 1) the electrostatic field generated by the ligands is

shielded about 40 % by the outermost filled shells of the
cation, 2) the covalency plays an important role by decreasing

B0
2 by 50 % and giving rise to an important B6

6 term due to the
anisotropy of bonding interactions, and 3) part of the crystal
out of the [PrCl9]6@ cluster plays a non-negligible role and im-

pacts on the CFPs by 15 %. In the case of an ionic crystal, the
electrostatic picture is qualitatively correct, but covalency has

to be taken into account for quantitative results.
Finally, three series of sandwich complexes were considered.

Depending on both the nature of the central cation and the li-

gands, magnetization of the ground state is either axial or
equatorial. A three-layered charge distribution was proposed

to model the electrostatic field generated by the ligands; the
charges were fitted to reproduce the multipole moments of

the actual ligands in the presence of a central + 3 charge. This
model permits the evaluation of the CF contribution to the

CFPs. As for PrCl3, the electrostatic field generated by the li-
gands is shielded by about 40 % by the external filled orbitals

of the metal. In the case of the neutral ligand Bz, the CF contri-
bution is small and it is opposite for prolate [Ln(Cp)2]+ and

oblate [Ln(COT)2]@ . The covalent contribution to CFPs is of the
same order of magnitude as that of the CF one: the main part

is due to the interaction of 4f with the orbitals of the ligands,
mostly the p system, but sometimes hybridized with s orbitals.

In the case of [Ln(COT)2]@ , charge transfer from the ligands to
the 5d orbitals plays an important role on the relative energies
of the 4f orbitals due to electron–electron interactions. Recent

analysis of X-ray absorption spectra in Ln2O3 and [LnCl6]x@ com-
plexes have provided evidence of the role of the 5 d orbitals in

bonding, but revealed a marginal role of the 4f orbitals.[71, 72]

This tiny covalent interaction between the 4f orbitals and the

ligands does not affect the chemical properties, but, regardless

of how small it might be, plays a quantitative, even qualitative,
role in the splitting of the 4f orbitals, and consequently, im-

pacts on the magnetic properties. This work shows that, as is
sometimes the case in transition-metal complexes[73] and re-

cently shown for actinide complexes,[74] CF and covalency are
closely entangled.

Figure 8. Energies of the 4f orbitals as a function of Ln–ligand distance. CF : TZP + Q; covf : CF@no5d6p ; CTpd: no5d6p@@tot ; tot : full basis set. Zero is taken
as the average of the seven energies at each distance, and the orbitals are labeled and colored after mlj j. The vertical line denotes the equilibrium distance.
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Computational Details

First-principles calculations were performed with the MOLCAS78
suite of programs.[75] First, a SF-CASSCF calculation was per-
formed.[76] SOC is included by a state interaction with the restricted
active space state interaction (RASSI) method.[77] Scalar relativistic
effects were taken into account by means of the Douglas–Kroll–
Hess transformation[78] and SO integrals were calculated using the
atomic mean-field integrals (AMFI) approximation.[79] The g factors
were calculated, as described in reference [80].
For the PrCl3 crystal, calculations were performed by using the
crystallographic structure. [PrCl9]6@ was described with ANO-RCC
basis sets of TZP quality. This cluster was embedded in point
charges (+ 3 for Pr, @1 for Cl) within a radius of 8 a positioned at
the crystallographic sites. The active space consisted of two elec-
trons spread over the seven 4f orbitals. The SOC was calculated
with 21 and 28 spin triplet and singlet states. In the step by step
procedure, calculations were performed without spin singlets in
the SOC step, without embedding, replacing Cl@ by either point
charges Q =@1 or point charges with ECPs, and with a minimal
basis set or a single 4f Slater on Pr, as specified in the text.
For [Ln(hn-CnHn)2]q complexes, the geometry of the ligands was op-
timized by using DFT-B3LYP[81, 82] with the NWChem 6.1 package[83]

and a cc-pVTZ basis sets[84] (see Table 11). Frequency analysis was
performed afterwards to ensure that real minima were obtained.
The Ln–cycle distance was optimized by using CASPT2[85] by keep-
ing the geometry of the ligands frozen. Ln, C, and H atoms were
described with ANO-RCC basis sets of TZP and DZP quality. In a
lanthanide with configuration 4fN a CAS(N,7) is used with 21 sex-
tets (Dy), 35 quintets (Ho), 35 quartets (Er), or 2 triplets (Tm) at the
SO step. For the step-by-step procedure, ligands were replaced by
three layers of point charges, and the Ln atom was described by
either a 8s4p2d3f2g1h basis set (denoted TZP*) or a single 4f
Slater (CFf).
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