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Abstract A new measurement method for continuous detection of bed forms in movable bed laboratory
experiments is presented and tested. The device consists of a line laser coupled to a 3-D camera, which
makes use of triangulation. This allows to measure bed forms during morphodynamic experiments, without
removing the water from the flume. A correction is applied for the effect of laser refraction at the air-water
interface. We conclude that the absolute measurement error increases with increasing flow velocity, its
standard deviation increases with water depth and flow velocity, and the percentage of missing values
increases with water depth. Although 71% of the data is lost in a pilot moving bed experiment with sand,
still high agreement between flowing water and dry bed measurements is found when a robust LOcally
weighted regrESSion (LOESS) procedure is applied. This is promising for bed form tracking applications in
laboratory experiments, especially when lightweight sediments like polystyrene are used, which require
smaller flow velocities to achieve dynamic similarity to the prototype. This is confirmed in a moving bed
experiment with polystyrene.

1. Introduction

In fluvial and tidal systems, bed forms like ripples, dunes and bars interact with the flow (Allen, 1984;
Seminara, 2010). To study the mechanisms causing these interactions in a laboratory setting, measurement
devices should ideally not disturb the experiment and monitor the relevant physical parameters continu-
ously, from the start of the experiment onward.

Nowadays, numerical models are used extensively in hydro- and morphodynamic studies, ranging from
large-scale parametrized hydro- and morphodynamic models (e.g., Lesser et al., 2004; Struiksma, 1985) to
more detailed process-based models for sediment sorting (Blom, 2008) and particle-based sediment trans-
port (Nabi et al., 2013a, 2013b). The predictive capabilities of morphodynamic models, however, remain
highly limited to date. Because of the limitations of numerical methods to simulate morphodynamics, labo-
ratory experiments remain important, both to gain insight in physical mechanisms and to validate numeri-
cal models. To study the development and evolution of bed forms, continuous measurements of flow
velocity and bed morphology are necessary. The latter causes significant problems under flowing water
conditions, and different methods have been proposed over the past decades.

Until recently, it was common practice to measure bed form characteristics by using mechanical techniques
like point gauges. Modern bed form measuring methods for use on a laboratory scale can be primarily
divided in acoustic and optic techniques. Acoustic techniques (Abad & Garcia, 2009; Hurther et al., 2011;
Muste et al., 2016; Naqshband et al., 2014; Thorne & Hanes, 2002) have the advantage that acoustic instru-
ments can be used to measure both flow velocities and bed profiles and that they can be used up to large
depths, even in the field (Gaeuman & Jacobson, 2007; Simpson & Oltmann, 1993). However, they need to be
submerged, causing a disturbance of the experiment and increasing the minimal water depth needed in
experiments. Optic techniques can be divided in digital photogrammetry (Aberle et al., 2009; Butler et al.,
2002; Henning et al., 2009; Lane et al., 2001) and monochromatic lasers (Abad & Garcia, 2009; Friedrichs &
Graf, 2006; Huang et al., 2010; Pe~na Gonz�alez et al., 2007; Visconti et al., 2012). Optic methods do not have
the disadvantages mentioned above, but are limited to small water depths due to visibility of the reflected
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signal, which is affected by attenuation, refraction and scattering. This, however, is not a major issue on a
laboratory scale, as long as surface waves causing scattering and changes in refraction are limited.

Different laser-based techniques have been proposed in the past. Monochromatic laser stripes (Huang
et al., 2010) or sheets (Abad & Garcia, 2009) captured by a camera are limited to small spatial scales or to a
single transect, respectively. In the field, a hand-held laser scanner was used by Smart et al. (2004) to deter-
mine bed roughness. On a larger scale, airborne lasers for topographic mapping are long-known as Light
Detection And Ranging (LiDAR) (Guenther, 1985; Krabill et al., 1984). Measurements with similar methods
for laboratory experiments have been performed with point laser scanners for dry-bed (Yeh et al., 2009), still
water (di Risio et al., 2010) and flowing water conditions (Visconti et al., 2012), providing bed level data in a
nonintrusive way during the experiment. Line laser extensions of this method have been used by Pe~na
Gonz�alez et al. (2007) (dry-bed and still water) and Friedrichs and Graf (2006) (flowing water). As opposed to
LiDAR, laboratory laser scanners are also used to measure subaqueous topography, which comes at the
cost of additional errors and a considerable amount of missing data.

Visconti et al. (2012) provide a thorough description of the use of a point laser scanner for measuring bed
profiles in laboratory experiments. Their method consists of simultaneous continuous monitoring of the
bed level (using a point laser facing vertically downward, coupled to a CCD) and the water level (using an
ultrasonic level transmitter). Their study primarily aimed at overcoming the difficulties of the use of this
new measurement approach, quantifying different sources of measurement errors and determining the
accuracy of the method (after calibration and corrections), as it was applied successfully in a practical way
both in studying tidal systems (Stefanon et al., 2010; Tesser et al., 2007) and fluvial systems (Visconti et al.,
2010). A comparable method using a line laser was previously applied by Pe~na Gonz�alez et al. (2007). How-
ever, they only did experiments with still water and did not study the dependence of the measurement
error on water depth in detail. Therefore, a thorough analysis of the measurement errors as done by Visconti
et al. (2012) for line laser scanner applications would be valuable for application in future movable bed
experiments.

In the present study, the full swath width of a line laser is taken into account in order to assess the possibili-
ties of a line laser scanner for continuous monitoring of bed forms during a moving bed physical scale
experiment, without disturbing the flow. To improve existing data processing approaches, the application
of a robust LOcally weighted regrESSion (LOESS) algorithm is tested that accounts for outliers and missing
values due to scattering at the water surface (Cleveland, 1979; Cleveland & Devlin, 1988). In the remainder
of this paper, section 2 offers details of the measurement principles, the line laser set-up and the LOESS-
based algorithm. In section 3, the measurements are presented and the effect of applying corrections is
illustrated. Section 4 discusses problems and benefits of the use of this new measurement procedure.
Finally, the experimental findings are concluded in section 5.

2. Measurement Principles

2.1. Set-up
Experiments were carried out at the Kraijenhoff van de Leur Laboratory for Water and Sediment Dynamics
(Wageningen University and Research) in a flume of 0:5 m31:2 m314:4 m (height3width3length) with
facilities for recirculation of both water and sediment. At the start of the flume, a stacked pile of PVC tubes
acts as a laminator of the flow to suppress turbulence. The flume is equipped with an electromagnetic flow
meter to monitor discharge, and eight tubes on the left side of the flume (looking downstream), coupled to
stilling wells outside the flume. Each stilling well contains a magnetostrictive linear position sensor to moni-
tor water levels. Looking downstream, the right side wall of the flume was roughened with the intention to
create a transverse bed slope, which will be studied in a future project.

The here proposed bed-form measurement method consists of a line laser and a 3-D camera with Gigabit
Ethernet (SICK, 2012), both mounted on a measurement carriage that can move on fixed rails along the
flume. The beam swath angle of the line laser is 50:0

�
, covering a width of 419 mm of the bare flume bot-

tom at an installation height of 449 mm. This width decreases evidently when a layer of sediment is present.
The projected laser line is oriented perpendicular to the flow direction, and the camera is looking under an
angle (see Figure 1). The bed profile is measured by means of triangulation. Because of the limited width of
the laser beam swath, multiple parallel (partly overlapping) tracks are used to measure the whole width of

Water Resources Research 10.1002/2017WR021646

DE RUIJSSCHER ET AL. 2079



the flume, with along-track resolution Dx. These tracks are schematized in Figure 2, where the left two
sketches indicate configurations used in experiments without sediment, and the right two sketches indicate
the configuration used in experiments with sediment. Additionally, the overlap between the tracks is indi-
cated. In the rightmost configuration, it takes less than five minutes (402400) to cover the whole flume in this
study.

Five consecutive series of experiments were performed, viz. measurement of the bottom profile of 1) an
empty flume, 2) a flume with still water only, 3) a flume with flowing water, 4) a flume with a movable bed
consisting of sand with a density of qs52650 kg=m3 and a size of D5050:719 mm and D9550:962 mm, and
5) a flume with a movable bed consisting of polystyrene granules with a density of qs51055 kg=m3 and a
size of D5052:1 mm and D9552:9 mm. An overview of the different runs during these experiments is given
in Table 1. As can be seen, in what is called the still water case, discharge was kept at a minimum value of
3 L=s, determined by the technical construction of the flume causing downstream leakage. In moving bed
experiments, the bed profile changes during the measurements. This is dealt with by analysing one track at
a time, and correcting for an average dune celerity when comparing the results to consecutive dry bed
results.

2.2. Calibration and Corrections
Due to properties of the camera lens, deformations in the obtained image occur. Also, perspective distor-
tion occurs, dependent on the distance of the bed from the camera and the angle under which the camera

Figure 1. (a) Picture of the line laser scanner measuring a sawtooth profile. The red light on the profile is the line emitted
by the laser. (b) Overview of the experimental set-up. Red lines indicate transmitted laser beams and yellow lines indicate
reflected laser beams, measured by the camera. c) Front view of the flume showing the transmitted laser beams. d) Verti-
cal cross section of the flume over L� , with x� the projection of x onto L� , showing the reflected laser beams including the
measures used in equation (4). e) Top view of the flume.
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is looking (SICK, 2012). Both deformations are taken care of by an internal calibration of the 3-D camera,
converting the internal camera coordinates to real-world coordinates. However, two additional corrections
are needed: a background correction (db) and a refraction correction (dr), as described below.

The former of these corrections accounts for structural deviations in the measured bed profile, as measured
with high accuracy using both a ruler and data points vertically under the laser device. To determine the
background correction, three consecutive steps were taken: 1) determining a best fit of the flume bottom,
2) determining how much the measured bed level of the laser scanner is off, 3) fitting this error to be used
in measurements in which the bed level is a priori unknown.

Figure 2. Tracks of the line laser scanner for the different experiments (with y-coordinate of the laser indicated), including
the overlap between the laser swaths of different tracks. Configurations in Figures 2a and 2b are used during experiments
without sediment, whereas Figures 2c and 2d indicate experiments with sediment without and with water, respectively.
Triangles indicate the roughened side wall and lines at the top indicate the laminator (see section 2.1).

Table 1
Overview of the Runs Performed During the Five Experimentsa

# Dx Q u Laser
ðmmÞ Water ðL=sÞ Sed. ðm=sÞ Fr Runs path

1 1 3 3 10 a
2 1 � 3 3 10 a
3 1 � 8 3 0.10 0.11 1 a

5 � 20 3 0.08–0.29 0.10–0.25 3 b
1 � 30 3 0.12–0.28 0.08–0.29 6 a
1 � 40 3 0.17–0.47 0.12–0.54 6 b
1 � 60 3 0.20–0.44 0.12–0.40 5 a

4 2 � 70 � 0.55 0.54 1 c/d
2 3 � 1 c/d

5 2 � 20 � 0.16 0.16 1 c/d

aThe columns consecutively show the experiment number, along-track resolution, presence of water, discharge,
presence of sediment, (range of) mean flow velocity, (range of) Froude number, number of runs, and the laser path
(i.e., the path of the laser scanner as illustrated in Figure 2). The runs within experiments 2 and 3 differ in water level
(see Figures 5 and 6, respectively). For the runs with flowing water in experiments 4 (sand) and 5 (polystyrene), the
mean water levels are 11 cm and 10 cm, respectively.
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The first step is achieved by fitting a second order polynomial through the data points vertically under the laser
(cf. ylaser in Figure 1c) for a range of x-values. This results in a best fit of the high-accuracy bare flume bottom

ẑðx; yÞ5ẑðyÞ5a1y21a2y1a3; (1)

Second, a structural deviation of the measured height from the high-accuracy flume bottom is defined as

�stðx; yÞ5zðx; yÞ2ẑðx; yÞ; (2)

with z the measured bare flume bottom.

As a third and final step, this structural deviation �st is plotted against the relative transverse position yrel,
for each track in an empty flume. yrel is a transverse coordinate that is fixed with respect to the measure-
ment carriage (origin at the right boundary of the camera window), whereas y and ylaser (i.e., the transverse
position of the laser in the flume) are fixed with respect to the flume (origin at the right wall of the flume).
The background correction is then obtained from fitting a second order polynomial as

dbðyrelÞ5b1y2
rel1b2yrel1b3; (3)

which is subtracted from the measured vertical position z. A visualization of this approach can be found in
Figure 4, showing results for different x-values, averaged over 10 measurements.

The purpose of the present study is to be able to track submerged bed forms during the experiment,
which requires a second correction (dr) taking care of the refractions at the air-water interface. These refractions
cause a deviation in the transverse measuring location and in the measured bed level, see Figures 1c and 1d.

Based on the geometry shown in Figure 1, a formula for the refraction correction is formulated as

dr5 12
M
d

� �
L�

tan arcsin sin hr=nð Þ½ �2d

� �
; (4)

where M is the distance between the camera focal point and the water level, d is the distance between the
camera focal point and the apparent bed level height (Figure 1d), n is the ratio of refraction indices of water
and air, L� is the projection of the laser path on the bottom of the flume (Figure 1e), and the angle of refrac-
tion hr5arctan L�=dð Þ. The correction dr is also subtracted from the measured vertical position z of the bed
to receive the estimated level of the bed za5z2db2dr.

2.3. Statistical Analysis
A statistical analysis of the experimental results is performed, focussing on the results of the flowing water
experiment in particular. For each run, the residual error is calculated using

�ðx; yÞ5zðx; yÞ2zdryðx; yÞ; (5)

with zdry the dry-bed level. The mean (�) and standard deviation (r�) of the residual error are calculated over
all data points, as defined by

X 5
1
N

XN

i51

Xi

rX 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N21

XN

i51

Xi2X
� �2

vuut ; (6)

with N the number of data points per run. From these, the coefficient of variation is defined as r�=j�j. The
variables �; r� and r�=j�j give an indication of the average overestimation of the bed level and its absolute
and relative variation during one experiment, respectively. Moreover, correlations between variables are
defined using the Pearson moment-product correlation coefficient, which for variables A and B is defined as

.5
1
N

X
i

Ai2A
rA

� �
Bi2B
rB

� �
: (7)
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This coefficient is used to study the influence of flow velocity, water depth and laser beam angle on the
spread and the missing of data points in the measurement of the bed profile. Lastly, to define a measure for
the measurement error during a specific experiment, a root-mean-square error is calculated between bed
level values with and without water as

RMSE5
ffiffiffiffiffi
�2

p
5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2zdry
� �2

q
: (8)

The root-mean-square error is a function of the submerged and dry-bed mean bed levels, the submerged
and dry-bed standard deviations and the Pearson moment-product correlation coefficient (Gupta et al.,
2009; Murphy, 1988) as

RMSEð Þ25 z1 2z2ð Þ21r2
11r2

222r1r2.1;2; (9)

where subscripts 1 and 2 indicate the submerged and dry-bed measurements, respectively.

2.4. Data Interpolation and Outlier Removal
Outliers and missing data have to be corrected for in moving bed experiments by applying a smoothing
and interpolation algorithm. Because of the irregularly spaced nature of the retrieved data, an algorithm
that does not need interpolation to a regular grid beforehand is prefered. A LOcally weighted regrESSion
algorithm (LOESS) (Cleveland, 1979; Cleveland & Devlin, 1988) is an appropriate choice (e.g., Plant et al.,
2002; Vermeulen et al., 2014). This interpolation and smoothing method is based on a polynomial fit to the
data using weighted least squares. For each fitted value at (xk, yk) a fixed number of nearest neighbours is
taken into account (defined by a smoothing fraction f of the total number of data points), with the weight
decreasing with increasing distance from (xk, yk). This makes it a clearly two-dimensional method. The com-
putational effort to apply a LOESS procedure can become too high for a large domain. Therefore, the proce-
dure is split in two consecutive steps. An initial data reduction operation is applied by projecting the scatter
data onto a regular grid, based on linear LOESS interpolation (Cleveland, 1979). A tricube weight function is
used for this, choosing 50 nearest neighbours, and a grid with 10 mm spacing. Then, the same LOESS proce-
dure is repeated using gridded data, which is now feasible with a larger fraction of the gridded data set. We
choose f 5.002, corresponding to 235 nearest neighbours. In both steps, the solution is obtained iteratively;
two and five iterations were needed to achieve convergence in both steps, respectively.

In the remainder of this article, the terminology ‘not applying a LOESS fit’ is used when only the first step is
applied—which is almost equivalent to interpolation of the data to a regular grid—unless explicitly stated oth-
erwise. The above parameter values are determined by applying different sets of parameter values and opti-
mizing the Pearson moment-product correlation coefficient (equation (7)) between measured bed profiles in
the dry-bed and in the flowing water cases. Also, the processed bed profile was inspected visually. The result-
ing bed profile was insensitive to small changes in LOESS parameter values. The nearest neighbours are deter-
mined including an elongation parameter which aligns with the main dune dimension to make sure that the
dune crest is not smoothed out significantly. This parameter, which value is again determined following the
above approach, makes the span of the LOESS fit elliptical instead of circular. The eccentricity of the elliptical
span is E5:87 and E5:94 in steps (1) and (2), respectively, with the semi major axis in the cross-flow direction.

2.5. Validation
Where direct validation of the measured bed profile is possible in the case of measuring the flume bottom
or a fixed profile, this is cumbersome in moving bed experiments. In such experiments, the dry-bed profile
at the time of measurement is unknown. However, the final bed profile can be measured accurately under
dry-bed conditions after the experiment. Only the last complete scan of the flume under flowing water con-
ditions is therefore analyzed. To a limited extent, the bed forms continue to migrate after the last laser scan,
because the flow in a flume cannot be stopped instantly. The validation profile (i.e., the dry-bed profile) is
adjusted to the situation during the last swipe by shifting the bed morphology map using an estimated bed
form celerity, as determined by

x0i 5xi2cbðtN2tiÞ; (10)

with xi the location of a dry-bed data point and x0i the manipulated location. The property cb5Dxcrest=Dt is
an estimation of the bed form celerity, determined from the shift of dune crests between flowing water and
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dry-bed measurements (Dt being the time interval between start of the last measured swipe with flowing
water and the end of the flowing water experiment), and ti is the measurement time of the ith data point
(i51; . . . ;N with N the total number of data points covering the flume).

In addition to the above validation, the applicability of the LOESS fitting algorithm on bed level datasets
with both data gaps (i.e., missing values) and measurement errors (i.e., data scattering around the dry-bed
profile) is studied. The applied method in this study for both cases is described below.

The spatial structure of data gaps (as a function of bed level) is determined by defining kmax regularly
spaced bed level bins of width Dz. The bed level bins are schematically visualized in the left part of Fig-
ure 3. Now the probability pk of a bed level value to be missed by the measurement device is defined by
the number of dry-bed data points in the kth bed level bin for which the corresponding submerged bed
level value is not measured, divided by the total number of dry-bed level values in the kth bed level bin, all
along the last-measured track. The correction for bed form celerity of equation (10) is applied. From the
probability mass function pk and the dry-bed profile, Ns bootstrap samples are created, by generating a ran-
dom number a from a standard uniform distribution for each of the data points in the dry-bed profile. If a
< pk for the bed level bin corresponding to this data point, the measured value is removed. The LOESS algo-
rithm is applied to all bootstrap samples consecutively. Finally, mean and standard deviation were deter-
mined, together with Pearson moment-product correlation coefficient and root-mean-square error
compared to the dry-bed profile (cf. equations (6–8)) and values before and after LOESS fitting are
compared.

To determine the spatial structure of the residual error �, a similar procedure is followed. Yet additionally
mmax residual error bins of width D� are introduced (see right part of Figure 3). Probability pk is replaced by
the probability pk;m that a bed level value in the kth bed level bin is measured with a residual error in the
mth residual error bin. Now pk;m is defined by the number of dry-bed data points in the kth bed level bin for
which the corresponding submerged bed level value has a residual error within the mth residual error bin,

Figure 3. Schematic illustration of the mapping of bed profile measurements in bins. Left: only bed level bins (of size Dz).
Right: both bed level bins (vertical) and residual error bins (horizontal, of size D�).
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divided by the total number of dry-bed data points in the kth bed level
bin, all along the last-measured track. The mathematical definitions of
the bed level and residual error bins can be found in Appendix A.

3. Results

3.1. Fixed Bed Experiments
3.1.1. No Water
The results for measurements of the bare flume bottom are visualized
in Figure 4, where the colours indicate the four different tracks (each
averaged over ten measurements). The fit representing the high-
resolution flume bottom is indicated by the solid line. Each track
shows a deviation on the right-hand side, which residual error is cor-
rected for by fitting equation (3) (using a vertical setting of M1D5449
mm at x51000 mm and y5500 mm). The obtained correction param-
eters ai and bi can be found in Appendix B.
3.1.2. Still Water
When water is present in the flume, laser refraction affects the results.
Therefore, the correction of equation (4) is applied to ten different
water levels (lower graph of Figure 5) after applying the background
correction. Discharge is kept at a minimum value of 3 L=s, determined
by the technical construction of the flume causing downstream leak-
age. Because of the refraction of laser light at the air-water interface,
the distance between laser and flume bottom is increasingly underes-
timated with water depth. Moreover, deviations increase toward the
side of a track because of an increasing travelling path of the laser
light through water.

Mean and standard deviation of the residual error �, that remain after
corrections, are shown in the upper graph of Figure 5. The percentage
of missing values per run are plotted in the lower graph of Figure 5,
showing an increase of missing values with water depth.
3.1.3. Flowing Water
For measurement of the bare bottom with flowing water, the back-

ground and refraction corrections are consecutively applied as explained above. The hydrodynamic condi-
tions parametrized by water depth (D), flow velocity (u), Froude number (Fr5uðgDÞ21=2) and Reynolds
number (Re5uDm21), with m the kinematic viscosity) are shown in the lower graph of Figure 6. The resulting
mean and standard deviation of the residual error and the percentage of missing values are shown in the
upper two graphs of Figure 6, respectively.
3.1.4. Correlations
In the left four columns of Figure 7, the correlation of the absolute mean residual error j�j, standard devia-
tion r�, coefficient of variation r�=j�j and the percentage of missing values with the water depth D, flow
velocity u, Froude number Fr and Reynolds number Re are shown for the flowing water experiment. These
correlations reveal that the absolute mean measurement error j�j increases with velocity. Values of r� with
Reynolds number, or specifically both with water depth and with velocity. The relative spread of the residual
error, r�=j�j, and the percentage of missing values increase with depth. In calculating the correlations, run
19 is omitted, due to 97.1% missing values. During this run with large data losses, the sediment pump may
have been clogged with sediment. If such a situation occurs, and the plug of sediment releases, a situation
may occur that results in a large number of missing values because of a high suspended sediment concen-
tration. Runs 16 and 21 are omitted in the correlations with j�j; r� and j�j=r�, because of the disproportion-
ally large values of r�.

The rightmost column of Figure 7 shows the correlation of the absolute mean residual error j�j, the stan-
dard deviation r�, the coefficient of variation r�=j�j and the percentage of missing values with the absolute
deviation from the mean relative transverse distance jyrel2yrel j. The latter is a measure for the laser beam
angle. It is shown that especially the spread in residual error and the percentage of missing values increase

Figure 4. (top) Height of the empty flume bottom for experiments 1 to 4,
measured in four tracks. The solid black line indicates a fit through the data
points vertically under the laser, representing the high-resolution flume
bottom. (bottom) The residual error � and the background correction db,
shown as a solid black line, cf. equations (2) and (3).
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with beam angle. The 5% largest values of the coefficient of variation are considered outliers, and are there-
fore omitted in calculating the correlation.

3.2. Movable Bed
3.2.1. Performance of the LOESS Procedure
Compared to the fixed bottom experiments discussed above, bed movement causes a large percentage of
missing values (71% on average over the whole flume in the sand bed case of the present study). Redun-
dancy in the data still allows to retrieve a workable and reliable bed profile, after application of the LOESS
algorithm.

An overview of the studied variables for the moving bed experiments is given in Table 2, viz. the mean and
standard deviation of the bed level, the Pearson moment-product correlation coefficient for the dry-bed
profile and the root-mean-square error, also based on the dry-bed profile. These are obtained for ensembles
of the original bootstrap samples, samples after the first step of LOESS based gridding and samples after
the second step of the LOESS procedure. Each ensemble consists of N 5 50 samples. As an example, for
each of the three situations depicted in Table 2 a cross section at y5921 mm of one of the used profiles is
shown in Figure 8, illustrating the dry bed profile, the bootstrap sample, the one-step LOESS procedure and
the two-step LOESS procedure of the bootstrap sample.

From Table 2 and Figure 8 it can be concluded that the root-mean-square error after application of the
LOESS procedure is significantly smaller than 1 cm, whereas the dunes are typically of order 324 cm. Miss-
ing values mainly contribute to a slight increase of the mean bed level (which is compensated for by the
LOESS procedure) and a decrease in standard deviation of the profile (which is partly compensated for by
the LOESS procedure). Scattering of measured values mainly contributes to a slight lowering of the mean
bed level, a slight increase in the standard deviation of the profile (which is largely overcompensated for by
the LOESS procedure) and a decrease in the correlation coefficient, which is compensated for by the LOESS
procedure. Overall, the LOESS algorithm increases the correlation coefficient and reduces the root-mean-
square error at the cost of both a lower standard deviation (i.e., flattening of bed forms) and a slightly lower
mean bed level of the profile (caused by data scattering).

Figure 5. Conditions during the 10 runs performed under still water conditions. (top) Mean and standard deviation of the
residual error. (bottom) Water depth D and percentage of missing values.

Water Resources Research 10.1002/2017WR021646

DE RUIJSSCHER ET AL. 2086



3.2.2. Sand With Flowing Water
Despite the large percentage of missing values, the bed profile can still be retrieved with reasonable accu-
racy when a LOESS procedure is applied. This is illustrated in Figure 9a, showing the LOESS fitted values of
the bed as measured under flowing water conditions at y5881 mm (upper graph, dashed curve). Moreover,
the dry-bed profile (retrieved after emptying the flume and correcting for a mean bed form celerity of
cb52:9 mm=s) is shown both with and without applying the LOESS algorithm (upper graph, light and dark
solid curve, respectively). Despite the large number of missing values (over 50% on the transect used in Fig-
ure 9a), the Pearson product-moment correlation coefficient between the LOESS fitted values under flowing
water conditions and the dry-bed profile is relatively high: .5:798 and .5:755 for the dry-bed profile with
and without applying the LOESS algorithm, respectively.

Figure 6. Conditions during the 21 runs performed under flowing water conditions. (top) Mean and standard deviation
of the residual error. (middle) Percentage of missing values. (bottom) Water depth, flow velocity, Froude number and
Reynolds number.
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The lower graph of Figure 9a shows the difference between the LOESS fitted bed profile under flowing
water conditions and the dry-bed profile with (light curve) and without (dark curve) application of the
LOESS algorithm. Vertical dashed lines indicate levels of rz=2 and rz of the unfitted bed profile without

Figure 7. First 4 columns: Flowing water correlations between absolute mean residual error (j�j), standard deviation of the residual error (r�), coefficient of varia-
tion (r�=j�j) and percentage of missing values, and water depth (D), flow velocity (u), Froude number (Fr) and Reynolds number (Re). Both the Pearson product-
moment correlation coefficient . and the p-value are given. The latter is also reflected by the grey-scale of the background and the former by colour and intensity
of the regression line. Run 19 is excluded, due to the high percentage of missing values related to a polluted pump. Runs 16 and 21 are omitted in the correlations
with j�j; r� and r�=j�j. Rightmost column: Still water correlations between j�j; r�; r�=j�j and percentage of missing values, and absolute deviation from the mean
relative transverse distance jyrel2yrel j (representing the laser beam angle). The 5% largest values are omitted in the correlation of r�=j�j and jyrelj.

Table 2
The Effect of LOESS Fitting on a Bed Level Data Set With Missing Data and/or Scattered Data on Bed Level Statisticsa

LOESS z rz RMSE
ðmmÞ ðmmÞ . ðmmÞ

Dry no 2359.99 18.18 — —
Gaps no 2357.44 14.62 1.00 0.00

1st 2359.79 17.23 .97 4.33
2nd 2359.77 16.26 .95 5.78

Scatter no 2362.78 19.43 .78 12.85
1st 2361.98 14.73 .93 7.32
2nd 2361.67 13.39 .94 7.43

Both no 2360.35 17.19 .78 11.47
1st 2361.74 14.46 .93 7.32
2nd 2361.49 13.31 .94 7.47

aConsecutive columns indicate mean bed level, standard deviation of the bed level, correlation coefficient between
the fitted profile and the dry-bed profile, and root-mean-square error between the fitted profile and the dry-bed profile.
For each case an ensemble of 50 bootstrap bed profiles is taken into account. For comparison the raw bootstrap
ensembles (without applying the LOESS fitting algorithm) are also shown.
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water. On average, bed profiles are slightly underestimated under flowing water conditions, but stay largely
within rz from both the LOESS fitted and the unfitted dry-bed profile.

To emphasize the deviations of the LOESS fitted flowing water values from the dry-bed profile, the
measured bed levels with flowing water are plotted against those without water in the right graph of
Figure 9a, both with (light dots) and without (dark dots) applying the LOESS algorithm. It is clear that
deviations are larger for lower bed levels (in other words: for increasing water depth). In addition to
the Pearson product-moment correlation coefficient, the root-mean-square error is shown, as defined
in equation (8). It is slightly smaller for deviations from the LOESS-fitted than for those from the nonfit-
ted dry-bed profile.

The fact that correlation coefficients are significantly lower and root-mean-square errors are significantly
higher than in the bootstrap example of the previous subsection, is mainly a validation problem and not a
deficiency of the measurement method, nor of the LOESS algorithm. The main cause for these differences
can be attributed to time aliasing, which occurs due to the time it takes to cover the entire flume, averaging
multiple snapshots into one static dune field.
3.2.3. Sand With Still Water
During emptying of the flume after the flowing water experiment, the profile was measured under still
water conditions. Following the same approach as described above, the results are shown in Figure 9b. It is
clear that the LOESS fitted measurements with and without water coincide excellently, because of little
missing values and limited scatter at the water surface. Without application of a LOESS fit to the dry bed
data, the residual error still falls mostly within a rz=2 band.

Figure 8. Example at y5921 mm of one of the profiles from a 50-profile bootstrap ensemble. From top to bottom, boot-
strap samples for the effect of (a) missing data, (b) scattered data and (c) both are shown.
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The right graph of Figure 9b shows small deviations from the bed-profile under still water conditions from
the dry bed profile. For both situations, root-mean-square errors are small compared to the main bed form
sizes, with a significantly larger RMSE for deviations from the nonfitted dry bed profile.
3.2.4. Comparing Sand and Polystyrene
As a check of the results obtained in section 3.1, i.e., j�j / u and percentage of missing values / D, a sand
bed experiment is compared to a polystyrene measurement of the bed profile. Using polystyrene, small
flow velocities and water depths suffice to create dunes that are dynamically similar to those in prototype
rivers (Vermeulen et al., 2014). As shown in Figure 10, the sand case (top) shows much more scatter and
more missing data compared to the polystyrene case (bottom).

4. Discussion

As shown in the previous section, the laser scanner detects the bottom of the flume accurately even under
flowing water conditions, although the number of missing values clearly increases with increasing water
depth. For larger depths, redundancy in the data can be exploited to estimate the complete bed topogra-
phy. Hereafter, the key aspects in the approach are discussed.

Strictly speaking, the correction parameters bi, which depend on the distance between the laser and the tar-
get measurement, should be determined after each calibration of the camera. The maximum background

Figure 9. (a) End of the flowing water situation of experiment 4. (top) Slice of the bed profile at y5881 mm, together with the dry-bed profile, corrected for bed
form migration during and after the last laser scan, both with and without application of the LOESS algorithm. (bottom) The residual error of the bed profile meas-
urements, both with (dashed curve) and without (dotted curve) application of the LOESS algorithm to the dry-bed data. r indicates the standard deviation of the
raw bed level data on the given transect. (right) Representation of the top figure in the (z, z)-plane. (b) Still water situation of experiment 4 (emptying of the flume).
Top: Slice of the bed profile at y5326 mm, together with the dry-bed profile (both with and without LOESS applied). The water level is indicated by a black dashed
line. Bottom: The residual error of the bed profile measurements, both with (dashed curve) and without (dotted curve) application of the LOESS algorithm to the
dry-bed data. Right: Representation of the top figure in the (z, z)-plane.
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correction max ðdbÞ is about 1 mm. This is roughly an order of magnitude smaller than the residual error for
measurement of bed forms in a flowing water experiment (see Figure 9). Therefore, one may argue that for
moving bed experiments, there is no need to apply a background correction and solely a refraction correc-
tion should suffice. In experiments with polystyrene, as described in section 3.2.4, deviations as large as
shown in Figure 4 have not been observed.

In a previous study on measuring bed forms with a vertical point laser scanner, Visconti et al. (2012) found
that the residual error increases with increasing water depth. This is confirmed in the present study both for
the mean residual error � and for its standard deviation. These correlations need to be handled with care, as
the number of data points (N 5 20) is rather limited. It is expected that this is also highly dependent on tur-
bidity—or concentration of suspended sediment—in the water column, as also suggested by Vargas-Luna
et al. (2016). Turbidity, in turn, increases with increasing flow velocity.

As surface waves in a laboratory flume roughly increase in amplitude and wave number with increasing
Froude number (Freeze et al., 2003), a larger measurement error is expected at higher Froude numbers. In

Figure 10. Colour plot (showing unfiltered measured bed level) and longitudinal and transverse bed profile along the
black lines. For the profile data, blue dots indicate raw measurements, whereas red curves show the LOESS fitted results.
The top half shows the results for experiment 4 (sand) and the bottom half for experiment 5 (polystyrene).
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the present study the opposite is found, as the percentage of missing values decreases with increasing Froude
number. Yet Freeze et al. (2003) evaluated much larger differences in Froude number, which mainly applied to
measurements in the supercritical regime. At the upstream end of the flume (left in Figure 8), a structural
underestimation of the bed level can be observed at the dune crests. This may relate to a higher water surface
roughness in this region compared to downstream locations, leading to more scattering of the laser light.

Despite the expected difficulties when measuring a movable bed under flowing water conditions due to scat-
tering by sediment particles, increased water surface roughness and spatiotemporal variability of the water
depth, the bed is measured with reasonable accuracy. This is a promising first result toward future applications
of dune tracking using a line laser scanner. This is especially the case for measurements under still water con-
ditions (Figure 9b), as these largely reduce the water surface roughness and remove temporal variability of the
water depth. When lightweight artificial sediments are used such as polystyrene as successfully used by (e.g.,
Hentschel, 2007; Vermeulen et al., 2014), dunes start to develop under smaller discharge and water levels, min-
imizing the error in the laser measurements. This is indeed confirmed by visually comparing the results of a
sand experiment and a polystyrene experiment, with the latter under smaller flow velocities and water depths
(Figure 10). To give an indication of the measurement error using the procedure described before, the RMSE
should be determined in each new experimental setting, similar to the right graphs of Figure 9.

Time aliasing occurs as it takes time for the scanning device to cover the entire flume. For the example pre-
sented in section 3.2 this was roughly corrected for based on a mean bed form celerity of cb52:9 mm=s.
This approach is sufficient for the present purpose, as it results in an upper bound of the error in the bed
scans of the new method. An improved method of processing the line laser data to a regular 3-D matrix of
subsequent bed topographies in the flume would be to extend the LOESS algorithm from 2-D to 3-D, to
add the time dimension.

5. Conclusions

A line laser scanner offers the potential to replace existing bed form measurement techniques, such as
those based on acoustics and single beam lasers. The highest accuracy of the new technique is achieved
after applying both a background correction and a refraction correction. In moving bed experiments, the
former is negligible compared to residual measurement error.

Flowing water conditions introduce a measuring error, especially for larger water depths. An increase in the
number of missing values with increasing Froude number, established previously in the literature, is not con-
firmed in this study. Redundancy in the data allows to handle missing data when using an appropriate filter.

Satisfying results are obtained in a pilot experiment with a moving sand bed where dunes and bars
develop. When a robust LOcally weighted regrESSion (LOESS) procedure is applied to interpolate the scat-
tered data points void of outliers, an accurate, coherent bed topography is obtained. Bed forms can be
tracked during the experiment and there is no need to disturb the flow while measuring, which is unavoid-
able when using acoustic techniques. When lightweight sediment is used, like polystyrene, dynamic similar-
ity between the laboratory experiments and the field circumstances is achieved under low flow velocities,
for which the line laser approach works best.

Appendix A: Mathematical Description of Mapping in Bins

The mapping of bed profile measurements in bins, as introduced in section 2.5, can be mathematically
described as follows.

Bed level bins are defined as ~z k ;~z k11½ Þ, where ~z k5z01ðk21ÞDz, with k51; 2; . . . ; kmax11, z0 a lower bound
for the bed level and Dz the bin width. The probability pk of a bed level value zi 2 ~z k ;~z k11½ Þ to be missed by
the measurement device is

pk5
# zi 2 ~z k;~z k11½ Þjz0i5NaN
	 


# zi 2 ~z k ;~z k11½ Þf g ;

where zi are bed level values of the dry-bed profile and z0i the corresponding measured values of the sub-
merged profile.
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Additional to the bed level bins, residual error bins are defined as ~�m;~�m11½ Þ, where ~�m5�01ðm21ÞD�, with
m51; 2; . . . ;mmax11, �0 a lower bound for the residual error and D� the bin width. The probability pk;m that
a bed level value zi 2 ~z k ;~z k11½ Þ is measured with a residual error �i 2 ~�m;~�m11½ Þ is

pk;m5
# zi 2 ~z k ;~z k11½ Þj�i 2 ~�m;~�m11½ Þf g

# zi 2 ~z k ;~z k11½ Þf g :

Appendix B: Fitting Parameters

The fitting parameters used for the background correction, ai and bi in equations (1) and (3), are given
below. Due to re-installation and recalibration of the laser scanner for experiment 5, a different set of
parameters is obtained there. For experiments 1 to 4 a longitudinal range of 7:5 cm (x 2 ½1100; 1175�mm) is
used to obtain a1525:8631026 mm21; a255:0431023 and a3524:493102 mm, and b159:9931026

mm21; b2525:9531023 and b358:4031021 mm.

For experiment 5 a longitudinal range of 65 cm (x 2 ½1050; 1685�mm) is used to obtain a1527:8331026

mm21; a257:9831023 and a3526:103102 mm, and b1521:9231026 mm21; b251:5531023 and
b3523:1831021 mm.
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