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“Listen, Morty, I hate to break 
it to you but what people 

call “love” is just a chemical 
reaction that compels animals 

to breed. It hits hard, Morty, 
then it slowly fades, leaving 

you stranded in a failing 
marriage. I did it. Your parents 

are gonna do it. Break the 
cycle, Morty. Rise above.  

Focus on science.”
Rick Sanchez
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English summary

This dissertation explores the role of conceptual models in assessing the risks pertaining
to the development and operation of socio-technical systems. Specifically, it introduces a
variety of risk assessment techniques built around different types of conceptual models not
traditionally used in risk management. They range from coordination process models to
argumentation models and from tangible models to value models. The dissertation does not,
however, aim at to produce an exhaustive list. Instead, it is meant to shed light on how existing
conceptual modelling paradigms can support the risk assessment processes, as well as discuss
the applicability of different modelling approaches to the identification or analysis of different
kinds of risks.

I start by introducing a distinction between models serving as input to a risk assessment
and models which are produced as a result of a risk assessment. I give examples of ontologies
from the fields of enterprise modelling and argumentation which have the potential to empower
analysts to better understand the system being assessed, to streamline the assessment process,
to quantify risks, or to communicate results. In the remainder of the thesis, I propose several
model-driven modelling and analysis approaches which can be used stand-alone but can also
augment existing risk management processes. The approaches are centered around three
modelling paradigms:

• Tangible modelling - i.e. “physical” modeling using graspable three-dimensional tokens
- and its benefits on the collaborative effort required to construct correct and complete
models of socio-technical systems. I conclude that tangible modelling can reduce
the modelling effort - especially when modelling is done as a group - and that it has
beneficial effects on the quality of the resulting models when the modellers have a
technical background. These effects are significant if there is some relationship between
the appearance of the tangible tokens and their meaning. But they are heavily mitigated
by the profile of the modellers: people with a technical background produce tangible
models which closely adhere to the prescribed syntax of the language while people with
a background in social sciences tend to produce rich pictures.

• Argumentation modelling - i.e. recording the rationale behind claims - and how it
can support the security decision making process. Results show that structuring the
risk assessment as a set of arguments forces risk assessors to make their assumptions
explicit and that maintaining a mapping between risks and countermeasures increases
the defensibility of the resulting security requirements. Simple, informal argumentation
structures provide a basis for making risk assessment more transparent, but also more
collaborative.

• Value modelling - i.e. understanding the value transfers which underpin any commercial
information system - and how they can be used to quantify risks, identify vulnerabilities
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to fraud, and rationalize processes. I find that value models, and in particular the e3value
modelling ontology, provide the ability to quantify risks in terms of their business
impact. I show how the ontology - with a small extension - can be used to automatically
generate and rank fraud scenarios. Finally, I propose an approach for extracting value
models from process models which opens the door to rationalizing business processes
in terms of their financial sustainability.

The three approaches are in principle complementary, as they each address different aspects of
risk assessment or different types of risk.

Overall, I find that conceptual models, especially ones with a usable graphical represen-
tation, increase justifiability by making the inner workings of the risk assessment easier to
understand for both the assessors and external stakeholders. Justifiability is important because
risk assessment of socio-technical systems (1) often involves experts from different domains,
(2) needs to inform the broader Governance, Risk and Compliance capabilities, and (3) should
be both defensible and re-visitable.



Nederlandse samenvatting
–Summary in Dutch–

Dit proefschrift onderzoekt de rol van conceptuele modellen bij het bepalen van risico’s met
betrekking tot de ontwikkeling en het gebruik van sociotechnische systemen. In het bijzonder
introduceert het verschillende technieken voor risicoanalyse gebaseerd op verschillende con-
ceptuele modellen die van oudsher niet in de risicoanalyse werden gebruikt. Deze modellen
variëren van coördinatieproces-modellen tot argumentmodellen en van tastbare modellen tot
waardemodellen. Het doel is niet om een volledige lijst met modellen te geven. In plaats
daarvan is het doel om inzicht te geven over hoe bestaande paradigma’s voor conceptuele
modellering kunnen bijdragen aan het maken van een risicoanalyse, en om inzicht te geven
in de de toepasbaarheid van de verschillende modelleertechnieken voor de identificatie of
analyse van verschillende soorten risico’s.

Ik begin met het vaststellen van een verschil tussen modellen die dienen als invoer voor een
risicoanalyse en modellen die juist een resultaat van een risicoanalyse zijn. Ik geef voorbeelden
van ontologieën uit argumentatietheorie en enterprise modeling die analisten de mogelijkheid
kunnen geven om een beter beeld van het te analyseren systeem te krijgen, om de analyse te
kunnen stroomlijnen, om risico’s te kwantificeren of om resultaten te communiceren. In de
rest van het proefschrift stel ik diverse model-gedreven modellerings- en analysemethodes
voor, die zelfstandig gebruikt kunnen worden, maar ook als aanvulling op bestaande methoden
voor risicoanalyse kunnen dienen. De methoden richten zich op drie modelleringsparadigma’s:

• Tastbare modellering – materiële modellering door het gebruik maken van grijpbare,
driedimensionale objecten – en de voordelen van de noodzakelijke samenwerking om
juiste en complete modellen van sociotechnische systemen te maken. Ik concludeer
dat tastbare modellering het modelleringsproces kan vereenvoudigen – in het bijzonder
wanneer het modelleren door een groep wordt gedaan – en dat, wanneer de betrokkenen
een technische achtergrond hebben, het een positieve uitwerking op de kwaliteit van
het resulterende model heeft. De effecten zijn relevant als er een relatie is tussen
het uiterlijk en de betekenis van de tastbare objecten. Echter worden deze effecten
sterk tenietgedaan door het type persoon dat modelleert: personen met een technische
achtergrond produceren tastbare modellen die nauw aansluiten bij de voorgeschreven
syntaxis van de taal, terwijl personen met een achtergrond in de sociale wetenschappen
vaker rich pictures maken die meer op cartoons lijken..

• Argumentmodellering – het vastleggen van de rationale achter beweringen – en hoe dit
de besluitvorming over beveiliging kan ondersteunen. Resultaten tonen aan dat door
de risicoanalyse als een verzameling argumenten te structureren, risicobeoordelaars
gedwongen worden hun aannames expliciet te maken en dat het bijhouden van de relatie
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tussen risico’s en tegenmaatregelen, de weerbaarheid van de resulterende beveiligings-
maatregelen vergroten. Simpele, informele argumentaties maken de risicoanalyse niet
alleen transparanter, maar nodigen ook uit tot meer samenwerking tijdens het proces.

• Aaardemodellering – het begrijpen van de waardeoverdracht van ieder commercieel
informatie systeem – en hoe dit kan dienen om risico’s te kwantificeren, fraudegevoelige
scenario’s kan blootleggen en processen kan rationaliseren. Ik ben van mening dat
waardemodellen, in het bijzonder de e3value modelleringsontologie, de mogelijkheid
bieden om risico’s te kwantificeren op basis van hun uitwerking op de bedrijfsvoering.
Ik laat zien hoe de ontologie – met een kleine uitbreiding – kan worden gebruikt om
automatisch frauduleuze scenario’s te genereren en te rangschikken. Tot slot stel ik een
methode voor om waardemodellen uit procesmodellen te kunnen afleiden, wat de deur
opent om de financiële houdbaarheid van bedrijfsprocessen te verbeteren.

De drie methoden zijn in principe complementair, aangezien elk zich op een ander aspect van
risicoanalyse richt of zich richt op een ander type risico.

Samenvattend, de resultaten laten zien dat conceptuele modellen, in het bijzonder modellen
met een bruikbare grafische weergave, de rechtvaardiging van risico-analyses kunnen verbete-
ren door de interne structuur van die analyses zichtbaar te maken voor de verschillende partijen
die bij risico-analyse betrokken zijn. Het kunnen verantwoorden is van belang aangezien
de risicoanalyse van sociotechnische systemen (1) vaak de betrokkenheid van experts van
verschillende vakgebieden vereisen, (2) de Governance, Risk and Compliance capabilities
dienen te informeren en (3) zowel verdedigbaar als herzienbaar moeten zijn.
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1
Introduction

As more aspects of life transition to the digital domain, computer systems become increasingly
complex but also more social. This opens up plenty of opportunities, but also brings about
new risks. In the face of major leaks and well-publicized hacking incidents, companies are
facing increasing pressure to improve their security. But assessing a socio-technical system
is no trivial task: it often requires intimate knowledge of the system, awareness of the social
dynamics and trust relationships of its users, a deep understanding of both hardware and
software, as well as the ability to quantify risks, communicate security policies and engage
stakeholders. Conceptual models, as tools designed to help make sense of complex issues,
can help with some of these problems. In this first Chapter, I summarize several problems
often encountered in the risk assessment of socio technical systems and sketch a model-driven
solution direction, to be fleshed out in the remainder of the thesis. I also list the individual
publications that culminated in this thesis and highlight the societal and theoretical evidence
of this research.
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1.1 The problem context

Information security risks are risks associated with the use of IT. Thanks to the ubiquity
and pervasiveness of computers in modern society, these are are quickly becoming the most
prevalent type of risk. As social interactions, business and identities move to the digital domain,
old ways of understanding and mitigating information security risk need to be re-thought. The
increased availability of hacking tools and tutorials makes cyber-attacks and cyber-fraud easier
to perform, while the anonymity provided by the Internet means cyber-criminals are much
harder to catch. The computational power of modern computers and the interconnected nature
of IT systems open up possibilities for attacks on unprecedented scales. These factors led to
cyber-crime related losses of roughly $400 billion in 2014 [4]. These are expected to rise to
around $2 Trillion per Year: by 2019 [5].

Even companies whose products or services are physical par excellence rely on IT systems
for things like accounting, marketing, and customer or enterprise management. In order for
organizations to properly manage risks, they first need to assess them. But information security
risk assessment is a complex process for several reasons. First, it requires domain-specific
knowledge as well as intimate knowledge about the system and its operation. Second, it
involves decision-making based on incomplete information and often unquantifiable return on
investment. Third, it tries to capture a snapshot of a moving landscape, with new vulnerabilities
being discovered weekly. Fourth, the results need to feed into existing enterprise processes
and communicated back to stakeholders.

All of this is aggravated by the fact that most information systems are embedded in
larger socio-technical systems in which users become attack vectors. Some form of social
engineering (i.e. manipulating people) is thought to have been used in two-thirds of attacks by
hackers, activists and nation states [6]. A 2017 survey by the Business Continuity Institute
found that phishing and social engineering remain the top driver of cyber-disruption to
organizations [7]. Therefore, to obtain a complete overview of the risk landscape surrounding
the development, implementation, operation, and maintenance of an information systems, it is
helpful to view its stakeholders and IT components together as a socio-technical system [8–11].
Socio-technical systems (STS) theory recognizes the interplay between people and technology,
thereby supporting the identification and analysis of a wider variety of information security
risks – such as social engineering, procedural, and fraud risks – but also raises challenges in
modeling the complete system.

1.2 Research goal

The goal of this research is to improve information security risk assessment in a model-driven
way without unnecessary quantification.

This goal can be decomposed into several Research Questions (RQs):

RQ1 How can the effort and resources required to perform an IS risk assessment be reduced?

RQ2 How can the defensibility, understandability, and re-usability of risk mitigation deci-
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sions be improved?

RQ3 How can IS risk assessments be better integrated with established enterprise processes?

1.3 Motivation and relevance
Due to the diversity of information technology and dynamic nature of risk, there is no one-
size-fits-all Information Security Risk Assessment (ISRA) method. The variety of information
systems, from consumer applications to cloud infrastructures, means there is a wide variety
of (potentially conflicting) requirements for risk analysis methodologies and tools. This
results in a large ecosystem of mostly high-level guidelines. In order to be operationalized,
these guidelines need to be interpreted and contextualized, which usually requires expert
knowledge. However, many enterprises are not willing or able to hire such experts and
their employees might not have the skills or knowledge required by certain risk assessment
frameworks. Furthermore, data required by many generic risk assessment methodologies -
such as likelihood or impact estimations - might not be quantifiable, for example because the
events are very rare. Finally, most modern information systems are in fact socio-technical
systems, which introduces new attack vectors and new perspectives to consider. Consequently,
there is a need for lightweight, qualitative, and flexible information security risk assessment
methods.

Conceptual models are extensively used in computer science to describe, explain and
understand complex software and systems. Therefore, conceptual models play an implicit role
in IT risk management and risk assessment activities. In some risk assessment methodologies,
such as CORAS [12], conceptual models play a central role. But the majority of risk assessment
methods does not come with pre-defined modelling languages and many do not mandate the
use of models at all. However, conceptual models exhibit several desire-able features:

• Models abstract away unnecessary details

• Models can be represented visually

• Formal models support automation

• Informal models can handle qualitative data.

Socio-technical models which are easy to construct can make it easier for domain experts
and stakeholders to construct accurate models of their organization, without being modelling
experts. Intuitive, understandable models could then serve to better inform risk assessment
processes.

Improving the defensibility and understandability of risk mitigation decisions is critical
when these decisions have to be explained, for instance when requesting resources for counter-
measures, when trying to show compliance, or in the aftermath of a cyber-attack. In addition,
since many security mechanisms pertaining to socio-technical systems are in fact policies that
have to be communicated and understood to be effective, the ability to convey the rationale
behind them has the potential to increase awareness.

1
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Conducting the risk assessment based on established enterprise modelling paradigms, such
as process modelling, value modelling, or architecture modelling has the potential to reduce
the effort required to obtain models of the Target of Assessment (ToA) as well as increase
their understandability. In addition, it allows us to map risks and countermeasures back to
these models, thereby feeding the results of the assessment back into the governance, risk and
compliance workflow.

1.4 Research methodology

This thesis will, therefore, investigate (1) how to streamline the socio-technical modelling pro-
cess required to model an organisation for the purpose of information security risk assessment,
(2) how argumentation models can be used to support risk assessment, as well as communicate
its results and (3) how a risk assessment can be conducted based on established enterprise
modelling paradigms. These three topics relatively broad and differ in terms of scope, domain,
and applicable research methods. Therefore, rather than designing an over-arching research
methodology, I first investigate each of the three topics in isolation, using a variety of research
methods. For each topic, I suggest one or more solution directions which I validate by means
of case studies, experiments, surveys, or technical action research as applicable. Each solution
direction is concretized in a separate Chapter which also describes and motivates the respective
research methodology.

1.5 Thesis outline

First, in Chapter 2 I dive deeper into how specific modelling paradigms, both from the
field of security and from other fields can inform, augment and extend socio-technical risk
assessment. In Chapter 3 I discuss a series of experiments aimed at investigating whether
using physical tokens to construct so-called “tangible models” of socio-technical systems can
make the modelling process easier and more collaborative. In Chapter 4 I look at whether
argumentation models can support the risk assessment process by encoding the rationale behind
security decisions. In Chapter 5 I show how argumentation models capable of maintaining a
living overview of risks and mitigation provide support for collaborative risk assessment. In
Chapter 6 I introduce an extension to the e3value modelling ontology which empowers analysts
to quantify risks in terms of their business impact. In Chapter 7 I show how this extension can
be used to generate and rank business risks, such as the risk of fraud. In Chapter 8 I present a
method for deriving a value model from a process model and show how the resulting mapping
can be used to identify potential sustainability issues of service delivery processes. Finally,
in Chapter 9 I draw conclusions with regard to the role of tangible models, argumentation
models, and value models in information security risk assessment.
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1.6 Publications
This section lists work published by the author during his doctoral research (2013-2017).
Fig. 1.1 positions the various scientific papers with regard to research discussed in this
dissertation. The list below contains all publications grouped by type but only the ones
relevant to the topic of this dissertation are included in Fig. 1.1.

Figure 1.1: Overview of publications relevant to this dissertation (technical reports in green, workshop
papers in orange, conference papers in red and journal articles in gray)

1
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Publications in international journals
[13] Quantitative, Value-driven Risk Analysis of e-Services

Authors: D Ionita, J Gordijn, A Yesuf, RJ Wieringa
Venue: American Accounting Association’s Journal of Information Systems [submit-
ted]
h-index: 19
Year: 2017/2018

Publications in international conferences
Full papers

[14] Using value models for business risk analysis in e-service networks
Authors: D Ionita, RJ Wieringa, L Wolos, J Gordijn, W Pieters
Venue: IFIP Working Conference on The Practice of Enterprise Modeling (PoEM)
h5-index: 10
Year: 2015

[15] Automated identification and prioritization of business risks in e-service networks
Authors: D Ionita, RJ Wieringa, J Gordijn
Venue: International Conference on Exploring Services Science (IESS)
h5-index: 10
Year: 2016

[16] Value-driven risk analysis of coordination models
Authors: D Ionita, J Gordijn, AS Yesuf, R Wieringa
Venue: IFIP Working Conference on The Practice of Enterprise Modeling (PoEM)
h5-index: 10
Year: 2016

[17] Towards security requirements: Iconicity as a feature of an informal modeling language
Authors: A Vasenev, D Ionita, T Zoppi, A Ceccarelli, R Wieringa
Venue: 22nd International Working Conference on Requirements Engineering: Foun-
dation for Software Quality (REFSQ)
h5-index: 16
Year: 2017

[18] Threat navigator: grouping and ranking malicious external threats to current and future
urban smart grids
Authors: A Vasenev, L Montoya, A Ceccarelli, A Le, D Ionita
Venue: First International Conference on Smart Grid Inspired Future Technologies:
(SmartGIFT)
h5-index: N/A
Year: 2017
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Short papers

[19] Web-based Collaborative Security Requirements Elicitation.
Authors: D Ionita, R Wieringa
Venue: 24th International Working Conference on Requirements Engineering: Foun-
dation for Software Quality (REFSQ)
h5-index: 16
Year: 2016

[20] Tangible Modelling to Elicit Domain Knowledge: An Experiment and Focus Group
Authors: D Ionita, R Wieringa, JW Bullee, A Vasenev
Venue: 34th International Conference on Conceptual Modelling (ER)
h5-index: 16
Year: 2015

[21] Outlining an “Evaluation continuum”: Structuring evaluation methodologies for infra-
structure-related decision making tools
Authors: A Vasenev, L Montoya, D Ionita
Venue: First International Conference on Smart Grid Inspired Future Technologies:
(SmartGIFT)
h5-index: N/A
Year: 2017

Publications in international workshops
[22] Risk assessment as an argumentation game

Authors: H Prakken, D Ionita, R Wieringa
Venue: International Workshop on Computational Logic in Multi-Agent Systems
(CLIMA)
Part of: 12th International Conference on Logic Programming and Nonmonotonic
Reasoning (LPNMR)
Year: 2013

[23] Argumentation-Based Security Requirements Elicitation: The Next Round
Authors: D Ionita, JW Bullee, RJ Wieringa
Venue: IEEE 1st International Workshop on Evolving Security and Privacy Require-
ments Engineering (ESPRE)
Part of: 22nd IEEE International Requirements Engineering Conference (RE)
Year: 2014

[24] ArgueSecure: Out-of-the-Box Security Risk Assessment
Authors: D Ionita, R Kegel, A Baltuta, R Wieringa

1
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Venue: IEEE 3rd International Workshop on Evolving Security and Privacy Require-
ments Engineering (ESPRE)
Part of: 24th IEEE International Requirements Engineering Conference (RE)
Year: 2016

[25] A study on tangible participative enterprise modelling
Authors: D Ionita, J Kaidalova, A Vasenev, R Wieringa
Venue: 3rd International Workshop on Conceptual Modeling in Requirements and
Business Analysis (MReBA)
Part of: 35th International Conference on Conceptual Modeling (ER)
Year: 2016

[26] Graphical modeling of Security Arguments: Current State and Future Directions
Authors: D Ionita, M Ford, A Vasenev, R Wieringa
Venue: The Fourth International Workshop on Graphical Models for Security (GraM-
Sec)
Part of: 30th IEEE Computer Security Foundations Symposium (CSF)
Year: 2017

[27] The role of tangibility and iconicity in collaborative modelling tasks
Authors: D Ionita, D Nazareth, A Vasenev, F van der Velde
Venue: ER Forum on Conceptual Modelling: Research in Progress
Part of: 36th International Conference on Conceptual Modeling (ER)
Year: 2017

Doctoral symposiums
[28] Context-sensitive Information security Risk identification and evaluation techniques

Authors: D Ionita
Venue: 22nd IEEE International Requirements Engineering Conference (RE)
h5-index: 23
Year: 2014

Technical reports
[29] Current established risk assessment methodologies and tools

Authors: D Ionita, PH Hartel, W Pieters, R Wieringa
Year: 2013
Cited in: N/A

[30] Modelling telecom fraud with e3value
Authors: D Ionita, SK Koenen, RJ Wieringa
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Year: 2014

[31] Investigating the usability and utility of tangible modelling of socio-technical architec-
tures
D Ionita, R Wieringa, JW Bullee, A Vasenev Authors:

D Ionita, R Wieringa, JW Bullee, A Vasenev
Year: 2015

1.7 Summary of contributions
The core contributions of this work consist in the methodological application of several
modelling paradigms to socio-technical information security risk assessment. The resulting
observations are useful for developing more powerful risk assessment frameworks in the future.
The proposed tools, all documented, freely available and open-sourced can already be used to
supplement or complement risk assessment efforts.

Theoretical contributions include: additions to the body of knowledge pertaining to group
modelling behavior grounded in cognitive theories (Chapter 3), several conceptual models of
risk argumentation (Chapters 4 and 5), and the e3fraud ontological extension (Chapter 6) with
its associated risk analysis approaches (Chapter 7).

1





2
Background

This chapter summarizes previous work relevant to the topic of model-driven risk assessment.
First, it introduces some unique challenges that stakeholders face when assessing the risks
pertaining to a socio-technical system. Then, it discusses the types of models current risk
assessment methodologies make use of: Target of Assessment models used to inform the
assessment, and models of risks used to encode the results of the assessment. Finally, it
introduces several modeling frameworks not designed explicitly for risk assessment, on which
the novel techniques proposed in the following chapters build upon.

2
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2.1 Information security risk assessment (ISRA)

Information Security Risk Assessment is concerned with the identification, analysis, and
evaluation of risks that the owner, operator or user of an information system or a piece of
software might face, as well as with the identification of risk mitigations [32]. A ISRA is
usually preceded by context establishment, whose aim is to define the goals, and scope of
the assessment as well as to gain sufficient understanding of Target of Assessment (i.e. the
parts and aspects of the system that are the subject of the risk assessment) [33]. Therefore,
the model of the Target of Assessment, whether a mental model or a formal one, serves as
input to the risk assessment process while its output consists of an overview of relevant risks
and applicable mitigations. The result of a risk assessment is a ranked list of risks, potentially
accompanied by a respective list of possible mitigations. Risks are often inter-related and they
need to be operationalized in terms of vulnerabilities and quantified in terms of their business
impact.

Conceptual models are compositions of concepts and relationships used to help people
know, understand or simulate a subject the model represents. To this end, they are often used
by teachers, designers, scientists, and engineers to provide accurate, consistent and complete
representations of a target system [34]. Conceptual models may be physical objects or
diagrams, but most often rely on mental models constructed via a process of conceptualization
and generalization. In this respect, conceptual models are abstractions of real world systems,
processes or states of affairs. They can therefore play an important role in assessing risks:
any risk assessment is based on a conceptual model of the target of assessment and aims to
produce a conceptual model of its risk landscape.

Besides target of assessment models and risk models, other types of conceptual models
may also play a role in assessing information risk. For instance, process models which describe
the behavior of the ToA or how users interact with it might help in revealing new types of
exploiting the system, such as by means of social engineering, or by exploiting the order of
activities. Value models which describe revenue flows may be useful to assess vulnerability
to fraud or to quantify the business impact of specific risks. Finally, argumentation models
which describe the rationale a claim can support the risk assessment process by formalizing
the rationale behind security decisions, thereby increasing their defensibility, informing future
decisions and helping show compliance.

2.2 Conceptual models used in ISRA

With regard to the risk assessment process, two broad categories of models can be identified:
models of the Target of Assessment serving as input and models of risks produced as output.
In this section, I describe several different modelling paradigms previously used to describe
either the input to a risk assessment or the output. For each paradigm, I zoom in on one or
more specific modelling languages.
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2.2.1 Target of Assessment models (input)

In Chapter 3 of this dissertation, I investigate factors which may help streamline the con-
struction of ToA models. To this end, I select different modelling languages used to model
information systems. In order to control for possible effects of the language and its domain,
I select languages from three different fields: architectural models from engineering, socio-
technical models from computer science and enterprise models from management sciences.
Since the goal is not to compare languages, but to see how the treatments proposed affect a
given language, the selection is based solely on familiarity.

2.2.1.1 Architectural models

Architectural models describe the physical or digital architecture of a software or system and
are therefore the most common models used to perform a cyber-risk assessment. Examples
include class diagrams, network diagrams, wiring diagrams and building blueprints. Architec-
tural models have the advantage of being well known and extensively used in the development
and management of software and IT systems. Therefore, they are well understood and often
readily available.

However, architectural models leave out the social layer, for example roles, relationships
and individual profiles. Considering that social engineering plays an increasingly large role in
successful cyber-attacks (two thirds according to a recent survey [6]), architectural models
have limited utility in security risk assessment and often need to be complemented with
knowledge about the individuals involved in the deployment, usage, and maintenance of the
target of assessment.

IRENE
IRENE is a architectural model-driven risk assessment technique for smart grids. The method
comes with its own modelling language, designed to be used in stakeholder workshops in
order to collaboratively create a model of the Target of Assessment. It is therefore intended
to be usable by nontechnical domain experts. I used this language in my collaborative ToA
modelling experiments described in Chapter 3.

2.2.1.2 Socio-technical models

Most IT systems are in fact socio-technical systems. This is because humans are involved
in the development, usage, and maintenance of the system. From a risk perspective, humans
provide new attack vectors [35,36]. Social engineering (i.e. the psychological manipulation of
people into performing an action or divulging confidential information) is increasingly used to
undermine information security technology [37, 38]. Therefore, risk assessment methods have
started to consider the human factor [39–41]. To achieve this, the social layer and the technical
layer have to be well defined and linked. Socio-technical models attempt to represent both the
social layer and the technical layer in an integrated model and are therefore a natural fit [8,42].
CORAS was among the first risk analysis techniques to define a specialized UML-based

2
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socio-technical modelling language to describe the ToA [43, 44]. The CORAS modelling
language is also is discussed in more detail in Sect. 2.2.2 later in this chapter.

TREsPASS
TREsPASS (Technology-supported Risk Estimation by Predictive Assessment of Socio-
technical Security) was an EU funded project aiming to develop more or less automated
model-driven risk assessment tools. One of the results of the project was a modelling language
capable of representing architectural (both physical and digital), as well as social aspects of
the Target of Assessment in a single model. The model was intended to be detailed enough to
support a thorough risk assessment of cyber-risks, but also physical risks, such as the risk of
breaking-and-entry. One of the main limitations of the TREsPASS approach is gathering the
data required to construct the model. In this dissertation, I attempt to mitigate these effects
using the collaborative ToA modelling approach presented in Chapter 3.

2.2.1.3 Enterprise models

An Enterprise Architecture (EA) consists of various aspects of an enterprise (e.g., a private
company, government department, academic institution, other kind of organization, or part
thereof). Enterprise modelling (EM) is the coherent description of these aspects, required to
enable communication among stakeholders and guide any kind of transformation processes
[45]. Enterprise modelling languages are therefore able to represent things such as business
processes, business rules, concepts, information, data, vision, goals, and actors that make up an
EA [46]. In short, an enterprise model is a “representation of the structure, activities, processes,
information, resources, people, behavior, goals, and constraints of a business, government, or
other enterprise” [47]. Since enterprise models provide insight into an organisation’s structure,
processes, and underlying IT, they can be used as a basis for security risk assessment [44, 48].

Several enterprise model-driven risk assessment techniques exist. Most notably, the
Zachmann Framework [49] was used by many researchers as a basis for security engineering
[50–52]. The German IT Baseline protection manual relies on assessing the IT infrastructure
together with relevant organizational aspects [53]. Suh and Han use a business model to
identify security requirements on information assets depending on their business function [54].

4EM
The 4EM methodology consists of an EM language, as well as guidelines regarding the EM
process and recommendations for involving stakeholders in moderated workshops [55]. 4EM
sub-models include Goals, Business Rules, Concepts, Business Process, Actors and Resources
and Technical Components and Requirements models and are usually constructed by involving
various stakeholders into moderated modelling workshops. In this dissertation, I use 4EM to
validate the collaborative ToA modelling approach described in Chapter 3.

2.2.2 Models of risk (output)

In Sect. 2.2.1 above, I discussed modelling the target of assessment. But from a risk analysis
perspective, modelling what can go wrong is far more important. Models of risk essentially
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Figure 2.1: Example of a CORAS “treatment diagram”. Source: [1]

formalize the results of a risk assessment. They need to paint a complete, correct and
understandable picture of vulnerabilities and risks, as well as to provide actionable risk
mitigation advice. Models of risk and countermeasures may even serve as assurance [56, 57]
or proofs of compliance [58].

In practice, risk assessments usually aim to produce ranked lists of risks [59]. Recently,
techniques drawing from goal modelling and safety risk analysis have been proposed to better
structure these lists. I discuss two prominent ones below.

CORAS
CORAS is a model-driven risk analysis methodology. It defines its own UML-based mod-
elling language, able to construct “asset” diagrams, “threat” diagrams, “risk” diagrams and
“treatment” diagrams. Asset diagrams describe the target of assessment, but also help with
estimating the impact of risks identified later on. Threat diagrams support risk identification
and likelihood estimation by exploring the attacker’s perspective Risk diagrams builds upon the
asset and threat diagrams in order to present an overall risk picture. Finally, treatment diagrams
enrich the risk diagram with risk mitigation possibilities for risks deemed unacceptable. An
example of a treatment diagram for electronic medical records is shown in Fig. 2.1: the open
locks represent vulnerabilities, the exclamation marks are threat scenarios or risks, the green
wrenches represent mitigations and the $ bags are assets.
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Figure 2.2: A example of an attack tree. Source: [2]

Attack Trees
Attack trees are a formal risk modelling approach which iteratively decomposes risks into
combinations of atomic actions or events that have to occur in order for the risk to materialize.
See Fig. 2.2 for an example. The approach is inspired by fault trees which similarly decom-
posed failures into series of lower-level events. Events (or actions in the case of attack trees)
are composed using AND/OR gates. Attaching probabilities to these gates allows analysts to
assess the total overall risk level, but also to perform root cause analysis in case a failure (or
attack) occurs. However, these quantitative analyses require accurate data on likelihoods of
leaf nodes. While in the case of safety these values can be obtained from historical data or
by sample testing, there is no way to obtain accurate predictions of the frequency of attacks.
This is because the motivation of attackers can change, but also because new vulnerabilities
are discovered almost every day. These are known as zero-days and once they are disclosed
publicly, the volume of attacks can increase by 5 orders of magnitude [60].

2.3 Other conceptual models potentially relevant for risk
assessment

In Chapters Chapter 4 through Chapter 8 of this dissertation, I introduce several novel risk
assessment techniques which make use of conceptual modelling paradigms not traditionally
used in risk assessment. This section provides some background into these paradigms. For
each one, I zoom in on one or more modelling languages, the choice of which is presented
in the respective session. Later in the thesis, I will use some of these specific languages to
demonstrate the proposed model-driven risk analysis techniques.
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2.3.1 Business process models
Business process models describe how a business works, in terms of sequences of activities
executed by specific business units or organizations. A single process model shows how a
business accomplishes a mission, activity or task; many process models are required to fully
describe the inner workings of most real-world organizations [61]. Even a single process can
be quite complex, involving multiple people, groups, and systems performing a variety of
tasks, either in parallel or sequentially. Sometimes, tasks are repeated, and many business
processes include points where decisions which affect the flow have to be taken. Moreover,
the process has to react to events and sometimes coordinate with other processes or systems.

There exist a large variety of techniques to document processes, ranging from flowcharts
to Gantt charts and from Data Flow Diagrams to UML. For business process modelling,
two established notations currently stand out: The Business Process Model and Notation
(BPMN) and the Business Process Execution Language (BPEL). The BPMN notation [5], is
designed to appeal to technical users while being understandable to business users as well.
BPEL [62], on the other hand, is mainly targeted at web service developers and lacks a standard
graphical notation. Several approaches for translating between BPMN and BPEL have been
proposed [63–65], but they have mainly served to expose fundamental differences between
BPMN and BPEL [66,67]. I use BPMN in this dissertation because of its standardized notation
and because it is the most used in practice.

BPMN
contains four types of elements. I briefly explain each element below, based on the example of
Fig. 2.3:

Flow objects are the main components of a BPMN diagram:

Event: An event is represented by a circle and denotes that something happens. The
icon in the circle denotes the type of event: start events (“Goods to ship” in
Fig. 2.3), intermediate events or end events (“Goods available for pick-up” in
Fig. 2.3). Events and can be further specified as type catching or throwing.

Activity: An activity is represented by a rectangle with rounded corners and denotes
something that must be done. There a total of eight activities in the diagram of
Fig. 2.3.

Gateway: An activity is represented by a diamond shape and is used to fork or merge
paths. In Fig. 2.3, the only labeled gateway is “Mode of delivery”. The two
gateways with a circle inside are inclusive (i.e. OR), while the two with a plus
sign are exclusive (i.e. AND).

Connecting objects show relationships between components in a BPMN diagram:

Sequence flow: A Sequence flow is represented by a solid arrow, and simply shows
the order in which activities are to be performed.

Message flow: A message flow is represented by a dashed line and shows the message
being exchanged by actors or departments. There are no message flows in Fig. 2.3.
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Figure 2.3: Simple BPMN model. Source: [3])

Association: An association is represented by a dotted line and is used to associate an
Artifact to a Flow Object. In Fig. 2.3, the “Insurance is included in carrier service”
Artifact is associated with the “Special carrier” sequence flow.

Swim Lanes are visual mechanisms of organizing and categorizing activities:

Pool: A pool represents a major participant in the process, which can be further
decomposed in components (i.e. lanes), such as departments, roles or individuals.
The diagram of Fig. 2.3 contains a single pool: “Hardware retailer.

Lane: A lane represents an individual actor, function or role and is depicted as a
rectangle stretching the width and height of the pool. There are three lanes in
Fig. 2.3: “Warehouse Worker”, “Clerk” and “Logistics Manager”

Artifacts allow data and information to be included in a BPMN diagram:

Data object: Data objects represent data that might be required or produced by an
activity.

Group: A group is represented by a rounded-corner rectangle with dashed lines and is
used to group activities.

Annotation: An annotation is simply a note that gives the reader more information
about the mode/diagram/component. In Fig. 2.3 “Insurance is included in carrier
service” is an annotation.

Business processes that involve two or more profit-and-loss responsible business actors
cooperating in order to create or exchange value are known as coordination processes. There-
fore, a BPMN model with more than one pool is considered a coordination process model, as
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it involves two or more independent entities. BPMN coordination process models form the
basis of the sustainability assessment technique described in Chapter 8.

2.3.2 Value models
Value (co-creation) modelling was developed for the purpose of showing that a business model
involving multiple parties in a value constellation is profitable [68]. Value models abstract
away technical and operational aspects, such as IT architecture and business coordination
processes, and focus solely on representing creation and exchange of economic value. As such,
value models are used whenever assessing the profitability of a planned or existing business
network is a critical success factor, such as during service innovation or re-engineering [69].

According to Andersson et al. [70] and Samavi et al. [71], there are three established
approaches to value modelling. Namely (1) the Business Model Canvas (BMC) [72], (2)
the Resource / Event / Agent (REA) ontology [73] and (3) e3value [68]. The BMC take the
viewpoint of a single enterprise and regards the other entities involved as third parties. It
disregards the structure of the value constellation and does not allow profitability assessment.
REA and e3value were both designed to capture the exchanges of economic resources which
occur in a network of economic actors [74], such as services, products or money. The two
ontologies share strong conceptual similarities and a direct mapping is possible [70]. Since
many e-services are provided by a network of collaborating enterprises, e3value and REA
are better suited for modelling them. However REA requires each transaction to affect
both the stock and the funds of both actors involved. E-service networks also involve the
exchange of intangibles such as knowledge or experience [75]. Furthermore, e3value allows for
quantification of revenues and expenses as a result of customer needs, and software supported
analysis of these financial figures. Therefore, we opt for e3value as the value modelling
ontology of choice.

e3value
describes a business in terms of actors which exchange value objects via value transfers during
a fixed period of time:

Actors are profit-loss responsible entities, such as organizations, customers and intermedi-
aries. In the example of Fig. 2.4, the “Online shop” and “Courier” are actors.

Market segments represent a group of actors of the same type. In Fig. 2.4, “Customers” are
a market segment.

Value objects are things of economic value. In Fig. 2.4 “MONEY”, “SERVICE” , and
“PRODUCT” are all value objects.

Value transfers are transfers of value objects, such as a payment or the delivery of a service.
In Fig. 2.4, all of the blue lines between actors are value transfers.

Economic transactions are atomic groups of two or more (reciprocal) value transfers. This
means that when a transaction has started, it can be assumed to be completed. Un-
completed transactions cannot occur in the profitability analysis of a value model. In
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Figure 2.4: Simple e3value model

Fig. 2.4, there are two such groups, namely “Cost of item” in exchange for “Item” and
“Shipping fee” in exchange for “Shipping”.

Dependency paths are chains of economic transactions, starting from a consumer need. In
Fig. 2.4, the dependency path starts from “Need for item”, then splits. Dependency
paths do not represent processes [76]. They merely indicate that in the contract period, a
consumer need triggers a certain combination of economic transactions, without saying
when, how or in which order these transactions are performed.

Each value object has an associated monetary value (for each actor). Each consumer need
has an associated occurrence rate (per contractual period). Both the monetary value and the
expected occurrence rate need to be estimated by the user before any computations can be
carried out. Together, these numbers can be used by the tool to estimate the financial result
of each actor per contractual period. e3value is a quantitative approach. Each value object
has an associated monetary value (for each actor). Each consumer need has an associated
occurrence rate (per contractual period). Both the monetary value and the expected occurrence
rate need to be estimated by the user before any computations can be carried out. Together,
these numbers are used by the tool to estimate the financial result of each actor per contractual
period. Instead of hard values, e3value also supports Excel-like formulas and referencing.
Therefore, values can depend on other values.

A core concept of e3value is the principle or reciprocity which says that something should
always be provided in return. In other words, value transfers in one direction should always
be accompanied by at least of value transfer in the opposite direction. Formally, this means
that for an e3value model to be valid all economic transactions should contain at least two
transfers, one in each direction and that either all the transfers in a transaction occur, or none
at all. It is important to note that an e3value model assumes that all actors trust each other and
all transactions occur as specified.

e3value serves as the basis for the value-based business risk quantification and automated
identification techniques described in Chapter 6 and Chapter 7, respectively.
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Figure 2.5: The Toulmin argument structure

2.3.3 Argumentation models

Stephen Toulmin laid the foundations for modeling arguments in his 1958 book The Uses of
Argument [77]. He proposed subdividing each argument into six components (as shown in
Fig. 2.5): a central claim, some grounds to support that claim, a warrant connecting the claim
to the evidence, a factual backing for the warrant, a qualifier which restricts the scope of the
claim and finally a rebuttal to the claim. He later identified applications of his framework in
legal reasoning [78].

In the late 1980’s and early 90’s, argumentation models started being used to support
design decisions. Specifically, the emerging field of design rationale began investigating ways
to capture how one arrives at a specific decision, which alternate decisions were or should
have been considered, and the facts and assumptions that went into the decision making [79].
In 1989 MacLean et al. [80] introduced an approach to representing design rationale which
uses a graphical argumentation scheme called QOC (for Questions, Options and Criteria) -
depicted in Fig. 2.6. The QOC is a semiformal notation which represents the design space
around an artifact in terms of Questions used to identify the key issues, Options which provide
possible solutions to these issues, and Criteria for choosing the best solution. Buckingham
Shum et al. [81] later showed how the QOC notation can be used as a representative formalism
for computer-supported visualization of arguments, with applications in collaborative environ-
ments. Mylopoulos et al. [82] introduced Telo, a language for representing knowledge about
an information system intended to assist in its development. Similarly, Fischer et al. [83] claim
that making argumentation explicit can benefit the design process itself.

Soon, modeling of arguments found even wider applications in decision making - especially
when related to critical systems - where they started being used to make expert judgment
explicit, usually by means of so-called ‘cases’ [84]. Safety cases, for instance, are structured
arguments, supported by evidence, intended to justify that a system is acceptably safe for a
specific application in a specific operating environment [85]. These arguments should be clear,
comprehensive and defensible [86]. Two established approaches to safety cases are the CAE
(Claims Arguments Evidence) notation [87] and the GSN (Goal Structuring Notation) [88].
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Figure 2.6: The Questions, Options and Criteria (QOC) graphical argumentation scheme
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Figure 2.7: The Goal Structuring Notation (GSN)
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Figure 2.8: The Claims Arguments
Evidence (CAE) notation

Both approaches prescribe a graphical representation of the argumentation structure but
differ in terms of what this structure contains. The CAE was developed by Adelard, a
consultancy, and views safety cases as a set of claims supported by arguments, which in turn
rely on evidence. Although these concepts are expressed using natural language, the cases
themselves are represented as graphs and most implementations suggest their own graphical
symbols. Fig. 2.8 shows the CAE representation used by the Adelard’s own ASCE tool [89].
The GSN (Fig. 2.7) was developed by the University of York and provides a more granular
decomposition of safety arguments into goals, context, assumptions, strategy, justifications
and solutions [88]. The arguments are also represented as a graph, with one of two types
of links possible between each pair of nodes: (1) a decompositonal is solved by between a
goal and one or more strategies or between a strategy and one or more goals, as well as (2) a
contextual in context of between a goal, strategy or solution and an assumption, justification,
or context. The notation comes with a well defined graphical language which - according to
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its creator - attempts to strike a balance between power of expressiveness and usability [86].
Other, more general representations such as concept maps [90], mindmaps [91] or generic

diagrams can of course also be used to represent and share knowledge, including arguments
[92]. These representations have no (formal or informal) argumentation semantics and I ignore
them in the rest of the chapter.

2.3.3.1 Argumentation in security

The success of safety cases has inspired other similar approaches, such as trust cases [93],
conformity cases [84] and, in the field of security, assurance cases [56, 57] used to show satis-
faction of requirements and misuse cases [94] used to elicit security requirements. Similarly,
argumentation schemes for design rationale have been adapted to provide support for security
decisions. Recently, argumentation modes have been used to encode the entire risk assessment
process, from risk identification to countermeasure selection. This subsection provides an
overview of these applications.

Arguing satisfaction of security requirements
Assurance cases are an argumentation-based approach similar to safety cases. They use struc-
tured argumentation (for instance using the GSN or CAE notations) to model the arguments of
experts that a system will work as expected. However, while safety cases only make claims
pertaining to the safe operation of a system, assurance cases are also concerned with other
important system functions, in particular security and dependability [95].

Haley et al. [96] laid the groundwork for an argumentation framework aimed specifically
at validating security requirements. It distinguishes between inner and outer arguments.
Inner arguments are formal and consist mostly of claims about system behavior, while outer
arguments are structured but informal and serve to justify those claims in terms of trust
assumptions. Together, the two form a so-called “satisfaction argument”.

Supporting the elicitation of security requirements
Misuse cases - a combination of safety cases and use cases - describe malicious actions that
could be taken against a system. They are used to identify security requirements and provide
arguments as to why these requirements are important [94].

Rowe et al. [97] suggest using argumentation logic to go beyond formalizing domain-
specific reasoning and automatically reason about security administration tasks. They propose
decomposing each individual argument into a Toulmin-like structure and then representing
defeasibility links between the arguments as a graph. This would allow both encoding
unstructured knowledge, and applying automated reasoning, for example by using theorem
provers. They suggest two applications: attack diagnosis, where experts argue about the
root-cause of an attack, and policy recommendation, where security requirements are elicited.

Haley et al. [58] built their conceptual framework for modeling and validating security
requirements described in [96] into a security requirements elicitation process, which can
help distill security requirements from business goals. The same authors later integrated
their work on modeling and elicitation of security requirements into a unified framework
for security requirements engineering [98]. The framework considers the context, functional

2



26 CHAPTER 2

requirements and security goals before identifying security requirements and constructing
satisfaction arguments for them. However, it does not consider the risks the system may or
may not be facing when not all security requirements are satisfied, or when not all security
goals are achieved.

Argumentation-based risk assessment
Franqueira et al. [99] were among the first to propose using argumentation structures to
reason about both risks and countermeasures in a holistic fashion. OpenArgue supports the
construction of argumentation models. Their proposed method, RISA (RIsk assessment in
Security Argumentation) links to public catalogs such as CAPEC (Common Attack Pattern
Enumeration and Classification) and the CWE (Common Weakness Enumeration) to provide
support for security arguments using simple propositional logic. The method does not consider
the possibility that a security threat may not be totally eliminated. Later, Yu et al. [100] inte-
grated the RISA method and Franqueira’s argumentation schema into a unified argumentation
meta-model and implemented it as part of a tool - OpenRISA - which partly automates the
validation process.

Prakken et al. [22] proposed a logic-based method that could support the modeling and
analysis of security arguments. The approach viewed the risk assessment as an argumentation
game, where experts elicit arguments and counter-arguments about possible attacks and
countermeasures. Arguments derive conclusions from a knowledge base using strict or
defeasible inference rules. The method is based on the ASPIC+ framework [101] and uses
defeasible logic. This restricts its usability in practice.

Prakken’s solution inspired a simplified approach, which used spreadsheets to encode and
analyze the arguments [23]. Each argument was decomposed into only a claim and one or
more supporting assumptions or facts. Similar to Prakken’s approach, any argument could
counter any other argument(s) and formulas (this time built-into the spreadsheets) were used
to automatically compute which arguments were defeated and which were not.

The argumentation-based risk assessment methods described above served as inspiration
for the argumentation-based risk assessment technique described in Chapter 4, as well as for
the collaborative risk assessment described in Chapter 5.



Part II

Tangible modelling





3
Collaborative modelling of the Target of

Assessment

Based on three peer-reviewed papers: Tangible Modelling to Elicit Domain Knowledge: An
Experiment and Focus Group [20], A study on tangible participative enterprise

modelling [25], and The role of tangibility and iconicity in collaborative modelling tasks [27].

The results of any model-driven risk assessment are dependent on the quality of the ToA model.
Specifically, the more correct and complete the ToA model is, the less likely it is that relevant
risks might are left out or mis-evaluated. In an attempt to streamline ToA modelling tasks,
this chapter explores how features of the modelling language and of the modelling process
affect the quality of the resulting model. Since modelling of socio-technical systems often
requires the involvement of multiple stakeholders, I am especially interested in cases where
the ToA model is constructed through a collaborative effort. To this end, the chapter describes
a series of collaborative modelling experiments with students of various backgrounds, and
with different modelling languages and provides interpretations of the results in terms of
established cognitive theories and related work.
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3.1 Introduction

In order to fully assess the risks pertaining to an information system, sufficient information
about the system (i.e. Target of Assessment) is needed. But extracting and integrating
information from a multitude of stakeholders from different fields, with different knowledge,
some of which don’t speak formal languages can be a challenge, especially when are also
concerned with the social layer. Parts of this challenge are inconsistent descriptions provided
by various stakeholders or documents and the intricate nature of an organization’s internal
socio-technical structure.

Model-driven risk assessment requires accurate and complete models of the Target of
Assessment. To this end, knowledge might have to be collected from domain experts who
are rarely modelling experts and don’t usually have the time or desire to learn a modelling
language. Furthermore, the participation of stakeholders with different backgrounds and
expertise in the modelling effort is often needed. This puts strong constraints on the modelling
language: It should be understandable by all stakeholders involved in modelling, even if they
are not familiar with modelling languages, and it should promote their participation in the
modelling effort. However, conceptual models are usually represented in (software) modelling
tools using abstract graph-like structures containing boxes, arrows, and other symbols. The
problem with these abstract representations is that the domain experts whose input or feedback
is needed to construct an adequate model may be unfamiliar with the notation.

It is well known that iconicity, the resemblance of model elements and the domain of the
model, can enhance understandability and learnability of signs [102–104]. However, most
research on iconicity did not investigate its effects in the context of collaborative modelling.

There is also evidence that tangible modeling languages, by which I mean languages whose
concepts are represented by physical, graspable tokens, such as plastic fiches or Lego pieces,
have beneficial effects on collaborative modelling efforts [105–107]. This contrasts with what
I call virtual languages, which consist of symbols on paper or on a screen or smartboard. In
a comparative study, tangible models were produced faster and were of higher quality than
virtual ones [108].

Based on these findings, I hypothesize that tangibility and iconicity are correlated with
the understandability and usability of socio-technical languages used to construct Target of
Assessment models. Therefore in this chapter I describe the findings of three experiments (see
Table 3.1) aimed at identifying the effects tangibility and iconicity of the modelling language
has on collaborative modelling tasks:

• The first experiment (experiment 1) compares a tangible iconic modelling language to a
virtual abstract one.

• The second experiment (experiment 2) compares a tangible abstract modelling language
to a virtual abstract one.

• The third experiment (experiment 3) is of a 2x2 factorial design, in which the modelling
language was either tangible or virtual, and either iconic or abstract.
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Experiment 1 Experiment 2 Experiment 3
Participants 8 technical students 38 management stu-

dents
20 psychology stu-
dents

Task collaborative archi-
tecture modelling

collaborative enter-
prise modelling

collaborative archi-
tecture modelling

Target two student associa-
tions

fictional organisa-
tion

campus

Language TREsPASS 4EM IRENE
Treatments tangibile iconic,

virtual abstract
tangible abstract,
vistual abstract

tangible iconic,
tangible abstract,
virtual iconic,
virtual abstract

Table 3.1: Overview of the three tangible modelling experiments

I then combine the results of these three experiments with existing theory, in a process of
analytical induction, explained in Sect. 3.2 below.

The experiments provide evidence that iconicity not only improves understandability
but also modelling speed and model quality and that tangibility promotes collaboration,
by facilitating uniform participation of all group members. The experiments also provide
preliminary evidence that tangibility magnifies the positive effects of iconicity as well as the
negative effects of abstractness on understandability, modelling speed and model quality.

3.2 Research methodology
The overarching research method used across the three experiments is known in the social
sciences as analytical induction. Analytical induction attempts to arrive at a causal explanation
by progressively redefining the phenomenon and its explanatory factors as new cases are
examined. [109]. Similarly, I formulate a set of hypotheses based on related work, which
we test in the first experiment. Then, in subsequent experiments, I iteratively refine these
hypotheses based on the results obtained so far.

3.2.1 Validity
The validity of an experiment or series of experiments is usually broken down into internal
validity (strength of the conclusions) and external validity (generalizability of the explanations).
In our case, external validity is mostly threatened by the differences between students and real-
life experts and internal validity is jeopardized by the low sample size. I discuss mitigations
below.

3.2.1.1 External validity

All three experiments were performed with students. Students are not necessarily representative
of experienced domain experts: students have no shared experience in the organization being
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modeled and the supervisor did not lead the modeling session as a real-world enterprise
modeling facilitator would do. Furthermore, the samples were not randomly selected, and
the treatments were not allocated randomly. To overcome these limitations, and be able to
make statements about causality, we use generalization by analogy: ”If an observation is
explained by a general theory, then this observation may also occur in other cases where
this general theory is applicable” [110]. Thus, to explain findings we employed the analogic
inference rule: the observations predicted correctly using general cognitive theories such
as synchronicity, cognitive load, cognitive fit, gamification, and constructive learning (see
Sect. 3.2.2) are assumed to be generally applicable to other groups of humans and carried
over into the next experiment. After the three experiments, explanations which haven’t been
contradicted by any of the three sets of results are assumed to be generalize-able.

The cognitive theories identified in Sect. 3.2.2 are equally applicable to both experts
and students. If the experimental outcomes can be explained by these general theories and
social mechanisms that are present in both our objects of study and in the population –such
as evolutionary capabilities of grasping physical objects and the role of construction and
participation in group work in learning–, then this provides some support for the claim that
similar outcomes will occur for domain experts. Such a claim would of, course, have to be
substantiated by further iterations of analytical induction.

3.2.1.2 Internal validity

The sample sizes used in either of the three experiments are insufficient for statistical inference
about the population. Instead, we make use of descriptive statistics to characterize the sample
and determine whether the extent to which the expectations set out in the hypothesis hold.

3.2.2 Theoretical background
In collaborative modelling tasks, stakeholders work in a group to construct a simplified
representation of an actual or potential state of affairs. I consider conceptual models, which
describe social, physical and/or digital systems as a composition of concepts and relationships.
These concepts may be represented by graphical signs on a screen, or by physical signs on a
table or another similar surface. In the case of collaborative modelling, the representation is
visible to all participants throughout the modelling effort.

Peirce defines a sign as “anything which is so determined by something else, called its
object” [111]. A sign can be a letter, a written or spoken word, a logo, a Lego block, a diagram
or anything else that refers to something beyond itself.

A sign is iconic if it perceptually resembles the object it represents [112]. A map can be
viewed as an icon of an area, a portrait is an icon of its subject, and a model car can be viewed
as an icon of an automobile. In this chapter, I call a sign abstract1 if it bears no likeness to
the object it represents but is rather related to it arbitrarily or by some (e.g. social or legal)
convention. Abstract signs, therefore, require a dictionary that documents the relationship

1Such a sign is called symbolic in semiotics, but I prefer the term abstract in order to emphasize the lack of
resemblance (non-iconicity) rather than its reliance on an interpretative rule, as well as to avoid ambiguous use of the
word symbol [113, p. 237]
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between the sign vehicle and sign object, and hence are a strain on the memory compared to
iconic signs. For example, a word is an abstract representation since its meaning is determined
by language. Similarly, a box in a UML diagram can only be understood if one is familiar
with the UML language.

In addition, I refer to a sign as tangible if it can be grasped and manipulated by a hand.e
Miniatures, post-it notes, small-scale models and Lego bricks are graspable, but a footprint in
the sand is not. Neither are statues, full-scale prototypes of cars, or billboards, even though
they are physical. Tangible signs may have embedded intelligence, such as in bricks on a
smart tabletop [114] or FlowBlocks, used to build models of system dynamics [115], or they
may be simple non-intelligent objects, such as plastic fiches with text printed on them or 3D
printed shapes. Conversely, a sign is virtual if it is rendered digitally on a two-dimensional
display, such as a computer screen, smart board or smart table and can be only be manipulated
indirectly via an input device attached to the same machine. For example, a piece of text in a
graphical text editor requires a keyboard to manipulate. Similarly, an icon on a smartboard –
even though it can be manipulated by hand – cannot be grasped, and is therefore virtual.

To explain some of the results, I also refer to the concepts of cognitive load and cognitive
fit. The cognitive load of a task is the total amount of mental effort required to perform a
task. The theory of cognitive load suggests that performance improves when conditions are
aligned with the human cognitive architecture [116]. Miller [117] claims that the ability to
remember and discriminate information can be dramatically expanded by adding dimensional
stimuli (such as color, sound, material & space). In particular, Hecht et al. [118] demonstrated
that adding a haptic signal to visual and audio stimuli enhance perception performance. Both
authors claim that tri-modal (visual, auditory and haptic) interaction enables users to absorb
a wider range of details. This suggests that tangible signs are easier to understand than
virtual signs. Cognitive fit is the reduction of cognitive load of problem-solving by fitting
the representation of the problem to the problem itself. Vessey [119] showed that when the
representation of concepts or information match a task, problem-solving performance for both
simple and complex tasks is drastically improved. This suggests that it is easier to construct
models using iconic rather than abstract signs.

3.2.3 Related work

Bjekovic̀ highlighted the intimate relationship between enterprise modelling concepts, their
representation and the community which uses them [120]. Wilmont adds that individual
differences in performance on conceptual modelling tasks cannot be explained by training and
experience alone and are intrinsically linked to the activation of cognitive mechanisms related
to working memory, executive control and attention [121].

Fitzmaurice et al. [114] experimented with graspable user interfaces, called Bricks, which
allow interacting with virtual information through an intelligent tabletop. Bricks affords
synchronous manipulation, rather than through a single mouse, and has more spatial persistence
than virtual signs, allowing users to make better use of spatial reasoning skills and muscle
memory [114, page 447]. This suggests that in a group modelling context, tangible signs with
which all participants can interact afford more equal participation compared to interaction
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through a single mouse-and-keyboard, and that participants will find tangible models easier to
understand and remember than virtual models.

Kim & Maher [122] showed that designers building a tangible model of an office perceived
more spatial relationships, and re-framed the design problem more often, than designers
building a virtual model. This suggests that tangible modelling results in models of higher
quality than virtual models.

Horn et al. [123] compared tangible and graphical interfaces to exhibits in a science
museum and found that people were more likely to interact with a tangible interface than
a graphical interface, and that the tangible interactions lasted longer. Parmar et al. [124]
compared group interaction of rural women with a health information system through an
iconic keyboard interface versus an iconic tangible interface, and found that interaction through
the tangible interface increased product engagement and social interaction, and improved
community decision-making. Zuckerman & Gal-Oz [115] studied how stakeholders built a
system dynamics model using a graphical user interface to a modelling tool, and using a tool
consisting of abstract tangible signs, called FlowBlocks. Tangible modelling turned out to be
slower than graphical modelling, but users reported higher levels of stimulation and enjoyment
with tangible than with graphical modelling, deriving partly from the physical interaction with
FlowBlocks. Grosskopf et al. [105, 125, 126] experimented with a tool for building business
process models with tangible abstract elements (plastic fiches with text drawn on them) and
observed that participants spent more time on modelling, and achieved more understanding
of the model, than with graphical process modelling, and reported more fun building the
model. These results suggest that tangible models are likely to improve participation and
collaboration.

All of these studies compare tangible with virtual modelling. Bakker et al. [103] were –
to the best of the authors’ knowledge – the only ones to investigate iconicity in the context
of collaborative modelling. They compared iconic and abstract tangible game pieces on a
smart tabletop that represented a map of the game, and found that subjects preferred the iconic
pieces, as it afforded better understandability.

3.3 Experiment 1: collaborative architecture modelling with
technical students

In this first experiment, I wanted to investigate whether this problem can be mitigated by using
a tangible representation of a conceptual model, that I call a tangible model..

The experiment consists of a small-scale usability experiment (Sect. 3.3.1) and a focus
group (Sect. 3.3.3), both of which are built around a tangible representation of an existing
socio-technical modelling language. Based on Sect. 3.2.2 and 3.2.3, I hypothesized that a
tangible collaborative modelling approach can speed up the modelling process and improve the
quality of the resulting models when these models need to integrate knowledge from various
fields and various stakeholders. I decompose my hypothesis as follows (Fig. 3.1):

H1 Physical representations of a conceptual model are easier to learn and manipulate than
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Figure 3.1: Causal graph describing my initial hypotheses. The nodes in italics are the variables I hope
to influence. The underlined nodes are the target variables

abstract representations [105, 114, 126];

H2 The participatory aspect encourages collaboration and agreement between stakeholders
[105, 114, 122, 124, 126];

H3 Physical and participatory modelling, similar to board games, increases engagement
while reducing repetitiveness [115, 123, 124].

3.3.1 Experiment design
I set up an experiment in order to obtain an initial indication as to whether tangible modelling
is more usable than abstract modelling and why. I describe the object of study, the treatment,
and the measurement procedures, and then analyse the results [110].

3.3.1.1 Object of study

I was interested in comparing the relative usability of tangible and abstract representations of
conceptual models for domain experts. For the experiment, we invited Business Administration
and Computer Science students at the University of Twente. We divided a total of eight
volunteers into two independent groups, each containing a mix of students from various
tracks. This choice was motivated by the following external validity considerations: The
intended users of complex, multi-layered models are inter-disciplinary teams of domain
experts. For enterprise models, these teams typically consist at least of Business Experts
and IT stakeholders. The choice of Business Administration and Computer Science student
simulates this division of expertise to some extent.

Modelling language
To illustrate the idea of tangible modelling, I created a tangible representation of a socio-
technical modelling language developed within the TREsPASS project2 to model the socio-
technical infrastructure of an organization.

The TREsPASS modelling language contains concepts such as: actors, (physical and
virtual) locations, (physical and virtual) assets and access policies. The language allows four

2http://www.trespass-project.eu/.
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Concept Software representation Tangible representation
Actor Stickman LEGO®character
Asset (physical) Solid circle LEGO®itema

Asset (digital) Dotted Circle LEGO®mini-brickb

Location (digital) Box (green) Card
Location (physical) Box (yellow) Box
Access policy Text-box Sticky-note
Relationship (position) Solid line Physical overlap
Relationship (possession) Dotted line Physical attachment
Relationship (containment) Directional arrow Physical overlap
Relationship (connection) Bi-directional arrow Line
a A LEGO®item resembles a real-world object and can be placed in a

LEGO®characters’ hand
b A LEGO®mini-brick is the smallest LEGO®brick available, usually of circular or

cylindrical shape and can be placed on a LEGO®characters’ head

Table 3.2: Mapping of concepts to representations

types of relationships to be defined between these concepts: position, possession, connection,
and containment [127]. Table 3.2 shows a mapping of these concepts to tangible tokens. This
is not the only possible mapping, and I use it here for illustration only.

Figure 3.2 shows a TREsPASS tangible modelling kit and Figure 3.3 shows part of a
tangible model created using these conventions.

Task
The modelling target should ideally be a socio-technical system the participants are familiar
with, such as their own organization. Thus, we asked the student volunteers to create a model
representing the physical layout, network infrastructure (both servers and clients), important
roles and associated access policies of the two student organizations of Computer Science (CS)
and Business Administration (BA). Students from CS might be less familiar with the student
association of BA, and vice-versa. This simulates the disjunct knowledge individual domain
experts might have with regard to the model and therefore improves external validity of the
choice of modelling target. To limit variation due to lack of knowledge, as well as the effect
of pre-existing knowledge, each group was provided with a half-page description3 listing the
core components of each association.

Since we are measuring how well the tools fit the task, not how familiar each participant is
with the modelling target, the participants were allowed to ask questions with regard to the
modelling target at any time.

3Description and other handouts are available in full here: https://surfdrive.surf.nl/files/
index.php/s/O96tTZJFjXd2V2w
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OoS validity
While we tried to balance the groups as much as possible, there is still the possibility that
some of the participants had more modelling experience, lay-outing expertise or were simply
more skilled. This is a threat to internal validity, as it is a possible cause of differences
in group outcomes, unrelated to the difference in modelling approaches. To measure this
threat to validity, any variations in group behaviour and dynamics were noted throughout the
experiment.

3.3.1.2 Treatment design

Each group was shown a brief description of the system and an outline of the task they have to
perform. These were identical for both groups. The groups are given as much time as they
need to understand this description.

Each group was then given a specification of the modelling concepts of the TREsPASS
language. One group received the mapping of concepts to conceptual representations available
in the software tool (the first two columns of Table 3.2), the other a mapping to tangible tokens
(the first and last column of Table 3.2).

Each group was allowed to ask questions pertaining to the concepts before starting. When
ready, each group was given an unlimited amount of time to create a model of the given system
– to the best of their abilities – using the only the concepts provided. Once the modelling
started, the moderator only intervened when the participants had questions about the modelling
target or when the group agreed that they were done. At the end of the experiment, each
student was rewarded with a 50 Euro gift-card, with bonus movie tickets awarded by means of
a raffle.

Experimenter expectancy is the phenomenon that subjects try to satisfy what they think
are the expectations of the experimenter, which could lead to favorable results for tangible
modeling in our case. To avoid this phenomenon, we told both groups that their goal is to
finish as fast as possible while maintaining consistency with the system description.

A threat to validity we were unable to mitigate was the quality of the software tool. The
ability of the TREsPASS tool to manipulate diagrams, as well as the developer’s choice on how
to represent the concepts directly impacts its usability and thus may have biased the results in
favour of the tangible approach. To find out if this threat has materialized, we need to repeat
the experiment with another tool.

3.3.1.3 Measurement design

I was interested in the usability of tangible modelling versus computer-based modelling. I
operationalize usability in terms the four indicators [128]: Learnability is operationalized by
the time needed to understand the modelling language, and the number of question asked
with respect to it. Efficiency is operationalized by the inverse of the total time needed to
construct the model. Correctness is the number of errors at the end of the modelling process.
We distinguish three types of errors: (1) Placing an element where none was expected, (2)
Missing element where one was expected and (3) Using a wrong concept to represent an
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Figure 3.3: Part of a tangible TREsPASS model

element. Satisfaction is measured via an exit-questionnaire, containing questions on ease of
task, time on task, tool satisfaction and group agreement, to be answered on a 5-point semantic
differential scale with labelled end-points [129].

In order to make sure that we are indeed measuring the effects of the method, and not
something else, we need to control variation due to other causes. Such causes might be internal
(for example, due to the improper description of the concepts), or contextual [130]. We
controlled for internal causes by providing the same definitions to all groups, irrespective of
the method used. Contextual causes include variation across the subjects applying the method,
the environment during application or other aspects related to the context in which the method
was applied. We tried to minimise these by using the same room, layout, and instructions
for both groups. Variations might still appear due to different skill levels within each group,
which are harder to control for.

3.3.2 Results and analysis

Pictures of the models created by each group are shown in Figs. 3.2 and 3.3.
We observed several improvements when using the tangible method. The sample size

is insufficient for statistical inference about the population, but we can still use descriptive
statistics to characterize the sample and determine whether the expectations set out in the
hypothesis hold. Tables 3.3 and 3.4 lists the measurements taken. While the time needed
to learn the concepts was similar, the number of questions when applying them was almost
double for the abstract-representation group. The tangible group finished 52% faster and
with half as many errors. The tangible group also indicated 54% higher satisfaction with the
tool provided and 12.5% more agreement with the resulting model while perceiving the task,
on average, as being 25% easier and 24% faster. Furthermore, the tangible group did not
divide tasks, suggesting increased collaboration. Detailed measurements and observations are
available in an internal report [31].

Further, qualitative observations, made by the supervisor of the experiment:
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Group Time Questions Time Errors

Virtual modelling 11min 7 1h42min 7
Tangible modelling 12min 4 1h7min 3

Table 3.3: Measurements

Group type Perceived agree-
ment

Perceived satis-
faction

Perceived diffi-
culty

Perceived dura-
tion

Virtual 4 2.75 4 4.25
Tangible 4.5 4.25 3 3.25

Table 3.4: Self-reported measurements

• The tangible modelling group worked quite fluently, and did not spend too much time
on any particular phase.

• The software group split up into two sub-groups in an attempt improve the process but
later had trouble defining the relationships between concepts.

Some group members provided reasons behind the usability scores reported in the exit
questionnaire. Many rationales of the group using the abstract notation mentioned weaknesses
of the Graphical User Interface or the way concepts are represented in the software tool as
obstacles, and this confirms the bias against the abstract notation due to the quality of the
software tool, that may be present in this experimental setup.

However, this group also mentioned other factors that impeded their modelling: (1)
cluttering due to small screen size and tendency to try fitting everything into the screen to
avoid scrolling, (2) lines and arrows overlapping with each other or with objects (due to
inability to easily trace custom line shapes), (3) when many components are added, the model
becomes hard to understand and debug and (4) making changes is hard and can have adverse
effects on the understandability of the model. These factors remain present even if another
tool were used, and this lends some support to the claim that the difference in outcomes was
not only due to the quality of the software tool of the TREsPASS notation but also to the
advantages of tangible modelling.

The tangible group provided less explanations for their scores, mostly discussing the
following: (1) not all elements were used/useful, (2) the model exploded in size, (3) the
modelling itself was not difficult if the system description is clear and (4) most of the time
was spent discussing details with the team.

3.3.3 A focus group to assess utility

The experiment was conducted with students. In order to gain additional insight from prac-
titioners, I conducted a demo session at BiZZdesign4, a company providing consultancy on
the enterprise architecture modelling. Eight consultants participated in a 2-hour demo and

4www.bizzdesign.nl
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workshop aimed at generating feedback and discussions on the topic of tangible modelling
for enterprise architectures. After a presentation describing the overall approach, introducing
the TREsPASS language and its tangible mapping, they were asked to collaboratively create a
tangible TREsPASS model and later to envision the possible usefulness of a similar approach
to ArchiMate.

The participants of the focus group indicated several application scenarios where tangible
modelling of enterprise architectures might prove useful:

• Architecture modelling sessions with domain experts (not modelling or architecture
experts). Tangible modelling will allow less technical people tend to have a stronger
impact on the model, as they can now manipulate the concepts themselves, and do not
rely on a “modeller” to parse their input.

• Early stages of design where different types of stakeholders have to come up with an
architecture; the participative aspect increases collaboration and encourages imagination.

• Models built with the goal of increasing awareness and feeling of involvement of
employees with regard to the internal structure of the company. Nontechnical people
can more easily understand the tangible model, which could be displayed somewhere in
the company. Potentially, employees could be allowed to tweak it, thus taking enterprise
architecture out of the architecture department.

3.3.4 Conclusions of Experiment 1

Before the experiment, I used cognitive theories to predict the results. If the results are
in line with the prediction, it means the theories explain the results and we can therefore
expect similar results in similar contexts. In this case, the tangible modelling approach
outperformed conceptual modelling on almost all of the measured indicators. The tangible
representations also resulted in slightly increased learnability. Users of tangible modelling
also reported lower task difficulty and higher satisfaction with the tools. Overall, this reduction
of the modelling effort led to a significant reduction in both the perceived and measured
time needed to construct the model. Furthermore, the tangible group did not divide tasks,
suggesting increased collaboration. While we were unable to measure discussion, we did
observe a decrease in the number of errors in the final model. The tangible group also
reported higher agreement with the resulting model. This is in line with our hypotheses that a
tangible modelling approach can be easier to learn and use (H1), encourages collaboration and
engagement (H3) while fostering discussion and ultimately agreement (H2).

While I was unable to control for all other contextual causes (such as participant skill
or limitations of the software tool), both participants in the experiment and practitioners
recognized the value of a tangible modelling approach over a tool-supported approach with
abstract notations when the modellers are not familiar with the modelling language. Because
these positive effects can be explained by general theories of human cognition, and are similar
to the results reported by other researchers [105, 108, 125, 131], I expect similar benefits in
similar situations.
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However, there are limits to generalizability. I have evaluated our approach only on a small
scale. Due to practical reasons such as the limited availability of physical tokens or the space
to place them on, I do not expect our approach to be scalable to large systems or organizations.
I further restrict the scope of our generalization to situations where formal analyses and a strict
syntax adherence are secondary. Finally, the focus group indicates that a tangible modelling
approach may be especially useful at the start of enterprise architecture processes, when
awareness and commitment of domain experts are required. I intend to explore this further by
replicating this experiment with business analysts and an enterprise modelling language.

3.4 Experiment 2: collaborative enterprise modelling with
management students

A variety of techniques exist which rely on enterprise models for risk assessment [44, 50–54].
Traditional EM approaches involve an enterprise modelling expert who constructs an EM by
interviewing domain experts, analyzing documentation and observing current practice, and
validates the resulting model with stakeholders. Models constructed by such a consultative
approach tend to exhibit low quality and poor commitment [46].

Recently, practitioners and researchers have advocated the potential of participative EM
approaches, both in terms of promoting stakeholder agreement and commitment, as well as in
producing higher quality models [132, 133] In other studies, tangible modelling approaches –
in which physical tokens represent conceptual models – were found to be faster, easier and
more interactive compared to a computer-supported approaches, where diagrams on a screen
were manipulated [20,105,108]. In this section, I extend the first experiment to the EM domain
by combining participative EM and tangible modeling in a hybrid approach.

I do so by means of an empirical study in a graduate EM course in which we compared
the effect of using a tangible modelling set with the use of computerized tools. The results
were encouraging, as the tangible modelling groups showed a higher level of collaboration,
produced better results, and scored higher on post-tests. On the other hand, they felt that
it took longer to produce models and reported slightly lower levels of agreement. I discuss
possible explanations and implications of these results and indicate several avenues for further
research.

3.4.1 Experiment design
The research goal of this experiment is to study effects of employing a tangible approach to
EM compared to conducting computer-based modelling sessions. This section describes our
research design following the checklist provided by Wieringa [110]. I translate this research
goal into the following research question:

What are the effects of introducing tangible modelling as part of participative EM
sessions?

The effects we concentrate on are the quality of the models, as well as the difficulty, degree of
collaboration, and efficiency of the modelling process. Furthermore, I am interested in the

3



42 CHAPTER 3

educational value, namely the relative learnability with regard to 4EM. Measurement design
is presented later in Sect. 3.4.1.3.

3.4.1.1 Object of study (OoS)

The tangible enterprise modeling experiment was carried out with graduate students of an
enterprise modeling course at Jönköping University, with assistance from teaching staff of the
Computer Science and Informatics. Students were asked to form groups no larger than five
members. Although all sessions were supervised, the supervisor did not lead the sessions (as
an EM practitioner would do), but just observed and provided feedback with regard to the
correct application of the 4EM method. Therefore, objects of study, i.e. the entities about
which we collect data, are EM sessions performed by students. The population to which we
wish to generalize consists of enterprise modeling sessions carried out by domain experts.

OoS validity
The student groups were self-formed. As a result, EM experience or knowledge of participants
may be unequally distributed. Besides, measuring effects of tangibility can be hampered.
While some groups may consist of very conscientious students, others could contain unin-
terested ones. Moreover, some students may be shy and thus could collaborate less with
their group. Nevertheless, as all of these phenomena may exist in the real world as well,
these aspects (arguably) also make our lab experiment more realistic in terms of external
validity. Specifically, participation, modelling effort, and quality of the models produced by
different groups may differ. These differences may be caused by multiple factors in addition
to the difference between tangible and computer-based modelling. To take these possible
confounding factors into account, we tried to make the presence of these phenomena visible by
performing most measurements on individuals instead of on groups and by observing group
behavior, dynamics and outliers.

3.4.1.2 Treatment design

Participants were first presented with a description of a real-world anonymized case of a sports
retailer company. Each group was then given five weeks to perform a business diagnosis of
the retailer by constructing three out of the six 4EM sub-models, namely the goal, concepts
and business process viewpoints. The groups were instructed to perform as much of the
modelling as possible together, during weekly, dedicated modelling sessions (4 hours session
a week). Treatment was self-allocated: Groups were allowed to choose between tangible
or computer-based modelling sessions, as long as there was an even split. The tangible
modelling groups were given a large plastic sheet, colored paper cards and pens to create the
models. Different colors of paper cards were representing different types of elements — goals,
problems, concepts and processes, similar to 5.1 of [55]. Cards could be easily attached to the
plastic sheet and moved if necessary. These groups were instructed to make use of the cards
when collaboratively building the models, and create digital versions of models after that. By
contrast, the computer-based modelling groups (allowed to use a diagram tool of their choice)
started working directly on a computer.
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Factor Indicator Type Scale
R

es
ul

t

Model quality
Semantic quality Group 1(poor) - 5 (excellent)
Syntactic quality Group 1(poor) - 5 (excellent)

Pr
oc

es
s

Difficulty Perceived difficulty Individual 1(very easy) - 5(very dif-lt)

Collaboration
Observed collaboration Group 1(very low) - 5 (very high)
Perceived agreement Individual 1(none) - 5 (very much)

Task efficiency
Observed pace Group 1(very slow) - 5 (very fast)
Perceived duration Individual 5 / 10 /15 / 20 / >20 hours

E
du

.
va

lu
e

Learnabilty
Exam questions on 4EM Individual 0-15
Final report grade Group F (fail) - A (excellent)

Table 3.5: Operationalized indicators and measurement scales

Treatment validity
While in real-life situations, the modelling technique might sometimes be prescribed, it was
noted that free choice of the preferred notation to be used in EM activities and its effects on
ease-of-use and understandability is desirable and worth investigating [134]. Our experiment
is similar to situations where modellers have the freedom to choose their tools, and dissimilar
to situations where the modelling technique is prescribed to them. Noticeably, the choosing
of tools may hamper external validity of this study. In addition, internal validity may be
threatened by the fact that participants were informed about both available treatments. This
may cause an observer-expectancy effect, where participants change their behavior based on
what they think the expectations of the experimenter are. In an attempt to mitigate this, we did
not inform participants about the goal of the research nor of the measurements.

3.4.1.3 Measurement design

I am interested in comparing the effects of tangible modelling versus computer-supported
modelling on the quality of the result, on the modelling process, and in connection to their
educational potential. Table 3.5 provides an overview of the operationalized concepts, their
indicators and respective scales. I explain my choices below.

The quality of a conceptual model is commonly defined on three dimensions: syntax
(adhering to language rules), semantics (meaning, completeness, and representing the domain)
and aesthetics (or comprehensibility) [135, 136]. In this study we measured the semantic
quality and syntactic quality of the resulting model and omitted measuring aesthetics due to
its highly subjective nature. Semantic and syntactic qualities were estimated by the supervisor
on a 5-point semantic difference scale by comparing the final models with the case description
and 4EM syntax, respectively.

With regard to the modelling process, relevant factors are difficulty, amount of collabo-
ration, as well as the overall task efficiency. Difficulty is a purely subjective measure [137]
and was therefore measured as perceived difficulty via individual on-line questionnaires dis-
tributed at the end of the course. The questions (available at https://surfdrive.surf.
nl/files/index.php/s/ixW4JlmtXma6OlE) were linked to a semantic difference
scale, and provided room for optional free-text explanations. Collaboration — the amount
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interaction between group members — is crucial for creating a shared understanding of a
representation [138]. We indirectly measured collaboration by means of two indicators: ob-
served collaboration (estimated by the supervisor throughout the five sessions) and perceived
agreement (measured the same on-line questionnaire). Task efficiency is the amount of time to
produce the final, digital model. In our case, because the task was spread across several weeks
and groups may have worked at home, we could not directly measure the time groups spent.
Therefore, we operationalize task efficiency in terms of perceived duration (measured via the
online questionnaire) and observed pace (progress achieved during the dedicated modelling
sessions, as estimated by the supervisor).

Finally, to evaluate the educational value of a tangible modelling approach, we looked
at the final results of the students. As indicators, we use final report grades and students’
performance on two exam questions on 4EM. The final report grade was decided by the
supervisors and lecturer together, while exams were graded by the course lecturer, who
otherwise did not take part in this study.

Measurement validity
Potential issues with measurement validity might occur due to the qualitative and self-reported
nature of the data (internal causes), as well as the loosely controlled environment (contex-
tual causes). Potentially, different scales could confuse the respondents. For instance, ’1’
corresponds to ’poor’ in one case and to ’very easy’ in another. Furthermore, the fact that
model quality, observed collaboration, task efficiency, observed pace, and the final report
grade were all assessed the supervisor of the modelling sessions who was also one of the
experimenters, may also influence validity. The lack of randomization in group forming and
the fact that groups they were allowed to choose their diagram tool should also be taken
into account. To preserve measurement validity, we tried to reduce mono-operation bias by
operationalizing each measured concept in terms of two different indicators where possible.
We also attempted to minimize mono-method bias by combining self-reported and observed
values where possible.

3.4.2 Results and analysis

Measurements
We gathered data on the work of 38 students from Information Engineering and Management
(School of Engineering) and IT, Management and Innovation (School of Business), who formed
eight groups of three to five students. Although self-assigned, exactly half of the groups opted
for “physical” (i.e. tangible) modelling. Every group submitted a report containing final,
digital versions of their model (constructed in a tool of their choice), as well as justifications of
their design decisions. No student dropped out of the modelling sessions, but only 23 filled in
the online questionnaire and 26 took part in the exam. This reduces the relevance of statistical
measures such, so we do not compute significance. We use statistics descriptively instead to
provide an indication of the effects.

Results per group (Table 3.6) show a higher degree of collaboration and a faster pace of
the tangible groups. We observed that these groups tended to communicate more and make
better use of the dedicated modelling sessions, while computer-based groups tended to divide
tasks and occasionally skip sessions. Also, tangible groups produced models with slightly
less syntactic quality, but with a higher level of content correctness. Individually (Table 3.7),
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Group type Count
MEASURED OBSERVED

Semantic qual-
ity

Syntactic qual-
ity

Final report
grade

Pace Collabo-
ration

Tangible 4 4 (σ 0.82 ) 3.75 (σ 0.5) see Fig. 3.4 4 (σ 2) 4 (σ
1.41)

Non-tang 4 3.5 (σ 0.57) 4.25 (σ 0.5) see Fig. 3.4 3 (σ 0.8) 2.75 (σ
1.25)

Table 3.6: Group measurements, aggregated5per group type

Respondent
group type

Count
MEASURED SELF REPORTED

Exam questions
on 4EM

Perceived
difficulty

Perceived
agreement

Perceived
duration

Tangible 12 8.76 (σ 4) 3.08 (σ 1.08) 3.83 (σ 1.03) see Fig. 3.5
Non-tang 11 8.15 (σ 3.86) 3.55 (σ 0.82) 3.91 (σ 0.54) see

Fig. Fig. 3.5

Table 3.7: Individual measurements, aggregated5 respondent group type

participants from tangible groups reported slightly lower perceived agreement (by 2%) and
lower difficulty (down 13%). Furthermore, such participants sometimes reported of longer
durations than their peers from groups using only a computer. Fig. 3.5 shows that more
tangible modelling participants than computer-based modelling participants perceived duration
as being more than 20 hours. Regarding the educational effect of using tangible models,
we have noticed a significant improvement on both measured indicators for learnability. The
reports submitted tangible groups were scored consistently higher than others (see Fig. 3.4).
Furthermore, tangible modelling students obtained, on average, 7.5% higher on questions
related to the 4EM method and its application.

5Full anonymized results available at: https://docs.google.com/spreadsheets/d/1RB74Gk1O-
G43Wv2WdR4c3a-XCwb1E8-5KqhCqRlcKQo

Figure 3.4: Distribution of final report grades
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Figure 3.5: Distribution of perceived duration

Discussion
I cannot exclude the possibility that all differences between tangible and computer-based
groups are random fluctuations explained by chance alone. Also, since our sample and
treatments were not formed and allocated randomly, I refrain from using statistical inference to
generalize. However, plausible explanations to interpret the noted differences can be offered.

First, the reduced syntactic quality of tangible models can be explained by the fact that
tangible modelling does not constrain the syntax of models as strictly as computers do. Thus,
some students might have used this freedom to construct models that are not syntactically
correct.

Second, our explanation for the higher semantic quality of tangible models is that the tan-
gible groups interacted more (without dividing tasks) and seemed to work harder (higher pace
and longer perceived duration). This can be that tangible modelling supported participation by
providing the fun-factor. The perceived duration might have also been influenced by the fact
that after completion of tangible models, the students had to enter them into a software tool.

Third, the lower perception of difficulty and better exam results of tangible groups can be
explained by the theory of constructivism, which says that learning is most effective when
people jointly create tangible objects in groups.

Finally, the slightly lower perceived agreement within tangible groups may be explained
by higher levels of collaboration. Due to less subdivision of tasks, tangible modelling forced
groups to promptly discuss disagreements. It is also possible that the computer-based groups
had lower actual levels of agreement without noticing this. Since they divided tasks among
members and discussed less than the tangible groups, they may have overlooked some dis-
agreements or misinterpretations. While our data does not exclude this possibility, it does not
support it either. More research is needed to test this hypothesis.

Generalizability
Given the limited availability of statistical data, this study employs generalization by analogy:
”If an observation is explained by a general theory, then this observation may also occur
in other cases where this general theory is applicable” [110]. In this case, the observations
were predicted and can be explained in terms of social or psychological mechanisms such
as synchronicity, cognitive load, cognitive fit, gamification, and constructive learning (see
Sect. 3.2.2). Therefore, we can expect to observe similarities in cases where groups of humans
perform similar tasks, such as stakeholder modelling workshops.
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3.4.3 Conclusions of Experiment 2

Implications for research.
Earlier research shows that tangible modelling promotes collaboration because of synchronicity,
manipulability of physical tokens, and increased fun while leading to better results due to the
joint construction of physical models [20]. The results of Experiment 2 are consistent with
these reports to a large extent. A notable difference is the perception of increased duration,
which contrasts with both literature and the findings of Experiment 1, where tangible modelling
was observed to be faster than computer-based modelling. Results also show that collaborative
modelling may increase the effort required for modelling, contrary to [132] and [139]. One
explanation for this difference is that the previous experiment ( [20]) used iconic physical
tokens, i.e. objects that resemble the entities being modelled, which made them easier to
understand. To test this explanation, I need to compare tangible modelling with iconic tokens
and with plastic cards in future research. Also needed is a similar real-world experiment with
EM practitioners, to verify the external validity of our results. Another interesting direction
for further investigation is computer-based participative modelling tools (such as using smart
boards and touch screens).

The observed similarity in perceived agreement in the tangible and computer-based groups
contradicts the results of Experiment 1, where tangible modelling with iconic objects was
found to lead to higher agreement among subjects. I speculate that computer-based modelling,
where tasks are divided and engagement in the modelling process is less intense, may actually
lead to lower agreement among modellers without them being aware of it. This hypothesis
could be tested by repeating the experiment described in this section and adding a post-test
that measures the level of agreement among modellers.

Implications for practice.
Our results suggest that tangible enterprise modelling could be a useful tool for building con-
sensus of stakeholders with diverse backgrounds and little EM experience. This is particularly
useful in the early stages of enterprise modelling, when the goal is to improve the quality of
the business [20, 46]. Our results also suggest that tangible EM has a positive educational
effect by providing higher understandability and improved learnability.

3.5 Experiment 3: collaborative architecture modelling with
psychology students

Experiments 1 and 2 compared various combinations of tangibility and iconicity, and it is
not clear whether the effects of these two variables have always been distinguished well. To
distinguish these effects, I attempted to systematically analyze these two variables in a factorial
experiment (Experiment 3), reported in this section. Based on the above, we formulate two
hypotheses, to be tested in this third experiment:

• H1: Iconicity improves understandability.

• H2: Tangibility improves collaboration.
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Iconic Abstract

Tangible Whiteboard, magnetic objects, markers Whiteboard, magnetic cards, markers
Virtual MS Visio, icons, lines MS Visio, boxes, lines

Table 3.8: The four toolsets

3.5.1 Experiment design
This experiment was carried out at the University of Twente, in collaboration with the depart-
ment of Cognitive Psychology and Ergonomics.

3.5.1.1 Object of Study

Our object of study consists of groups of people collaboratively building a model of an existing
system or of a new design. Our sample consists of four groups of five psychology students
collaboratively building a model of their university’s campus and then updating that model to
represent their view of the campus’ future.

3.5.1.2 Treatment design

The four treatments
We are interested in two variables: tangibility and iconicity. Therefore, we have four treatment
groups, each using different representations (signs) of the same modelling language, as shown
in Table 3.8.

Modelling language
The underlying language used in this experiment is a simplified version of the IRENE language
for modelling smart cities [140], adapted to include elements specific to university campuses.
The IRENE language is designed to be used in stakeholder workshops and is therefore intended
to be usable by nontechnical domain experts.

Tasks
After filling in a demographics questionnaire6, participants were randomly allocated to one
of four groups. Each group was taken to a separate room and given one of the four toolsets
described in Table 3.8, accompanied by a document describing the semantics and syntax of
each modelling element. These textual descriptions were identical for all groups.

The groups were then asked to familiarize themselves with the toolset and the descriptions,
requesting clarifications if needed (Task 0).

Once each group declared that they understood the language, they were given their first
modelling task: to build a model of the current campus, as accurately and completely as
possible using the tools provided (Task 1). The groups could take as long as they like to build
the model, after which participants received individual questionnaires7.

Each group then received a second modelling task: to change the model they just con-
structed, by adding or removing elements based on how they think the campus should look

6 The questionnaires are available in full: https://surfdrive.surf.nl/files/index.php/s/
QzscwpSO6Xf02w0

7See footnote 6
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like in the future (Task 2). As guidance, they were given a fictional budget of one million Euro
and a list of prices for each element. Once the group declared they are satisfied with the model,
each participant received a final questionnaire8 containing the same questions as for task 1 but
with an additional question on overall enjoyment.

During the two modelling tasks (Task 1 and Task 2) the students were allowed to ask
factual questions about the campus but not about the modelling language. Each task was timed
and, in addition, the two modelling tasks were videotaped.

3.5.1.3 Measurement design

To evaluate H1, we need to measure understandability and model quality, and to evaluate
H2, we need to measure collaboration and task efficiency. In addition to these, we also
measure satisfaction, so that we measure the three components of usability as defined by
Hornbaek [141], namely quality of outcome, task efficiency and user satisfaction. Our
operationalized measurements are listed in Table 3.9 and explained below.

Language understandability is evaluated by measuring the time taken by each group
to read and declare that they understand the language, and the number of questions they
have during this time. In addition, we measured perceived language understandability and
learnability of the language, as reported in the individual questionnaires distributed after each
of the modelling tasks.

Quality of the outcome (i.e. of the resulting model) is one of the three usability factors
listed by Hornbaek [141]. It is commonly measured as: semantic quality (how well the model
represents the domain) and syntactic quality (how well the model adheres to the prescribed
syntax) [135, 136]. We operationalize semantic quality as incorrectness (buildings represented
in the model but not present on the campus)and incompleteness (buildings that are present
on the campus but not represented in the model). Syntactic quality is operationalized as the
number of syntactic mistakes. These quality measurements were performed first by two of the
authors independently and then discussed.

Task efficiency, Hornbaek’s second usability dimension, is operationalized in terms of
time taken to complete task, as well as several indicators for perceived effort [141]: perceived
difficulty and perceived time to complete task. Both are measured via questionnaires after each
modelling task.

Hornbaek’s last usability dimension is satisfaction. We measured perceived tool satisfac-
tion and perceived enjoyment via the same questionnaires.

Collaboration has to do with the relative effort each participant expended in commu-
nicating with the others and resolving differences [141]. Furthermore, higher intra-group
agreement is thought to be indicative of better collaboration in group problem-solving [142].
Therefore, we operationalize collaboration in terms of two indicators: amount of discussion
and agreement. The amount of discussion is measured by (1) annotating the video recordings
and aggregating the average number of words and turns per participant per minute for each
group as an indicator of the individual contributions to the discussion [141, 143] and (2)
by computing the coefficient of variation of words per participant as an indicator of how
evenly the discussion was spread [143, 144]. Finally, the level of perceived agreement of each
participant with their group’s result is queried via questionnaires at the end Tasks 1 and 2.

8See footnote 6
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Dependent variable Indicator Scale

Language
understandability

Effort to understand language
(Task 0)

# minutes
# questions

Perceived language understandabi-lity
(Task 1 and Task 2)

1 (Easy to understand) - 5 (Dif-
ficult to understand)

Perceived language learnability
(Task 1 and Task 2)

1 (Very easy) - 5 (Very hard)

Semantic quality
Incorrectness (Task 1) |M – D| (model elements not in

domain)
Incompleteness (Task 1) |D – M| (domain elements not

in model)
Syntactic quality Deviation from syntax (Task 1) # syntactic mistakes

Task efficiency

Time to complete task (Task 1
and Task 2)

# minutes

Perceived difficulty (Task 1 and
Task 2)

1 (Very easy) - 5 (Very difficult)

Perceived time to complete task
(Task 1 and Task 2)

1 (Very little time) - 5 (Too
long)

Satisfaction
Perceived tool satisfaction
(Task 1 and Task 2)

1 (Very satisfied) - 5 (Very un-
satisfied)

Perceived enjoyment (Task 1+2) 1 (Boring) - 5 (Fun)

Collaboration
Amount of discussion (Task 1
and Task 2)

# words per minute
# turns per minute
Coefficient of variation for
words per participant

Perceived agreement (Task 1
and Task 2)

1 (Don’t agree) - 5 (Fully
agree)

Table 3.9: Measured indicators

3.5.2 Results and Analysis
Figure 3.6 shows the models built by the students during Task 1 and Table 3.10 and Table 3.11
summarize the averaged values per group for Task 1. I omit the results of Task 2 as this task
was creative rather than descriptive in nature and therefore cannot be easily compared with
previous experiments. The complete set of measurements and observations may be examined
at https://goo.gl/RP6VM1.
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Group
type

Difficulty Time Satisfaction Learnability Agreement Understand-
ability

Enjoyment
(incl. Task
2)

TI 3.4 2.8 2.4 2.2 4.2 2 3.8
TA 3.4 3.4 3.4 2.8 3.2 3.2 4
VI 2.8 2.4 1.4 1.6 4.75 1.8 4.5
VA 3.4 2.8 2.4 2 4.6 2.2 3.6

Table 3.10: Self-reported measurements (on task 1, unless otherwise specified)

Group
type

Ques-
tions
asked

Time
(task
0)

Time
(task
1)

Turns/
min.

Words/
min.

CV
words/
part.

|M – D| |D – M| Syntactic
mis-
takes

TI 0 3 33 18 105 0.45 2 0 1
TA 0 2 55 27 88 0.27 5 4 3
VI 2 3 40 34 107 0.37 4 3 0
VA 4 9 49 26 92 0.67 6 2 0

Table 3.11: Objective measurements (on task 1, unless otherwise specified)
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Language understandability
The results show that iconicity improves understandability, and abstractness decreases it. This
agrees with our expectation in H1 and can be explained by the theory of cognitive fit. The
effect of tangibility on understandability is less clear: the two tangible groups reported lower
understandability and learnability than the corresponding iconic groups, contradictory to the
observations of Fitzmaurice [114] and Luebbe [126] that tangibility improves understandability.
One explanation might be that the subjects of this experiment - psychology students - had
little to no modelling experience and were unfamiliar with parts of the domain and therefore
benefited from the syntactical constraints built into the software tool. This suggests that to
predict the effect of tangibility on language understandability in future experiments, we may
have to include the variables experience with modelling and design and familiarity with the
domain.

The measurements also suggest an interaction between tangibility and iconicity: Tangible
iconic signs are perceived as slightly less understandable than virtual iconic signs, but tangible
abstract signs are perceived as considerably less understandable than virtual abstract signs.

Task efficiency
Iconicity sped up the modelling process, and abstractness decreased it. This agrees with the
theory of cognitive fit. Tangible modelling was perceived to be more difficult by our subjects
than virtual modelling. This contradicts observations of earlier Experiments 1 and 2, where
tangible modelling was perceived to be easier than virtual modelling [20, 25]. However, this
contradiction may be explained by the flip side of our above explanation: Experiments 1 and 2
where done with students of computer science and technical management science, who have
been trained in modelling and design, and felt more comfortable with the modeled domain,
a smart campus and an enterprise architecture, respectively. Current measurements do not
support nor rule out this explanation, and future experiments should include the variables
experience with modelling and design and familiarity with the domain to test this explanation.

Tangibility magnified the effect of iconicity on task efficiency. Tangible iconic models
were built faster than virtual iconic models, and tangible abstract models were built slower
than virtual abstract models. This interaction may explain why in Experiment 2 [20], the
tangible iconic group built models twice as fast as the virtual abstract group. The interaction
is also consistent with the observations of Zuckerman et al. [115] and of Lübbe [126] that
tangible abstract groups took longer to build a model than a virtual abstract groups.

Quality of product
While iconicity had no consistent effect on model quality, tangibility had a clear effect on
syntactic quality: All tangible models contained syntactic mistakes, but the virtual models con-
tained no syntactic mistakes. A possible explanation for this is that our modeling tool enforces
syntactic constraints, while our tangible modeling tool enforced no syntactic constraints.

In terms of semantic quality however, we could not clearly separate the effects of tagibility
and iconicity. Tangible iconic models were more complete and correct than any of the other
models, an effect observed in both Experiments 1 and 2 [20] and in this latest, third experiment.
However, tangible abstract models in this experiment had lower semantic quality than the
corresponding virtual models, whereas in Experiment 2 [25] they were slightly better. A
possible explanation of this apparent contradiction is the apparent uncertainty of the subjects
involved in Experiment 3 in the face of the freedom afforded by our tangible modelling
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Figure 3.7: Words per participant. Each bar represents a different participant.

languages, combined with their lack of knowledge about the domain. This uncertainty may be
aggravated by the preference of naive (nontechnical) users to represent systems with iconic
diagrams rather with abstract diagrams, compared with the preference of technical students
trained in modelling and design languages, to represent systems in abstract diagrams [145].

Satisfaction
Tool satisfaction was lowest for the tangible abstract group and highest for the virtual iconic
group. In Experiment 2 [25] this was the reverse. This is consistent with our proposed
explanations above that the subjects of our latest, third experiment were thrown off by freedom
afforded by our tangible modelling tools, and find it more difficult to make abstract models
than to make iconic models. Task enjoyment was highest for the virtual iconic group. This
partly contradicts previous conclusions ( [20, 115]), that tangible modelling is always more
enjoyable than virtual modelling. Task enjoyment was highest for the virtual iconic group. We
may again explain this in terms of lack of modelling experience and preference of naive users
for the guidance provided by virtual tools, and for iconic modelling tools.

Collaboration
The iconic groups spoke more (words/min) than the corresponding abstract groups, despite
similar or less turn-taking. Iconic groups also exhibited higher agreement. Tangibility
promoted more equal participation (lower CV) for groups working with abstract signs, but
slightly less equal participation in iconic groups. However, a closer analysis of the video
revealed that the tangible iconic group contained a “silent” participant (see Fig. 3.7) which
drove up the CV. A clear effect of tangibility compared to virtuality in Experiment 3 as well as
in Experiment 2 [25] is that virtuality promotes task division, while tangibility does not.

This is easily explained by the physical setup of the virtual modelling groups, which all
used a single keyboard with mouse and confirmed by the number of words per participant
(Fig. 3.7), which shows that the virtual groups were dominated by one or two participants.
Analysis of the videos showed that these were the people grabbing the keyboard and/or mouse.
Iconicity resulted in more perceived agreement than in abstract models. This effect is slight
for virtual models, but is large for tangible models. So tangibility is also a magnifier for this
effect for iconic models.
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3.5.3 Discussion
The positive effect of iconicity on understandability can be explained by the theory of cognitive
fit. Improved understandability, in turn, explains higher modelling speed and higher agreement,
assuming that modelers have similar conceptual models of the domain.

Tangibility magnifies these effects because tangible signs are graspable, allowing modelers
to use their spatial reasoning skills [114]. This is in line with the cognitive theory of grounded
conceptual knowledge [146]. In this view, human cognition does not initially (and primarily)
develop by formal instruction, but by the interactions between perception and action with
which the human child explores its environment. Then, and in later life, repeated forms of
these interactions result in the neural brain patterns on which conceptual knowledge, as used
in language and reasoning, is based [147]. Combining graspability and iconicity would more
easily reactivate these patterns, and hence the concepts they represent, thereby contributing to
an increased and faster understanding.

In addition, all participants have equal access to tangible signs, and this can speed up
modeling. However, this effect is moderated by other variables, such as whether the modelers
are familiar with the domain, and may even be influenced by their personality - eg. willingness
and ability to participate actively in a group - or higher order cognitive processes - such as
relational reasoning and abstraction [121].

Note that these explanations hold even though the subjects Experiment 3 perceived tangible
modelling as harder than virtual modelling. The increased freedom of tangible modelling made
them feel uncertain. Combined with the natural tendency of humans to adapt the linguistic
structure they use to describe something based on the context and their situational goal [148],
this can lead to more syntactical mistakes in tangible models. Still, even though they claimed to
have no familiarity with the domain, the models of the iconic tangible group were semantically
complete and contained the least mistakes of the four experimental groups.

3.5.4 Conclusions of Experiment 3
We conclude that our experiments provide support for H1 (Iconicity improves understand-
ability), but that only provide partial support for H2 (Tangibility improves collaboration).
Instead, iconicity turned out to improve group discussion and perceived agreement, which are
indicators for collaboration. Tangibility mostly amplifies these effects of iconicity, but also
supports more equal participation of group members than is possible with virtual models using
a single mouse-and-keyboard setup.

In addition, we found that modeling experience of participants, familiarity with the domain,
and personality of the participants moderate these effects. Future studies should control for
these variables.

The constructs outlined in this chapter and the relationships between them highlighted by
hypotheses H1 and H2, together with observations of previous experiments provide support
for constructing and updating theories related to group modelling of complex systems.

3.6 Validity

Or sample sizes were small and not randomly selected. Therefore, I could not meaningfully
use statistical inference so the reasoning was case-based. Specifically, I tried to explain
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the results of a series of experiments in terms of existing theories in a process of analytical
induction [110, 149], as explained in Sect. 3.2. As indicated at length by Znaniecki [150],
who coined the term “analytical induction”, this has been a common pattern of reasoning
in the experimental physical sciences. In this process, the researcher defines a class of
phenomena, studies cases in which this phenomenon occurs, and provides explanations of the
observations, relating these explanations to existing theory. This process is repeated, where
each the researcher may select cases where he or she expects the theory to be confirmed or
disconfirmed. Based on the observations done in a case, existing theory may be refined to
account for all of the cases observed so far. What is new in our approach is that our cases are
not observational but experimental.

The major threat to internal validity is that the differences between groups that we have
observed are too small to infer causality. Despite this being also true for Experiments 1 and
2 [20, 25], all three experiments have identified differences that point consistently in the same
direction, and that can be explained in terms of existing theories such as that of cognitive fit
and grounded conceptual knowledge. This does not definitively prove our explanations, but
it does increase their internal validity. To provide more support for our explanations of the
phenomena, more experiments need to be performed and interpreted in an ongoing process of
analytical induction.

External validity is the support for our generalization to a wider population of stakeholders
who collaboratively make models of a domain. We, therefore, provide interpretations in terms
of general cognitive theories which can be assumed to be valid for students and non-students
alike.

3.7 Conclusions and future work

In Experiment 1 [20] two groups of modelling novices built models of the physical layout
and IT architecture of a university campus using tangible iconic signs or virtual abstract signs,
respectively. The tangible iconic group built a model twice as fast as the virtual abstract group,
with a quality twice as good. Tool satisfaction was higher for the tangible iconic group as well.

In Experiment 2 [25], eight groups of modelling novices collaboratively constructed
enterprise models using either tangible abstract signs or virtual abstract signs. Again, the
tangible groups produced a model of higher quality. In both Experiments 1 and 2, the virtual
groups divided tasks among themselves, whereas in the tangible groups all participants had
the same task, indicating a higher amount of collaboration in the tangible groups. However,
agreement about the model was only slightly higher for the tangible group in Experiment 1
and slightly lower for the tangible group in Experiment 2.

In Experiment 3 tangibility promoted equal participation, and iconicity had a beneficial
impact on understandability, modelling speed and model quality. Tangibility magnified the
effects of iconicity.

Overall, the three experiments provide evidence that iconicity not only improves un-
derstandability, but also modelling speed and model quality and that tangibility promotes
collaboration, by facilitating uniform participation of all group members. The experiments also
provide preliminary evidence that tangibility magnifies the positive effects of iconicity as well
as the negative effects of abstractness on understandability, modelling speed and model quality.
These effects appear to be more pronounced in individuals with a technical background, but
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this should be substantiated in further research.
An open issue that we have not investigated is how to facilitate entering a tangible iconic

model in a computer, once it has been built by a group of stakeholders. Luebbe [126] did this
for tangible abstract models by camera, but for tangible iconic models, intelligent tangible
signs on a smart tabletop may be a more feasible option. Another issue for future research is
that complex, socio-technical systems consist of physical, social and virtual elements, not all of
which can be represented in an iconic way. In these cases, models will likely consist of iconic
as well as abstract signs, and the issues we have observed with abstract signs manipulated by
nontechnical experts come into play.
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Argumentation modelling





4
Argumentation based risk assessment

Based on Argumentation-Based Security Requirements Elicitation: The Next Round [23]

In this chapter I present results from my search for a scalable argumentation-based information
security RA method. I start from previous work on both “heavy-weight” formal argumentation
frameworks and “light-weight” informal argument structuring and try to find a middle ground.
An initial prototype using spreadsheets is validated and iteratively improved via several case
studies. Challenges such as scalability, quantify-ability, ease of use, and relation to existing
work in parallel fields are discussed. Finally, I explore the scope and applicability of the
approach with regard to various classes of Information Systems while also drawing more
general conclusions on the role of argumentation in security.

4
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4.1 Introduction

Eliminating all risks pertaining to the usage of an information system is impossible and risk
treatment decisions have to be selective: some risks can be mitigated in several ways while
others will have to be accepted. The ability to trace back previous decisions is important if
they have to be defended or revised, or if a new risk assessment needs to be performed. Firstly,
the decision maker may have to justify risk mitigation decisions made earlier, for instance in
the case of a successful attack [151] or to satisfy the “reasonable security” requirements of
regulators [152]. Second, the ever-changing IT landscape forces decision makers to frequently
revisit decisions pertaining to their information systems. In fact, the new European GDPR
(General Data Protection directive) explicitly requires data controllers and processors to ensure
“ongoing” confidentiality, integrity, availability, and resilience of processing systems and
services [153, art 32(1)(b)]. Third, related systems may face related, but not identical risks
and therefore, the ability to reuse (parts of) the arguments made for similar systems facilitates
decision making in the future [154]. By recording the argumentation behind the identified risks
and selected countermeasures, risk assessments can be re-visited when an attack takes place,
extended when new risks surface, and re-used in related products or contexts. Altogether, this
highlights a need to document decisions concerning information security and the rationale
behind them.

4.2 Related work

With respect to previous research, security arguments can be compared to safety cases [85,
86, 89], in that they summarize the reasons why, and the extent to which, a system is thought
to be acceptably secure (or safe). Several techniques for modeling security arguments exist,
some inspired from legal argumentation (Toulmin-like argumentation structures [23, 98]),
others from formal methods (deontic logic [99], defeasible logic [22]). These are described in
Sect. 2.3.3.

4.2.1 OpenArgue/OpenRISA
OpenArgue is an argumentation modeling tool featuring both a syntax editor and a graphical
editor, which comes with the ability to derive an argumentation diagram from a textual
specification [100]. OpenArgue assumes security requirements are known at the time of
analysis and focuses on identifying ways by which these requirements could be invalidated.
This means all arguments are linked to a specific security requirement. It benefits from syntax
highlighting as well as a built-in model checker which can identify formal inconsistencies in
the argumentation diagram. OpenArgue has a simplified Toulmin intra-argument structure
consisting of a central claim, supported by grounds, the relevance of which is supported by
warrants. However, OpenArgue allows specifying rather complex inter-argument relationships:
arguments can rebut or mitigate one or more other arguments by challenging either their
grounds or their warrants. This can lead to inter-twined graphical representations of the
argumentation model that are hard to understand. This effect is amplified by the fact that
the tool does not come with a custom editor but rather uses a generic Eclipse UML editor
and thereby poses significant usability and scalability issues. Figure 4.1 shows the the
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argumentation model of a risk assessment linked to the requirement that customer data must
remain confidential, constructed using the OpenArgue tool. The boxes are claims, and the inner
boxes are. Red arrows show rebuttal links and green arrows represent mitigation relationships.

OpenRISA is an extension of OpenArgue which can, in addition, check the argumentation
model against online knowledge bases and verify that the risks identified are valid rebuttals.

4.3 Proposed approach
The argumentation-based risk assessment proposed in this chapter is essentially an attempt to
find a middle ground between Prakken’s formal risk assessment approach [22] and the less
formal Toulmin-based approaches ( [98, 99, 155]). From the former, I keep the four types of
inter-argument relationships and overall structure of an argumentation game but strip away
most of the logical formalism that was part of the ASPIC framework Prakken’s approach was
based on. From the latter, I use the intra-argument structure, slightly simplified in order to
mitigate complexity.

A major distinction from all previous approaches is the use of a tabular format as both
input and storage of arguments where these are entered from top to bottom as they are
introduced along the game (see Table 4.1). Unlike Prakken [22], the proposed approach does
not differentiate between different types of counter-arguments and I assume the inference
between fact plus assumptions and the claim to be implied. Unlike Toulmin-based approaches,
the proposed approach supports four types of formally specified defeasibility relationship
between arguments that allow for semi-automated reasoning as well as the computing of
several types of reports or summaries. Furthermore, I introduce a way by which components
can be referenced so that potentially conflicting arguments can be highlighted.

The assessors alternate between playing “defenders” and “attackers”. Each “team” then
takes turns formulating arguments either for or against the security of the system. In Table 4.1,
I show a part of the risk assessment conducted during the second validation round, namely the
assessment of a Home payments system for elderly individuals. The architecture of the system
is shown in Fig. 4.2. Each row represents such a turn and describes one argument, starting
with the attackers. Attacker arguments—marked by an A in the first column—describe Risks
(in terms of possible attacks or vulnerabilities), while defender arguments describe ways to
mitigate such Risks (by introducing countermeasures, transferring or accepting them). In
Table 4.1, the first two pairs of rows describe an attack and countermeasure, respectively. The
last columns of the D (defender) rows includes an R for ‘’reduction” and a T for ‘’transfer”
which denote the type of risk decision: a risk reduction and a risk transfer. The last row
describes an attack with no countermeasure, which signifies an accepted risk. The rebuts
column shows which argument or part thereof is being challenged, the IN/OUT column shows
the status of the argument (defeated or undefeated).
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There is both an internal and an external argument structure:

• Internally, each argument consists of three parts: a claim, one or more assumptions
and one or more facts. Each part is given a unique ID. The facts are either physical
facts or known technical specifications of the target infrastructure. Assumptions are
important parts of the argument that the assessors are not certain of. The claim is the
core conclusion of the argument.

• Externally, there exist defeasibility relationships between arguments. That is, each
argument can rebut (i.e. attack) one or more previous arguments by invalidating the
claim itself or one of its assumptions. However, facts cannot be invalidated.

The two structures described above allow that each argument directly rebuts a part of
any previous argument. The Rebuts column in Table 4.1 points to the ID of the part being
rebutted. To represent the resulting states, I adopt part of Dung’s abstract argumentation
framework [156], in which each argument can at any moment in time be in one of two states:
IN or OUT. Once an argument is successfully rebutted (that is, the opposing team proposes
a valid counterargument), it becomes OUT, with the counterargument being IN. This can
continue recursively, applying the following rules:

• An argument is IN if all its counterarguments are OUT. IN arguments have not been
successfully defeated in the argument so far.

• An argument is OUT if it has a counterargument that is IN. OUT arguments have been
successfully defeated in the argument so far.

To test out the effectiveness and applicability of these ideas in case studies, I implemented
the method as a spreadsheet containing underlying formulas for recursively determining the
argument state, which is represented using colours (red for OUT, green for IN).

I initially assumed the following loose mapping from argument states to Risk states:

• Attacker arguments that are IN at the end of the game are accepted (retained) Risks (e.g.
the last row in Table 4.1)

• Attacker arguments that are OUT at the end of the game are Reduced, totally eliminated
(e.g. the first two rows in Table 4.1), or transferred (e.g. middle rows in Table 4.1)

A secondary functionality is relating arguments to system architecture. The risk assessors
start from the architecture of the Target of Assessment (and possibly its context) and enter
a list of architecture components (nodes or connectors in the diagram) in the spreadsheet.
Arguments are then automatically tagged with the labels of architecture components that they
refer to as they are typed. This makes it easier for the assessors to identify potential conflicts
in their statements as they are making them. Such a conflict occurs when a fact or statement
is in contradiction with a previous fact or statement or if it is impossible to realize due to a
previous statement about the same component. This labelling also helps avoid inconsistent
views about the system among the assessors.

As stated above, facts cannot be invalidated, so it is important they are mutually consistent.
Some facts may be properties of the Target of Assessment postulated by the defenders’ team.
This technique, therefore, assumes it is in the power of the risk assessors to make decisions
about the ToA architecture, and that these decisions will be implemented. For the system
developers these facts become requirements.
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4.4 Research Strategy
Based on previous work, including a survey of common Risk Assessment methods, tools and
frameworks [32], I tried to identify possible limitations of current approaches and the scope
for improvement.

To ensure utility and usability, I iteratively validated and improved the artifact via three
Case Studies. This has resulted in four iterations of the approach, each supported by spread-
sheets:

1. Reduce complexity of ASPIC-based approach of Prakken et al [22]⇒ 1st version

2. Improve the method after a Case Study of a Home Payments System with students⇒
2nd version

3. Improve the method after a Case Study of a Home Payments System with experts⇒
3rd version

4. Improve the method after a Case Study on Cloud-based Infrastructures⇒ 4th and latest
version; it is this version that is described above.

The Case Studies were chosen for their diversity and their relation to the TREsPASS
research project1, the project this research was part of. They are described in the following
sections.

4.5 Case Studies 1 and 2: The Home Payments System

4.5.1 Case Description
This case study is centered on customer privacy protection and is owned by one of the project
partners. The system consists of set-top boxes located in customer’s homes, some centralized
servers and personalized NFC-active bank cards. The set-top boxes are connected to the TV
and allow the user to perform various financial operations (including but not limited to online
banking, allocation of funds, payment of bills and online shopping) from the comfort of their
home, by using the card as a means of authentication. A basic architecture diagram is shown
in Fig. 4.2.

This case study is intentionally under-specified for two reasons: (1) the system, developed
by Consult Hyperion, is still at the prototype stage; and (2) this allows for more freedom
with regard to the design decisions that can be taken during the assessment. Thus, I am also
looking to test if the approach might be used during product design phases, where Security
Requirements elicitation is more crucial than after implementation.

4.5.2 Case-Specific Observations
This case study was performed twice: a pilot round in which the assessors were IT Security
PhD students and a second round with senior Information Security researchers. Table 4.1
shows part of one of the assessments. The following observations were made during both
sessions:

1https://www.trespass-project.eu/
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Figure 4.2: Home Payments System

Assumptions are non-exhaustive
Attacker assumptions are usually about the system and its context, while the defenders usually
make assumptions about the attacker’s profile and skills. A common problem with assumptions
is that even when asking the participants to make them explicit, there are always some that
remain hidden. Hidden assumptions cannot be explicitly attacked. This can be overcome by
stating an opposing assumption as part of the counter-argument.

Reduced Risks are not the same as eliminated Risks
Attacker arguments which are out OUT at the end of the game signify eliminated or reduced
risks (e.g. middle rows in Table 4.1). While for eliminated Risks, the attack is completely
prevented, in the case of reduced risks, although the impact or likelihood have been sufficiently
reduced, the attack itself might still be possible. To represent this, defender arguments that
only partly mitigate the Risk (to an acceptable level) are flagged “R” (i.e. reduced).

Transferred risks should be clearly marked
Transferring Risks is a treatment option available during Risk Assessments (usually accom-
plished via insurance, end-user agreements, etc.). This means that the attack is still possible
but liability for the potential negative consequences has been transferred. To support this,
arguments that transfer the consequences of a Risk are flagged “T” (i.e. transferred).

Separate teams are better.
Allowing participants to take turns playing attacker and defender leads to them already having
a counter-argument in mind when stating an argument, and thus subverts the argumentation
dynamics of the game. Separate, fixed teams do not only mitigate this, but also instil a level of
competitiveness between the two teams, resulting in better-formulated arguments.
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Figure 4.3: IaaS Cloud architecture

4.6 Case Study 3: The Cloud-Based Infrastructure

4.6.1 Case Description
Cloud-based implementations are now commonplace, with various service providers outsourc-
ing their IT infrastructure to the cloud. Such virtualized infrastructures give rise to completely
new categories of Risk, as well as new requirements with regard to identifying and mitigating
such risks. As such, in order to explore the limits of applicability of the new method, a Risk
Assessment was conducted in collaboration with IBM Research Zurich. As the target for
assessment, a generic IaaS infrastructure was imagined. An overview of this infrastructure is
shown in Fig. 4.3. It consists of two infrastructure layers:

• A physical layer, owned by the Cloud Provider. This consists of some servers, connected
to each other via an internal network, and to the Internet via an external uplink. Each
server runs a number of virtual machines belonging to the Cloud Customers which
are managed via an interface called a Hypervisor. The entire physical infrastructure
is managed by the Cloud Administrator, who can also access and manage the virtual
machines (e.g. resource allocation) via an SSH connection to the Hypervisor console.

• A virtual layer, consisting of a large number of virtual machines, networks, and databases.
Each Cloud Customer owns and controls a sub-set of virtual machines. A Customer
Administrator is usually responsible for configuring and managing these for each Cloud
Customer.

4.6.2 Case-Specific Observations
This case study was conducted with junior researchers on virtual infrastructures from IBM
Zurich. The observations listed in the first two Case studies were confirmed during the
third study. However, many new observations surfaced, mostly specific to Cloud-based
infrastructures:

4
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The introduction of a third, virtual, layer in-between the physical and logical domains,
together with the dynamic nature of this layer makes assessing Cloud-based infrastructure
a more complex undertaking compared to traditional Information Systems. When you add
to this the introduction of the cloud provider as a new stakeholder and the mixed ownership
of components across these three domains, the separation between system and context fades
away and the amount of incomplete or missing information w.r.t the infrastructure explodes.
In essence, any cloud scenario needs at least three, only partially overlapping views: the Cloud
Provider’s view, the Cloud Customer’s view, and the end-user’s view. Since there is usually
little shared knowledge across these three stakeholders, and they have different goals, not only
are there unique risks for each but even the common risks are ranked differently.

As described in Cloud Risk Assessment documents from ENISA [157] and the CSA [158],
the fact that cloud customers do not usually have any control of or information about the
physical infrastructure and resource allocation itself gives rise to a new host of vulnerabilities,
ranging from resource exhaustion to collocation exploits.

Because none of the stakeholders have the ability to directly influence the components
owned or managed by the others, countermeasures for Cloud-specific Risks are mostly imple-
mented via SLA clauses. These commonly have expiration dates and even time constraints for
implementation due to contractual periods, making them significantly different to the more
technical countermeasures the technique was designed to handle. This is because there is no
clear transfer or mitigation of the Risk. Instead, partial transfer of risk by means of such SLA
clauses is common. The way these clauses are written and how compensation is specified
determines the degree to which Risk is transferred. The proliferation of organizational entities
with heavy reliance on SLAs dictating the relationships between such entities also makes
assessments more complex, as well as making the method less applicable.

Despite the above difficulties, the participants were able to complete the Risk Assessment.
However, the results looked significantly different from those of the previous case study.
First of all, the attacker’s facts were almost always missing. The same was true for the
defender’s assumptions. The attacker’s assumptions usually implied the existence of a known
vulnerability while the claims mostly referred to relationships between Vulnerabilities and
Risks that are described in [157] and [158]. Therefore, it seems that while the method is
flexible enough to be applied to such different scenarios, it does not offer significant added
value in cases like this.

4.7 Discussion

4.7.1 Relation to Group Decision Support Systems

In each round, only one argument is described. This means the team has to agree on the
argument being presented to the other team before submitting it. This suggests a parallel
with group decisions support systems (otherwise known as group decision rooms), where a
software tool mitigates the interactions between various stakeholders in order to help achieve
a consensual opinion. Such concepts could also be applied to the approach described in this
chapter, thus increasing its (perceived) utility by providing the users with extra functionality.
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4.7.2 Relation to Design Rationale

The Security Requirements resulting from the assessment could be in the form of technical
countermeasures, but can also specify policies or more general design decisions w.r.t the target
system. Especially for systems under development or prototypes, these Security Requirements
together with the claims they support are very similar to “design rationale” in the sense that
they describe and motivate the desired properties of the system; in this case, in terms of the
risks they are preventing.

The principles of capturing “design rationale as a by-product” of other related decision-
making tasks, described in [159, Chapter 4.3] could be applied in order to evolve the approach
in this direction as well as providing a more consistent method of storing the arguments.

4.8 Validity and Scope

In order to avoid problems related to participant bias, repeated testing and maturation, com-
pletely different panels of experts were used for each of the Risk Assessment sessions. None
of the participants had seen or heard about the method before the session so as to further avoid
selection bias. Only observations that have been confirmed in at least two of the three sessions
are described in this chapter.

Furthermore, subsequent iterations produced improved effects, with the exception of the
assessment of Cloud-based infrastructure. This leads us to believe that the effects are indeed
produced by the tool, although the tool has limited applicability when dealing with (partially)
virtualized and/or outsourced infrastructures.

Improper sample selection (that is, the participants are not sufficiently similar to the
intended user population) has been mitigated by making sure that all participants in the
assessments have at least a Master’s degree in Computer Security or a related field, and are
currently actively conducting research in the field of Information Security.

4.9 Applicability

The flexible argument structure and lack of security-specific features, in theory, make the
method described in this chapter applicable - in theory - to a wide range of scenarios that
are based on brainstorming and require trace-ability. Still, when validating the approach
described in this chapter, and especially in the third case study of Sect. 4.6, some limitations
were identified. These were partly due to the significant overhead of formulating each
argument according to the template. When the statements or decisions consist of a central
claim supported by an assumption and/or fact, there is little added benefit in attempting
to decompose it any further. Such cases do not benefit from describing the defensibility
relationship between the various arguments because there is no back-and-fourth rhetorical
discourse or the argument’s inner workings are of little significance to the conclusions.

The added benefit of using argumentation is mostly visible when the architecture is known
because it allows traceability to components (further explained in Sect. 4.10). This was
observed especially in the cloud case, where Risks, and even Attacks, Vulnerabilities are
seldom described at a technical level and most countermeasures come in form of a policy or
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SLA provisions. Thus, in such cases, there is no real added value compared to simply listing
each applicable Risk and suggesting one or more countermeasures.

4.10 Conclusions and future work

This chapter described a tool-supported approach to collecting the rationale behind a risk
assessment. This also helps structure the discussion. The tool can be used on its own, or in
combination with checklists or external security consultants.

In all three case studies, most case study participants agreed that the method proposed
in this chapter is feasible, provided that the obvious limitations of spreadsheet editors are
overcome. In particular, they agreed bookkeeping is reduced compared to the ASPIC-based
approach and could be further reduced by designing a custom software tool and using such an
argumentation-based approach requires minimal training and no experience. For each session,
a 10-minute presentation was sufficient for the participants to be able to start using the method.
The average duration of each session was 2 hours.

However, one of the main findings is that, despite expectations, there does not seem to
be a deep argument game during these assessments. This is because for each identified Risk
or Attack, a suitable mitigation is found (either via a countermeasure or by transferring or
accepting the Risk). The “attacker” team can either accept the defender’s argument and move
on or try to subvert the countermeasure by describing a slightly altered attack path. However,
such an altered attack could, to all intents and purposes, also be viewed as a new round instead
of a counter-argument (or rebuttal). So each round of the game contains at most two rounds:
an attacker argument followed (optionally) by a defender counterargument.

Furthermore, the method is not affected by the presence or absence of quantitative values
of likelihood and impact of Risk. This makes us optimistic that flexible Risk Assessment
and/or Security Requirements elicitation tools, which can work with both quantitative and
qualitative values, can be developed.

Architecture diagrams need to be more or less definite and known during the Risk Assess-
ment as they provide crucial input. Furthermore, the scalability of Risk Assessment methods
and tools increases inversely with the complexity and ambiguity of architecture. This also
applies to the approach proposed in this chapter as, during the experiment, I noticed that if
information about components is missing or incomplete, participants are unable to provide
facts to support their claims, resulting in a drastic decrease in the utility of Toulmin-like
argumentation structures.

I observed that arguments, in the context of Risk Assessment and/or Security Requirements
Elicitation, take most often take the form of traceability links between the requirements,
vulnerabilities, components and attacker profiles. In this respect, they outperform the use of
checklists. However, the added overhead raises the question of what level of traceability is
necessary and sufficient and how that level can be provided without overburdening the process.
While the approach described in this chapter come closer to this desired equilibrium than
ASPIC and OpenArgue for some types of assessments, more research is required in order to
more precisely determine at what level the method’s cost is outweighed by its benefits.

As the features required go beyond what is normally achievable via spreadsheets, a
dedicated software tool would likely bring significant increases in the usability and scalability
of the approach, while potentially adding extra functionality. I discuss this in the following
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chapter. Furthermore, due to limited time, only two real-world cases were used for validating
the argumentation based risk assessment method described in this chapter. To properly assess
the potential benefits and limitations of the process, as well as its wider applicability, more case
studies need to be conducted on other cases. Finally, the relationship between the proposed
approach and current approaches in the field of design rationale and group decision support
systems, highlighted in Sect. 4.7.2 and Sect. 4.7.1 below, is worth exploring. Automated
reasoning, for instance, may extend the applicability and scope of argumentation-based risk
assessment. Other ideas and approaches from these more advanced fields could be used to
develop a dedicated argumentation-based risk assessment tool.

4





5
Collaborative risk assessment supported by

a shared argumentation model

Based on ArgueSecure: Out-of-the-box Risk Assessment [24]

Most established security risk assessment methodologies aim to produce ranked lists of risks.
But ranking requires quantification of risks, which in turn relies on data which may not be
available or estimations which might not be accurate.

As an alternative, in the previous chapter, I discussed argumentation-based risk assessment.
In this chapter, based on practitioner feedback, I introduce a second iteration of this method
accompanied by two dedicated tools: an online, collaborative web-portal and an offline version.
In the first iteration, the focus was on end result: a list of security requirements supported by
structured arguments. This second iteration uses a simplified argumentation model to promote
a participative and collaborative risk assessment process. The result is a new risk assessment
framework I call ArgueSecure, which is geared towards the collaborative construction of a
graphical risk argumentation model. It uses a tree structure which intuitively encodes argument
traces, therefore maintaining traceability of the results and providing insight into the decision
process.
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5.1 Introduction

The argumentation-based risk assessment approach described in Chapter 4 was successful at
encoding the links between components, risks, and countermeasures needed to understand the
rationale behind an information security risk assessment. However, one of its main limitations
was that it was not usable in real-time during a risk assessment session involving multiple
stakeholders.

But assessing the risks pertaining to an information system often requires the involvement
of multiple stakeholders, such as internal IT specialists, cyber-security experts, and budget-
responsibles to decide on mitigations. During brainstorming sessions, stakeholders may
collaboratively identify risks (including new and hybrid risks) [160] or discuss and agree
on security requirements [94]. Furthermore, studies show that often project teams – rather
than in-house experts or external consultants – take part in risk analysis meetings and that
qualitative approaches are generally preferred by such groups [161, 162].

In this chapter, I refine the approach of Chapter 4, with the hopes of improving its usability
in collaborative risk assessments. To this end, I propose ArgueSecure: a light-weight, flexible,
qualitative risk assessment and security requirements elicitation framework, consisting of a set
of dedicated tools and an associated method. The method employs a similar argumentation
structure to the spread-sheet approach described in the previous Chapter and takes into account
the lessons learned from the Case Studies it was applied to. The tools are designed to be
capable of capturing and encoding the key arguments put forth during a qualitative risk
assessment in real-time. These arguments serve a dual purpose. Firstly, they provide support
for the results of the assessment, whether risks or countermeasures. Second, they promote
reusability and can be used to construct a knowledge base of such risks and countermeasures.

The ArgueSecure tools come in two flavors: a Web server that can be deployed as an
intranet or Internet portal and an offline Java tool. Both tools are open source, and work
out-of-the-box with minimal configuration: the Web server is available as a deployable VM
while the Java tool is provided as a single-file portable executable with import and export
functionality. The goal of the offline version is to provide bookkeeping for risk assessment or
security requirements engineering sessions. The goal of the online version is to, in addition,
allow stakeholders and experts to engage in a risk assessment without being in the same
room and even without being available the same time while maintaining full traceability
between security requirements and risks. The development of an online version is based on the
assumption that the stakeholders whose input is required for eliciting security requirements
might not be available to participate in a dedicated session. In this chapter, we describe
the evolution of the ArgueSecure method and present our experience with developing and
evaluating these tools.

The remainder of this chapter focuses on the lessons learned in iteratively developing
and evaluating these tools and the underlying framework. Section 5.2 introduces the first
version of the dedicated ArgueSecure software tool and draws conclusions with regard its
applicability, utility, and usability; Sect. 5.3 describes how these conclusions led to a re-design
of ArgueSecure as an online portal and how this portal was again evaluated on the same
criteria; Finally, Sect. 5.4 summarizes the lessons learned throughout developing these tools
and discusses implications for practice as well as the potential for future work.
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5.2 Collaborative risk assessment with ArgueSecure offline

The first dedicated ArgueSecure tool (now ArgueSecure-offline) implemented the same
argumentation-based method as our spread-sheet based tool - described in Chapter 4 - and
was intended to be used during dedicated security requirements elicitation sessions. The
application is built to be usable in real-time during a session and the GUI is designed to work
on low-resolution screens so that it can be easily projected. However, unlike the spread-sheets
described in Chapter 4, each risk assessment (i.e. each list of risks and mitigations) now
follows, tree-like structure:

Cat : A category of risks

R1 : A risk

⚔ Claim made by an attacker about the existence of an attack path.
A An assumption of the claim.
A Another assumption of the claim.

H Claim made by a defender, that partly or completely defeats the attacker’s
claim by pointing out that an attacker’s assumption is probably, or certainly,
false.
A An assumption of the defender’s claim, e.g. about a mitigation that

already exists or that will be implemented.
⚔ Renewed claim of the attacker that bypasses the defenders’ argument.

A An assumption of this renewed claim.

R2 Another risk.

Cat : Another category of risks. [etc.]

This structure provides an visual representation of the identified risks and also shows the
relationships between risks, attacks, and mitigations. In line with previous work, each risk
is treated as its own argument game with “attackers” and “defenders” taking turns until the
risk is either accepted, reduced, eliminated or transferred [23]. Each turn consists of a single
claim which - except for the first - rebuts a previous claim. Defender’s claims can refer to
ToA1 components or architectural decisions that reduce or eliminate a risk, but can also refer
to decisions, disclaimers, or policies that transfer the risk or potential loss to another party
through a contract (e.g., a hold harmless clause) or to a professional risk bearer (e.g. to an
insurance company or to a customer). Transfer claims are marked using an arrow instead of a
shield.

The buttons and text are large enough to be visible from across the room when projected on
a large screen (see Fig. 5.1 for a screenshot). The tool is designed to be usable exclusively via
the keyboard so as to support real-time book-keeping of the session. Save/load functionality
allows assessments that span multiple sessions and even distributed assessments (by sending
the file via e-mail, for instance). Together with various exporting and reporting features, it
also supports reusability and dissemination of elicited security requirements.

1We use Target of Assessment (ToA) to refer to the software, system, or project which serves as the subject of a
risk assessment
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Figure 5.1: Screen-shot of ArgueSecure-offline

5.2.1 Deployment and usage
The application is provided as a single, self-contained executable.

Conducting an ArgueSecure RA requires little preparation. Any number of stakeholders,
domain experts and/or security experts can participate but should be split up into two teams:
attackers and defenders. The method assumes the participants possess pre-existing knowledge
of the Target of Assessment. Ideally, but not mandatory, some sort of system model or diagram
should be agreed upon by the participants. The preferred workflow is as follows:

1. Create a new category and give it a name or choose an existing category

2. Create a new risk under this category, and provide a brief name/description of it

3. Each risk starts with an attacker argument, describing an attack path or refining the risk.
Each argument consists of a claim, supported by one or more assumptions.

4. Each attacker argument may be countered by a defender argument, describing a counter-
measure mitigating the risk.

5. This back-and-forth rhetoric can continue until:

(a) The attacker team is unable or unwilling to counter the last defender argument.
This means the risk has been eliminated.

(b) The defender team is unable or unwilling to counter the last attacker argument.
This means the risk (or residual risk) has been accepted.

6. If other risks can be identified under this category, go back to step 2.

7. If a new category of risks can be identified, go back to step 1.
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At any time during the assessment, defender arguments can be visually marked as ”imple-
mented” if they describe existing risk countermeasures and/or ”transfer” if they describe a risk
transfer.

5.2.2 Validation and lessons learned
We evaluated the usability and utility of the offline tool by a pilot study, a focus group and a
case study.

5.2.2.1 Pilot study

The pilot study was carried out within the PISA2 (Personal Information Security Assistant)
project to obtain an initial overview of risks faced by employees working remotely or from
home. After instantiating an assessment with several known risks, the tool, together with this
draft assessment was sent via e-mail to various domain experts which were asked to complete
the assessment as they see fit. This was because relevant stakeholders were unavailable at the
same place at the same time (P0). Unfortunately, most e-mail servers block executable files
and many computers do not have the Java Virtual Machine installed (P1). This has significantly
hindered adoption to the point of falling back to a simple text editor. The participants who
did contribute always added new risks to the assessment, and never elicited attacker claims
rebutting previous defender claims (P2). Furthermore, assumptions were never substantiated
(P3). Essentially, the tool was used as a running list of potential risks.

5.2.2.2 Focus group

The focus group consisted of security stakeholders of a major Dutch bank and was used to
gather feedback with regard to the usability and utility of the ArgueSecure-offline tool. The
goal was to collaboratively perform an ArgueSecure risk assessment of a new home banking
authentication device. However, since planning a dedicated session with both security experts
and responsible management was not possible (P0), the assessment was conducted in two
phases: first, security experts created a list of risks and attacks; then, during a shorter meeting
with bank stakeholders, decisions were made on which countermeasures to implement and
which risks to accept. We observed that, similar to the pilot study above, renewed claims
against elicited defences were rarely introduced (P2). While the tool was generally perceived
as useful, participants also indicated that usability and scalability become issues as the depth
of the tree increases (P4). However, unlike the pilot study, we were physically present during
the meeting and therefore able to encourage participants to express their unstated assumptions.

5.2.2.3 Case study

The case study was aimed at identifying the limitations of the ArgueSecure approach when ap-
plied by two security practitioners to a fictional scenario involving ATM security. A facilitator
was present to manipulate the tool as the two brainstormed about risks and countermeasures.
We observed that despite instructions by the facilitator, the division into attacker and defender
teams was not respected, with both participants eliciting attacks as well as defences (P5).

2http://scs.ewi.utwente.nl/projects/pisa/
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After a one hour session, the participants were also asked to fill out a questionnaire about their
experience. The restrictive cardinality of the approach was highlighted as the main weakness.
Namely, the inability to (1) map multiple attacks to the same risk (P6), (2) have a risk belong
to zero or more categories (P7) and (3) state that an elicited defence mitigates several attacks
or risks (P8).

5.3 Web-based risk assessment with ArgueSecure online

Solis et al. [163], Cheng et al. [164] and Seyff et al. [165] claim that requirements engineering
is becoming more and more a collaborative effort by distributed stakeholders. We combined
this general insight in the future of RE with our experience with phenomena P0 and P1
by developing ArgueSecure-online: a distributed, web-based risk assessment and security
requirements elicitation portal with real-time collaboration functionality. Its goal is to allow
busy stakeholders to contribute to the security requirements elicitation process of a software
and/or system in a flexible manner, (thereby avoiding phenomenon P0) and without having
to download an executable (thereby avoiding phenomenon P1). The tool allows users to
collaboratively or privately build and maintain structured lists of risks and mitigations for
software and/or systems. The tool maintains the structure of the offline version, with some key
differences:

• A defence claim can no longer be rebutted as this was rarely done (P2) and posed
scalability issues (P4);

• Assumptions have been dropped as they were rarely used and commonly misused (P3);

• The separation between attackers and defenders has been dropped: any participant can
elicit either risks and attacks or defences at any time (P5);

• Each risk can now consist of multiple alternative attacks (P6);

• Top-level categories have been dropped and replaced with node-level tags to further
decrease the depth of the tree and allow filtering (P4) while permitting many-to-many
mapping of risks and even individual attacks or defences to categories (P7);

• A single defence can now mitigate several attacks (P8).

A risk assessment in ArgueSecure-online also follows a tree-like structure. Similar to the
offline version, the root node is the assessment itself, further decomposed into risks, then
attacks and finally defences. The tree is only three instead of five levels deep due to categories
becoming tags and assumptions being dropped:

Risk : a perceived weakness (such as a vulnerability) or threat (such as undesirable situation)
of the system considered by the risk assessment. A risk is associated with a single risk
assessment.

Attack : a specific attack path associated with a risk (such as a method of exploiting a
vulnerability or producing undesirable effects). An attack is associated with one
or more risks.
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Figure 5.2: Screen-shot of ArgueSecure-online

Defence : a security requirement (such as an architectural change or policy measure)
that mitigates specific attack paths. Additionally, defences may refer to the
transfer of the risk to a third-party and may be marked accordingly. A defence
is associated with one or more attacks.

Each node, independent of its level, consists of a name, accompanied by a description and
a set of optional notes.

Although a single defence may mitigate several risks thereby transforming the tree into
a cyclic graph, for visualization purposes this graph is presented as a tree: leaf nodes which
have two parents are simply duplicated. However, changes to any instance of the defence will
propagate to all other instances.

A screen-shot showing a sample risk assessment is shown in Fig. 5.2 and a demo version
can be found online at ArgueSecure.ewi.utwente.nl.

5.3.1 Deployment and usage

The ArgueSecure application is deployable both as a VM and as stand-alone web-server. The
source-code, VM images, and configuration instructions are all freely available on GitHub3.

Once deployed - locally, on an intranet or on the Internet - the application can be centrally
managed via a built-in administrator account.

Regular users can log in individually and are able to create public or private assessments,
as well as contribute to the public assessments of other users. Multiple users can contribute to
the same assessment simultaneously. Changes are visible in real-time, both as updates to the
graphical model as well as notifications. The tool also provides export functionality which
prints the assessment as a bulleted list.

3https://github.com/hitandyrun/arguesecure-online/
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5.3.2 Validation and lessons learned
We evaluated the online version by means of an observational live study and a second focus
group.

5.3.2.1 Live study

The live study was carried out entirely online, throughout the duration of REFSQ 20164

(a requirements engineering conference) [19]. Participants were provided with individual,
anonymized access credentials which they could use to log into a private deployment of the
ArgueSecure portal at any time. They were asked to imagine risks related to organizing and
participating in a conference and fill in a questionnaire evaluating the tool. They were given
no preceding instructions on how to use the tool.

Unfortunately, the questionnaire received only 6 responses. Most respondents claimed to
have some experience with risk assessment. Participants, overall, found the interface suitable
for brainstorming about risks, although some did point to more flexible alternatives such as
Freemind5 (offline mind-mapping software) and Trello6 (online project management tool).
While, on average, they rated the interface’s understandability on first use with a 3 out of 5,
after understanding the basic functionality, ease-of-use was scored with a 4 out of 5.

5.3.2.2 Focus group

During the one-hour focus group session, a total of eight information security researchers
connected to the ArgueSecure portal using various devices such as laptops, tablets, and
smartphones. Each participant contributed to the assessment individually and simultaneously,
without being given any instructions in advance. Despite several opportunities for improve-
ment, all participants rated the interface as easy or very easy to understand and easy or very
easy to use, with 4 out of 6 claiming it was very easy to perform desired tasks after only a few
minutes. Furthermore, the tree representation was generally seen as suitable for brainstorming
about risks. Finally, during the focus group, we have seen tags used to map threat agents to
risks or to categorize risks based on relevant factors for the particular application.

5.4 Conclusions and future work

Both the offline and online version of the tool, just as the earlier spreadsheet-based version,
have been used successfully in real-world risk assessments, but the online version has the
advantage of solving problems P0-P8 experienced with the offline version, and both on-line and
offline versions have the advantage with respect to the spreadsheet-based tool of ease-of-use
and of being more scalable in the number of risks.

Our experience with argumentation-based risk assessment does teach us some more general
lessons: Formalized argument structures may be present in other domains, such as in the
legal domain, analyzed by Toulmin [77], but they are not used by any of the security or other
experts with whom we did risk assessments. Assumptions were not stated, and claims once

4https://refsq.org/2016/conference-program/on-line-experiment/
5freemind.sourceforge.net
6https://trello.com
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defeated were not revisited. Warrants and backings were present, but every expert found it
a waste of time to document these in the RA as they were common knowledge. A modal
qualifier indicating the strength of the support for the claim was not given; here the shared
understanding was that no claim was supported with 100% certainty and that the degree of
certainty could not be quantified, nor was it worth the effort to estimate it. The decision to
invest in a mitigation was made on subjective, unquantified assessments of the severity of a
risk and the available budget for mitigations.

This means that an argument stored in ArgueSecure consist of a claim supported by
grounds. The grounds, in turn, are stated in terms of known vulnerabilities, the architecture of
the ToA, and assumptions about attackers’ capabilities. Our conclusion is that approaches to
argument-based security that require elaborate argument structures, such as that of Toulmin
are not usable in practice.

At the same time, the traceability between mitigations and the grounds for these mitigations
was found important by all experts. However, while assumptions can help qualify and clarify
a claim, most experts did not make these explicit. The tool cannot check for mal-formed or
incomplete arguments, but a good facilitator can help in externalizing tacit knowledge without
hampering the process.

The version of ArgueSecure described in this chapter is a result of several iterations of
development and validation. It is a derivative of the argumentation-based risk assessment
method described in Chapter 4 [23] has evolved accordingly. While this chapter is focused
on presenting the lessons learned throughout this process as well as the evolution of the
toolkit, it could be interesting to distill a formalized risk assessment method based on our
findings, ideally after conducting a larger scale observational case study with the help of the
ArgueSecure framework.
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Part IV

Value modelling





6
Quantifying business risks using value

models

Based on Using value models for business risk analysis in e-service networks [14].

Commercially provided electronic services commonly operate on top of a complex, highly-
interconnected infrastructure, which provides a multitude of entry points for attackers. Providers
of e-services also operate in dynamic, highly competitive markets, which provides fertile
ground for fraud. Before a business idea to provide commercial e-services is implemented in
practice, it should therefore be analysed on its fraud potential.

This analysis is a risk assessment process, in which risks are ordered on severity and the
unacceptable ones are mitigated. Mitigations may consist of changes in the e-service network
to reduce the attractiveness of fraud for the fraudster, or changes in coordination process steps
or IT architecture elements to make fraud harder or better detectable.

In this chapter I describe a technique for quantitative risk analysis which builds upon
e3value business value models. This allows for impact estimation as well as understanding
the attacker’s business cases. I show how the e3value ontology — with minimal extensions –
can be used to model analyse known telecommunication fraud scenarios. I(also show how the
approach can be used to quantify infrastructure risks. Based on the results, as well as feedback
from practitioners, I discuss the scope and limits of generalizability of the approach.
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6.1 Introduction

e-Services, commercial services delivered electronically [166], are of vital and increasing
importance to society. Examples are internet provision services, telephony services, email
services, on-line delivery of music or other content, e-banking, on-line booking, etc. These
services are delivered fully electronically, as opposed to many other ‘physical’ services such
as a haircut at a barber. In this chapter, I will once again use telephony services as running
examples.

The delivery of e-services is done via an Information and Communication Technology (ICT)
infrastructure. For instance, modern telephony connections are handled by a complex technical
architecture and rely on several information systems, e.g. for billing or call management.
Technical vulnerabilities in such infrastructures may cause great concern [167].

However, since e-services are commercial offerings, they have commercial vulnerabilities
in addition to technical ones. For instance, it is possible to register a telephony subscription
using the identity of someone else (e.g. by providing a false proof of identity in the subscription
process), resulting in calling for free.

These problems are exacerbated in highly competitive e-service markets such as telecom
and on-line content provision, where service providers struggle to increase their market share
by pushing new, increasingly flexible service packages with low and sometimes even negative
margins. In an effort to reduce time to market, service providers might not have the time or
resources to fully assess the potential for loss of each new service package. However, due
to the increasingly complex and interconnected nature of e-service provision, these plans
often contain loopholes which malicious customers might abuse in order to reduce their costs
or even turn a profit. Traditional heavy-weight Governance, Risk, and Compliance (GRC)
frameworks are therefore of little use to analyse fraud potential: their models are focused
on the technical layout while established methods are mostly concerned with confidentiality,
integrity and availability issues and may take days or weeks to apply [32].

Fraud scenarios are best described in terms of value flows (such as money or services) and
often disregard the underlying technical infrastructure. As such, in order to quickly estimate
the potential for loss of a given service package, as well as identify thresholds useful in drafting
“Fair-use policies” and fraud detection heuristics to limit this loss, we need a method capable
of modelling business networks. As explained in Chapter 2, the e3value ontology [168] for
exploring new e-business ideas, is very well suited for this purpose. To make e3value suitable
for risk analysis, I propose the e3fraud extension which introduces three fraud heuristics and
differentiates between “ideal” and “sub-ideal” value model. e3fraud conceptualizes risks in
a model-based way, using a business oriented terminology. This ensures that the approach
is usable by IT-oriented stakeholders, while keeping business concerns in mind. I present
examples of fraudulent behaviour in the telecom industry and show how to model and analyse
them using e3fraud. Furthermore, I show how the approach could be used to quantify the
commercial impact of IT risks.

Business value modelling frameworks such as e3value are designed to estimate the prof-
itability of an e-service package, for all actors involved. Consequently, the value-driven risk
modelling and analysis approach described in this chapter are based on the assumption that
that security risks are in the end business-related [169], as they always result in loss of money
for one or more entities. It is also worth noting that the proposed methodology explicitly
recognizes the notion of a value constellation [170]. Many e-services, in fact, are value



QUANTIFYING BUSINESS RISKS USING VALUE MODELS 89

constellations because they require multiple profit-loss responsible actors to collaborate in
order to produce value for the customer. For example, in the telephone domain, there is a
caller, a callee, one or more telecommunication companies (e.g. for transit traffic), parties for
billing and selling of prepaid cards, etc..

This remainder of this chapter is structured as follows: In Sect. 6.2 I summarize the
approach taken to produce the results presented in this chapter. In Sect. 6.4 I outline the
e3fraud approach to analyse commercial risks in networks of e-services using a case study
provided by a telecommunication operator. In Sect. 6.6 I show how the e3fraud approach
could be used to quantify known infrastructure risks. Section 6.8 tackles some of the issues
encountered by the authors.

6.2 Research methodology

The approach undertaken follows the traditional Design Cycle [110]. Partners from the telecom
industry put forth the need for an approach to conducting a lightwieght risk analysis of new
service packages before they hit the market and provided several fraud scenarios for analysis.
Investigation of these scenarios revealed that they could be commonly described solely in
terms of value exchanges amongst the actors.

Based on previous experience in creating value models and doing profitability analyses
of a value constellation, I selected the e3value framework as a starting point. The e3value
approach models a network of end users and enterprises who exchange things of economic
value with each other. However, e3value is designed for mutually beneficial value models. So
I iteratively extended the e3value ontology and toolkit so as to accommodate the scenarios in
questions (see Section 6.5.3) and provide meaningful output (see Sect. 6.5.4), respectively.

The long-term goal of this research is to facilitate automatic identification, modelling and
analysis of business risks related to e-service provision by software tool support. To this end,
I used two real-life case studies to demonstrate and validate the modelling conventions and
analysis approach. Only one of these cases is discussed in this thesis. The others are discussed
in full in D7.3.1 of the TREsPASS project [171]. For further validation, I demonstrated the
approach to a telecom provider and gathered feedback about their perception of the potential
usability and utility of the approach in practice, which I discuss in Sect. 6.7.

Most of the results shown in this chapter were produced using software tools: for the
creation of the models, I used an existing editor (see e3value.few.vu.nl) and for running
the e3fraud analysis I developed a Java extension was created.

6.3 The e3fraud ontological extension

The e3value method described in Sect. 2.3.2 assumes all actors behave as planned. In other
words, e3value models assume an ideal world, in that they represent a value constellation
with actors that only behave as assumed by the model. The reason for this assumption is
that e3value is first and foremost intended for business development; during workshops with
stakeholders it is already sufficiently difficult to understand which actors are involved, and
what they exchange of economic value with each other, without having to consider actors who
behave dishonestly. Because of this, I call e3value models ideal value models.
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(a) Ideal e3value model

(b) Non-Ideal e3fraud model

Figure 6.1: The e3fraud extension - graphical notation

Since the launch of e3value, an extension to model sub-ideal scenarios, in which not all
business actors are to be trusted, has been proposed [172]. This extension, named e3control,
introduces the concept of sub-ideal value models. In a sub-ideal value model, the reciprocity
constraint of e3value is dropped in order to be able to represent situations where one or more
value transfers do not occur (e.g. customer not paying for a product) or occur incorrectly (e.g.
paying an insufficient amount of money) [173]. However, this is insufficient to model more
complex types of fraud, such as revenue sharing fraud [14].

To this end, I introduce the e3fraud extension to e3value which allows for the construction
of value models where actors violate agreements, contracts, or the law, which I call non-ideal
value models. In e3fraud, the focus is on the how these affect the expected revenues of other
actors in the network. The e3fraud approach extends the e3value ontology with the concept
of collusion, non-occurring value transfers, and hidden value transfers. A collusion consists
of two actors that act as if they were financially independent, but which are in fact pooling
their budgets, revenues, and costs. A non-occurring value transfer is a transfer of value objects
that in the e3value model is expected to occur but does not (NB: in e3control it was also
possible for transfers to occur partially, but that is not relevant for fraud). A hidden transfer
is a transfer of value objects which are unexpected or otherwise hidden from the rest of the
value network. The latter two are represented as dotted and dashed lines, respectively, while
collusion is represented as a container surrounding each colluding actor. In Fig. 6.1, a hidden
“Commission” is paid out with every wholesale purchase, the “wholesale payment” does not
occur, and the customer is colluding with the intermediary.

6.4 The e3fraud approach to analysing business risks

The e3fraud approach takes as input an ideal business model and produces a set of sub-ideal
business models. Each sub-ideal business model represents a business risk, for which graphs
can be generated showing the loss/gain of each Risk.

The e3fraud approach consists of three steps:



QUANTIFYING BUSINESS RISKS USING VALUE MODELS 91

1. Construct the ideal business value model in e3value, showing the e-service at hand in
terms of expected economic value creation and distribution

2. Construct one or more sub-ideal models in e3fraud, showing possible fraud scenarios in
terms of economic value

3. Analyse financial feasibility and financial impact of the fraud

Steps 1 and 2 are also proposed by Kartseva et al. [173]. However, where Kartseva et al
continue with proposing solutions to possibilities to prevent committing a fraud, the e3fraud
analyses in step 3 the financial feasibility of the fraud for the fraudster, and the financial
impact of the fraud on the ToA. In other words: the attack should be profitable for the attacker;
otherwise, the attack is not financially feasible. In addition, the attack should be costly for
the ToA; otherwise, countermeasures are not financially feasible. This allows stakeholders to
assess the severity of a fraud scenario represented by the sub-ideal model and helps decision
makers choose which scenarios need to be mitigated.

Furthermore, in Kartseva models [174], sub-ideal model behaviour is represented by value
transfers that do not occur (e.g. a customer not paying for a product), or occur wrongly
(e.g. paying an insufficient amount of money). e3fraud adds the notion of hidden transfers:
fraudulent behaviour might involve value transfers that some (honest) parties do not expect or
cannot observe, but of which they later experience the financial effects. This implies that an
e3fraud model now takes the perspective of an individual enterprise or customer.

In this chapter, to demonstrate the modelling approach, sub-ideal models are constructed
manually, but in the following chapter, I will introduce tool support for automatic generation
and ranking of sub-ideal models.

6.5 Case study

6.5.1 Scenario Description

In this section, I explain the e3fraud approach by means of an easy to understand example,
from the field of telecommunication/telephony.

A simple example of fraud in the telephony sector is Revenue Share Fraud (RSF) and
involves setting up revenue sharing agreement with one provider, and a flat-rate (unlimited)
subscription with another, and then calling yourself. This triggers the payment of interconnec-
tion fees from one provider to the other, thus resulting in a transfer of economic value between
the providers. Depending on the scale of the operation and the detection capabilities of the
provider, fraudsters could pull in up to several million dollars over a weekend [175]. I define
Telecom misuse as the contracting or consumption of telecommunication services in a manner
that is not in line with the service provider’s expectations. Fraud is then any instance of misuse
as previously defined with the explicit goal of obtaining financial rewards.

6.5.2 Construction of an ideal business value model
First, I construct first an ideal business value model. Such a model shows what actors transfer
in terms of economic value if all actors behave honestly. I re-iterate the core concepts of
e3value as I go along.
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Figure 6.2: Ideal model: User A calls user B
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Figure 6.2 shows the ideal business value model for a flat-rate mobile phone subscription.
In e3value, actors are profit-and-loss responsible enterprises, non-profit organizations, or
end-users. In this specific example, the telecommunication providers (provider A and B) and
their customers (user A and B) are actors. The e3value language also has the concept of a
market segment. A market segment groups actors that assign the same economic value to
value objects and engage in the same transactions. Had I wanted to add more customers to the
model, they could have been grouped together into a single market segment. For simplicity, I
do not use the notion of market segment yet.

Actors exchange things of economic value with each other, called value objects, via
value transfers (visualized as a straight line between actors). Value objects are physical
objects or outcomes of services that are experienced by at least one actor in the model as of
economic value. In Fig. 6.2 user A obtains a monthly flat-rate subscription (“Subscription for
one month”) with Provider A and in return for this, the user pays Provider A an amount of
money on a monthly basis (“Subscription fee”). The flat-rate subscription entitles the users to
perform unlimited telephone calls to any other number. In return for presenting proof of this
subscription to the provider, the provider delivers its service, which is a telephone call.

In many cases, the caller and the callee do not have a subscription with the same provider,
but rather with two providers, in Fig. 6.2 providers A and B. So, to create a telephone
connection initiated by user A to user B, provider A has to interconnect with provider B, since
provider B is the operator user B has a subscription with. In other words, provider B delivers
an interconnection service to provider A. This service is of value to provider A, because
otherwise provider A could not create telephone connections outside its own network.

User B has his own contractual agreement with Provider B. However, this ideal model is
built from the perspective of Provider A for whom the structure of this agreement is neither
known nor observable and thus not represented. The only transaction between User B and
Provider B which Provider A can observe is the telephone call.

An e3value model shows how actors do business which each other in a contract period.
This is a period described by the contracts that describe the value transfers among actors
shown in the diagram. An important property of an e3value model is economic reciprocity.
Figure 6.2 shows various value interfaces, containing value ports, transferring value objects
(see the legend). The notion of value interface represents economic reciprocity, meaning
that all value ports transfer objects of value, or none at all. For example, when provider A
obtains interconnection from provider B, provider A will pay, as described by the contract, in
the contract period. The same holds the other way around: If provider B is paid, provider B
provides the interconnection service as described by the contract.

Finally, the e3value contains the notion of dependency paths. Such a path consists of
consumer needs, value interfaces, value transfers connection elements (visualized as straight
lines in the interior of an actor), and boundary elements1. A dependency path shows which
transfers must happen, as a result of a consumer need. It does not show when they will happen,
only that they will happen in the contract period described by the model. This is sufficient to
estimate economic profitability in the contract period.

The technical and business processes by which these transactions are implemented contain
a lot more detail and are not shown [76]. It is even possible that the coordination processes that
implement the commercial transactions implement a value transfer between actors A and B by

1A dependency path also may contain AND, OR, and explosion/implosion elements to represent dependency splits
and joins, but for explanatory purposes, these are not used in Fig. 6.2.
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means of a coordination process involving actors A, B, and C. An e3value model abstracts
from these operational details and shows commercial transactions only.

In Fig. 6.2, user A needs to make a call to User B. In exchange for the call, User A pays a
sum of money. By following the dependency path, one can see that provider A should obtain an
interconnection in order to provide the telephone call, and should pay for this interconnection.
Finally, provider B delivers a telephone call service to user B.

For now, it is important to understand that in this e3value model all transfers on a depen-
dency path are assumed to occur. In other words, the model shows what happens in reality,
only all actors behave as agreed and expected. So, actors are always paying, and services
are always provisioned. That is why I call such a model an ideal model; all actors operate
honestly.

6.5.3 Construction of Sub-Ideal Business Value Models

In real-life, actors do not always behave as agreed and expected. They can perform intentionally
or unintentionally in a different way. For example, an actor may not pay or pay a wrong
amount of money. e3fraud covers three types of misbehaviour:

1. Transfers which should happen in the ideal model, do not happen at all in reality;

2. Transfers that happen in reality are not supposed to happen in the ideal model;

3. Actors assumed to be independent in the ideal model may collude.

We construct sub-ideal value models from the point of view of the same actor, in this
example provider A, who is the ToA. A sub-ideal model represents the business value model as
intended by the fraudsters and is created by changing the ideal model to represent misbehaviour.

Figure 6.3 shows an example of revenue sharing fraud, exhibiting both types of misbe-
haviours described above, as well as collusion. Rather than two independent end-users, as
shown in Fig. 6.2, we have now a collusion between Users A and B. They could be the same
person, or several individuals working together.

In addition, the contract between User B and Provider B entitles User B to a Revenue
Share for every received. This is a common arrangement for 0900 numbers, but some regular
providers provide a fraction of the interconnection fee as an incentive. Again, since we take the
point of view of Provider A, we have no information on how User B obtained a contract with
provider B or what the structure of their agreement is. For the fraud analysis, it is sufficient to
assume such a bonus is being paid. Since this bonus is unknown to Provider A (the ToA), it is
represented using a dashed line. Note that user A only uses provider B to receive calls.

To make matters worse, in this sub-ideal scenario we assume User A does not intend to
pay his monthly fee to Provider A. As it is a non-occurring transfer with respect to the ideal
model of the ToA, the Subscription Fee value transfer is represented using a dotted line.

User A will now place as many calls as possible per month with provider B. As can be
seen by following the dependency path, the same user A also terminates the call, but with his
phone hosted by provider B. For each terminated call, user A receives a bonus. Considering
that, in addition, he also intends to default on his payment of the Subscription fee, he is in the
position to make a generous profit.



QUANTIFYING BUSINESS RISKS USING VALUE MODELS 95

Figure 6.3: Sub-ideal model: User A calls himself and earns money
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6.5.4 Financial analysis of the attack
The most important financial factors of Telecom fraud, with regard to Risk Assessment are (1)
losses incurred by the provider and (2) motivation (in terms of potential gain) of the attacker.
The former allows for estimating the impact of each type of fraud, while the latter is a critical
part in estimating the likelihood of such a scenario taking place. Computing loss and again
projections therefore provides the analyst with an indication of the likelihood and impact of a
fraud scenario. Together, likelihood and impact can be used to estimate an overall risk level
associated with each particular scenario [32].

To estimate losses or gains, we need to analyse a pair of models: an ideal model showing the
e3value model of normal usage and a sub-ideal one showing the e3fraud model of fraudulent
usage. Furthermore, in pay-per-usage environments, such as telecom, the magnitude of the
risk is dependent on the scale of usage (e.g. minutes called).

A custom software tool was developed that takes as input two models and generates
profitability graphs for each sub-ideal case(s) showing the dependency of the profitability with
regard to usage. This allows for a visual comparison of ideal vs. non-ideal business cases of
the provider as well as regular vs. fraudulent business case for the customers (and potential
fraudsters) across a given range of occurrence rates.

The two graphs in Fig. 6.4 are generated by this tool from the models shown in Fig. 6.2
and Fig. 6.3. Realistic and, where available, real, values were used to instantiate the models.
The chosen values are based on tariffs charged by Dutch Telecom providers in 2014. For
simplicity, I only show the financial result of user A and Provider A (vertical axes), relative to
the number of calls made (horizontal axis).

The financial outcome expected by the Telecom provider, in normal usage conditions, is
visible in Fig. 6.4a. Here, the user has a fixed cost, the monthly cost of the subscription. The
costs of Provider A increase with each call, due to the termination bonus paid to Provider B
for the interconnection. Operating costs are not represented here as they are unknown and
assumed to be negligible for an individual user, but could be easily included in the model. The
sub-ideal case (Fig. 6.4b) is significantly different. Besides the clear loss for the provider, the
fraudster’s financial motivation is now clearly visible.

While the value model(s) alone do not contain sufficient information to reliably elicit
procedural or technical countermeasures on its own, these financial results can be used to
discuss checks on the non-occurring transactions or infer thresholds based on break-even
points so as to mitigate the Risks.

6.6 Using the e3fraud approach to quantify technical risks
Real-world security risk assessments typically result in the identification of a list of risks that
is too long to be mitigated completely. The assessors must, therefore, prioritize the risks and
mitigate only the most “important” ones. Importance is usually estimated by factoring in
the attractiveness of a potential attack to the attacker with the amount of loss caused by the
attack. In this section, I demonstrate how the e3fraud approach could be used to complement
a Risk Assessment of the infrastructure by facilitating impact as well as the gain estimation of
individual risks, based on ranges of variables.

The alternative approach described in this Section takes as input a technical risk described
in terms of an ideal model (before the attack) and a sub-ideal model (after the attack) and
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(a) Ideal case

(b) Sub-ideal case

Figure 6.4: Profitability graphs of the RSF scenario

produces graphs showing the financial loss/gain related to the Risk.

6.6.1 Scenario Description

A Private Branch Exchange (PBX) is a telephone exchange or switching system that serves a
private organization and performs concentration of central office lines or trunks and provides
intercommunication between a large number of telephone stations in the organization [176].
By exploiting vulnerabilities in a company’s PBX, fraudsters may obtain access to one or more
of an organization’s phone numbers, which they can then use for personal, often fraudulent,
purposes. Although attacks on the phone infrastructure are not as notorious as the revenue
share fraud analysed above, reports show they are as likely to occur as an attack on the data
network [177].

There are several ways to attack a PBX. As Kuhn [178] describes, the most vulnerable is
the remote access feature. Through this feature, for example, a fraudster can create a special
mailbox which redirects him to a phone number of his choice. This number could be either a
premium-rate (0900) number owned by a criminal organisation the fraudster is part of or a

6



98 CHAPTER 6

(a) Ideal model: Employee calls User B (b) Sub-Ideal model: User B uses illicit access to PBX
to call himself

Figure 6.5: Models used to analyse the Risk of PBX hacking

number that provides the callee with a revenue share for every received call.
Another option would be to obtain possession of a telephone within the company and start

calling his number from there [179]. One way to do this is to blackmail or bribe a company
employee. In e3fraud, we abstract from the technical or social means to access a company’s
phone number, and concentrate on the business model for the attacker.

6.6.2 Construction of Ideal and Sub-ideal Business Value Models
We want to estimate the potential loss the company would face in case of unauthorized access
to its PBX, as well as the potential gain a malicious actor with such access could obtain.

To start, we create an ideal model of the value exchanges as perceived and expected by the
Target of Assessment, whose perspective we take. In this case, we take the perspective of the
Company who owns the PBX. Figure 6.5a shows the ideal model: Employees (Company A
employee) may call through the company PBX to external Users (User B). This is the normal
usage the company expects, given honest actors.

Next, we tweak the model to show the commercial traces of the risk we want to analyse.
For example, Fig. 6.5b shows a sub-ideal model where User B is an attacker. He obtains
access to the PBX (dashed line) and exploits this (illicit) access order to make calls through a
provider that pays out a reward for every call received.

It is interesting to note that the value model abstracts away from the actual vulnerability
being exploited and the process by which access is gained. In order to fully describe the attack,
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a coordination model such as an attack tree is needed.
To do a financial analysis of the risk, we instantiate both models with known or realistic

values and use the e3fraud computation engine to generate profitability graphs showing the
financial result of all actors involved for both the ideal and sub-ideal case, similar to the ones
shown in Fig. 6.4.

By contrasting the financial result of Company A in the ideal model with its financial
results in the sub-ideal model, we can quantitatively estimate the impact associated with a
technical risk. Furthermore, by computing the financial result of the attacker in each sub-ideal
case, we can estimate the expected gain of each attack. It is worth noting that the costs of
setting up the attack are not taken into account and thus we cannot claim to estimate the
attack’s profitability (as costs-gain).

Using the analysis described in Sect. 6.5.4, we can produce a multitude graphs, for various
ranges of malicious calls.

Tweaking model parameters and re-running the tool also provides an efficient way of
conducting sensitivity analyses.

Because e3fraud models abstract away from the technical means of conducting an attack,
there is reason to believe e3fraud models might be re-usable, meaning the overhead of creating
such a model for each Risk would not be significant.

6.7 Focus group

The approach was also demonstrated to domain experts working for the fraud department of a
leading Telecom provider and received positive feedback. The method was generally perceived
as useful, especially for quickly assessing the financial fitness of new plans before they are
launched and estimating the impact of new types of fraud on existing plans. Furthermore, the
experts saw the profitability graphs as an expressive means of communicating risks to product
managers.

However, experts envisage several functional improvements before the e3fraud method and
toolkit would be usable in practice: the ability to model a larger variety of sub-ideal models
(such as ones containing hidden actors) and the possibility of automatically generating and
ranking sub-ideal models based on a given ideal model. Finally, a library of model patterns
was mentioned as a way to promote (re)usage.

6.7.1 Limitations

While e3fraud can be used to help reduce possibilities of fraud on the service level, as well as
to quantify some known infrastructure risks, it does not necessarily help to identify an attack
on the technical infrastructure, such as a DDOS attack. e3fraud is especially applicable in
cases where the economics of risk are of particular importance, such as for analysing fraud
that takes place at the service level rather than the technology level.

The biggest strength of e3fraud models - similar to the e3value models they build upon - is
also their biggest weakness: they abstract away from any and all procedural and architectural
information. But in some cases the order in which the transactions happen is important. For
example, its impossible to make a call with a SIM card that hasn’t been bought yet. The
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how question (critical to process models) does not concern us, but the order in which certain
transactions are executed does matter.

Even though the order of execution is not important for the business model, to discuss
countermeasures, we need to be able to reason about the coordination processes and IT
architectures that can mitigate risks. In general, transformation to or generation of any sort of
architecture or coordination model from an e3value model is not feasible [76]. There exists
previous work discussing these relationships for [180–185]. However, none of these papers are
about (in-)security or fraud and mostly assume ideal business environments. This motivates
a closer study of the relation between e3fraud models, coordination models, and enterprise
architecture which are relevant or useful in the context of Risk Assessment.

Finally, this work is still in its initial stages. As the methodology and tool have been
developed and tested on a limited number of telecom fraud scenarios, the approach is somewhat
example-driven. Thus, an obvious next step is to model and analyse a larger variety of scenarios
so as to further develop and validate the idea.

6.7.2 Generalisability

I have developed and illustrated the e3fraud approach on a number of cases from telecom
service provision. To which extent is this generalizable to other kinds of e-service provision?
At the moment I can only speculate about this, but the true test of generalizability is the
application of e3fraud to other kinds of e-service provision networks. I plan to do this in future
work. In the absence of any such empirical evidence, I analyse the features of the studied
telecom service networks that make e3value and e3fraud suitable to identify and analyse
business risks.

In the telecommunications sector, information on the technical infrastructure of com-
petitors is unobtainable, which makes e3value and e3fraud well-suited to model business
risks. Describing the money flows and their triggers is necessary and sufficient to understand
such scenarios and not only derive estimates of both impact for the provider and gain for the
fraudsters, but also identify countermeasures.

A second characteristic of the telecom sector is the importance of a short time-to-market.
The marketing department of a Telecom provider typically wants to launch new services
without delay and so any kind of initial analysis of prospective risks arising from proposed
products will need to be comprehensive enough to be meaningful and yet quick enough to be
acceptable. Once the product is launched, it will be important to identify any unacceptable
activity at the earliest opportunity, to minimise the losses associated with this. Initial evidence
shows that e3fraud offers the promise to offer efficient support in risk identification and
mitigation. To further improve this efficiency, I am currently working on automatically
generating and ranking the sub-ideal models.

Based on this brief analysis of the factors that contribute to the usability and usefulness
of e3fraud in the identification and analysis of risks of fraud in telecom service provision,
I speculate that e3fraud will be equally useful in other cases of e-service provision where
information about the technical infrastructure of competitors is unobtainable, time-to-market
of new services must be short, and losses created by instances of fraud must be kept within
acceptable bounds. I plan to do case studies that provide evidence for this speculation in future
research.
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6.8 Conclusions and future work

This chapter introduced a conceptual extension to the e3value ontology that allows using
business value models to identify and quantify risks of fraud in e-service networks, where
information about the technical infrastructure of the partners in the network is incomplete
or even absent. I’ve shown how e3fraud, a proof-of-concept extension of e3value, is able to
identify, model and analyse business risks, as well as quantify the business impact of technical
or procedural risks. It can be applied to the analysis of existing networks as well as to the
risk analysis of newly proposed ways of doing business. It can also be used to estimate the
business impact of technical attacks and helps to decide which technical attacks are worthwhile
defending against.

The approach presented in this chapter has been successfully applied to four Telecom
fraud scenarios, containing a variety of business as well as technical risks. The models were
validated with the help of the scenario owners. Results matched existing estimations and by
using real values I was able to show that at least one instance Revenue Sharing Fraud is still
possible today.

The above brings about the question of deciding when and where each type of model is
needed in order to conduct an effective Risk Assessment. Furthermore, a main topic of research
for the coming year is investigating how value models can be integrated into existing Risk
Assessment methodologies and frameworks. One option would be generating the root node of
an attack tree from an e3value model: each undesire-able transaction could be decomposed
into atomic actions needed in order to achieve it, thus forming a (sub-)attack tree. Another,
simpler option would be simply using e3value models for impact and gain estimation, leaving
the other analyses to be performed on more technical models.
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7
Automated business risk identification using

value models

Based on Automated identification and prioritization of business risks in e-service
networks [15].

Modern e-service providers rely on service innovation to stay relevant. Once a new service
package is designed, implementation-specific aspects such as value (co-)creation and cost/ben-
efit analysis are investigated. However, due to time-to-market or competitive advantage
constraints, innovative services are rarely assessed for potential risks of fraud before they are
brought to market. But these risks may result in loss of economic value for actors involved in
the e-service’s provision. In this chapter, I introduce an approach that automatically generates
and prioritizes undesirable scenarios from a business value model of the e-service, thereby
drastically reducing the time needed to conduct an assessment. I provide tool support to
generate fraud scenarios from a business model, in which actors may not perform transactions
that they committed to, perform secret transactions, or collude with other actors. The tool
can rank fraud scenarios on various criteria, such as loss to a service provider or profit to a
fraudster. I also provide examples from telecom service provision to motivate and illustrate
the utility of the tool.
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7.1 Introduction

Many services are commercial services. That is, they are of economic value to someone, and
are paid for. As a result, end users and enterprises may be tempted to commit fraud or abuse,
which I refer to as non-ideal behaviour. Such non-ideal behavior of actors involved in the
acquisition or consumption of the service can lead to undesirable losses for the provider or
undeserved gains for other actors. Examples include, but are not limited to, misusing the
service, bypassing payments and exploiting unintended interactions between services. For
example, in the field of telecom service provision, “simboxing” involves acquiring telephone
services from multiple providers and setting up a composite service that disguises international
calls as local traffic, thereby undercutting termination fees [186].

The problem is exacerbated because many services are in fact electronic services, which
are provisioned via the Internet or other digital means [166]. These electronic services are
characterized by short time-to-market (typically a few months). But these e-services are
provisioned over complex networks, that increases the opportunity for malicious actors to
commit fraud or otherwise misuse e-services [187]. Risk assessment thus becomes more
complex, and this creates a tension with the desire of marketeers to put out innovative e-
services fast. Thus, there is a need to speed up and enhance the capability of e-service risk
assessment.

Service innovation commonly consists of three phases: Service exploration, where po-
tential new or improved services are identified; Service Engineering, where one or more of
the options are explored in detail; and Service Management, which deals with implemen-
tation and continuity [188]. The Service Engineering phase carries particular importance,
as errors introduced in the early phases of service design can have significant (financial)
consequences later on [189, 190]. E-service risk assessment should, therefore, be done in
the service engineering stage. This requires quantifying the cost of misuse and designing
prevention or detection mechanisms, which in turn requires projections, usage estimates and
financial computations [191]. Doing this in a way that does not unduly slow down service
innovation requires efficient tool support.

Business risks for a provider include fraudulent violations of contracts by clients, violations
of agreements or terms of service, as well as the creation, by clients, of false expectations with
the provider with regard to usage. I define fraud as the intentional misrepresentation by a
client of his or her intentions, in order to acquire something of value from a provider. Fraud
may be legal or illegal. I call the actor performing a fraud a fraudster. In this assessment
of fraud risk, I sidestep the issue of legality but focus on the potential loss for the provider
and potential gain for the fraudster. In other words, I focus on what is observable for the
provider (his loss) and on what can be estimated about the fraudster, given a business model
(his potential gain). The potential loss is the negative impact that the risk can have on the
provider, and the potential gain for the fraudster indicates the likelihood that the fraud will be
committed.

In Chapter 6, I introduced e3fraud as a model-based approach to assessing business risks
in e-service networks [14]. The approach recognized three basic fraud operations, namely
not paying for a delivered service, performing a hidden value transfer, and colluding with
another actor; and I introduced different ways to estimate loss for a service provider and
profit for a fraudster. Non-payment breaks transactional reciprocity (and causes loss) [192],
hidden transfers can encourage misuse (by providing hidden gains) [193] and collusion allows
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exploiting unintended interactions between atomic services [194]. My goal in this chapter is to
scale up these techniques to non-trivial scenarios by automatically generating fraud scenarios
from a business value model. We will see that for realistic business models, the sheer number
of possible variations is staggering, so the ability to filter, rank and group risks so as to zoom
in on the riskiest scenarios, becomes critical. This chapter describes a scalable tool support for
generating, quantifying and ranking business risks directly from a business model of the given
service.

This approach to fraud risk assessment is constructive in the sense that we analyze the
architecture of a business model, in particular, a business model represented in e3value,
to construct possible mechanisms to commit fraud. This distinguishes it from statistical
approaches to assess fraud risk [195], which use patterns of past client behavior to assess fraud
risks in new business models. Since the new business model has by definition not contributed
to the statistical data on which this assessment is based, statistics-based fraud assessment
leaves one with unknown and un-estimated risks. Therefore, the approach proposed in this
chapter is able to discover fraud scenarios a priori, while statistical models identify fraud a
priori.

e3fraud is based on the e3value method for representing business models and allows the
generation of possible fraud mechanisms in new business models. The e3fraud tool (available
at https://github.com/danionita/e3fraud) can automatically generate misuse
scenarios based on configurable heuristics, such as collusion, non-payment and hidden pay-
ments. Furthermore, it can group and rank such scenarios on various criteria, such as loss to
a service provider or profit to a fraudster. Finally, it can help visualize the financial results
across a range of projected usage levels. I illustrate the tool using examples from telecom
service provision.

The chapter is structured as follows: Sect. 7.2 introduces the new e3tool. Sect. 7.3 describes
the application of the approach to a telecom service and showcases the results provided by the
tool. Finally, Sect. 7.4 draws some conclusions with regard to the approach, its applicability,
and future development.

7.2 The approach and its implementation

7.2.1 Starting point: the e3fraud methodology

In the previous chapter I’ve shown how an e3value model can be extended to describe fraud.
As a reminder, the resulting e3fraud models differ from the original e3value model in several
ways:

• An e3fraud model takes the point of view of one actor in the network, dubbed the
Target of Assessment or ToA and marked with a thick border. This is needed to define
the concept of hidden transactions, introduced below, and to assist with ranking the
possible fraud models according to the potential loss for the ToA (further described in
Sect. 7.2.2.2).

• Value transfers may not take place and are marked using dashed lines. In Fig. 6.3, the
“Subscription Fee” transfer does not take place.
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• Hidden transfers may occur between secondary actors, not involving the ToA and are
marked using dotted lines. The ToA cannot directly observe these hidden transactions.

• Actors might collude, which means that they pool their budgets. Collusion is usually
kept hidden for the ToA.

This means that for any e3value model, there can be derived a large number of e3fraud
models. This search space grows polynomially with the number of actors, value transactions,
and value interfaces. The e3fraud approach involves building several of these sub-ideal models
and comparing their financial outcomes to that of the ideal model in order to estimate the
potential impact of each instance of fraud or misuse [14]. Therefore, manually creating these
models and re-running the analysis is time-consuming. Furthermore, deciding which scenarios
should be mitigated implies comparing a large number of models and this cannot be done
manually. In the following section, I describe an approach to delegate the time- and resource-
intensive tasks of generation and ranking to a computer. The approach is implemented as a
Java tool, e3tool.

7.2.2 First implementation: the e3fraud tool

As a proof-of-concept, I first developed a prototype tool which incorporates the e3fraud
extension and is able to generate and sort possible sub-ideal variations of a given value model,
based on the three fraud heuristics of e3fraud. The generation tool is open-source and publicly
available at https://github.com/danionita/e3fraud. It performs three tasks:

1. Generating e3fraud models, representing various fraud scenarios;

2. Ranking the generated e3fraud models, so that the business model designer can zoom in
on the riskiest ones;

3. Computing and plotting the profit/loss of each actor across a given usage projection.

7.2.2.1 Generation

Given a valid e3value model, this prototype tool generates all combinations of possible
deviations: hidden transactions, non-occurring transactions, and collusions. As explained
in Chapter 6, these patterns can be used as the building blocks for several telecom fraud
scenarios [30]. Each valid combination is then instantiated as new sub-ideal model. A sub-
ideal model may contain any number of hidden transactions and non-occurring transactions
but only one collusion. The number of actors colluding is configurable.

Hidden transactions
are generated in three steps.

• First, identify pairs of transactioning secondary (non-ToA) actors.

• Then, for each such pair, the profit/loss resulting from the dependency path of which
this transaction is part, is computed for each actor.



AUTOMATED BUSINESS RISK IDENTIFICATION USING VALUE MODELS 107

• Finally, for the actor(s) with a positive result, a new outgoing transaction is added: the
value of this transaction is a fraction of the positive result. The reasoning behind this is
that if an actor A makes some profit off of a dependency path, A might be willing to pass
on part that profit to another actor, B, if that would motivate B to generate occurrences
of that dependency path. This models an established practice in the services industry
called Revenue Sharing [196]. By default, this share can be 1/3 or 2/3 of the profit but
this is configurable.

The generation of hidden transactions is thus bound by the number of actors and transactions
in the ideal model.

Non-occurring transactions
are created by invalidating individual monetary transfers (that is, transfers marked as type
MONEY). The restriction to monetary transfers is to limit state space explosion, but this
assumption could be dropped in the future. The user may indicate that certain MONEY
transfers will always occur by marking them as type MONEY-SECURE. This can be either
because they are initiated by the provider itself, because safeguards are in place or simply
to reduce the search space of sub-ideal models. This will prevent these transfers from being
invalidated by the generation engine. The generation of hidden transactions is thus bound by
the number of monetary transfers in the ideal model.

Collusion
takes place when two actors are acting as one: they pool their budgets and collectively bear all
expenses and profit. By colluding, actors might deceive controls and invalidate expectations by
appearing independent, but, in fact, working together against the best interests of the provider.
Therefore, only secondary actors (not the ToA) can collude. To generate collusions, pairs of
secondary actors are merged into a single actor. The number of actors allowed to part of a
colluding group is configurable. The generation of collusions is thus bound by the number of
actors in the ideal model.

7.2.2.2 Ranking

Depending on the complexity of the initial ideal model, hundreds or even thousands of models
might be generated. Many of these might not be possible due to existing controls or might be
unlikely because they are not profitable for any of the actors.

To aid with selection and prioritization of risks, the tool provides several ways of ranking
and grouping the set of generated models, described below. The prioritization is always carried
out from the perspective of a single actor (the Target of Assessment), as described below.

In terms of value creation, non-ideal behavior causes a disruption in the financial result of
the actors involved. This means that a non-ideal scenario can (1) cause a loss for the service
provider and (2) trigger an unexpected gain for one of its customers or users. As such, the
software tool allows ranking based on Loss for the ToA, Gain for the secondary actors and
Loss+Gain. The gain of a secondary actors is defined as the difference between the financial
result of a that actor in the ideal case versus the sub-ideal case.

Ranking on Loss+Gain ranks risks on negative impact for the ToA (Loss) and profitability
for the potential fraudster (Gain). This is similar to the classical definition of risk as Impact
times Likelihood of an event, except that I do not use Likelihood of the fraud but Gain to the
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Figure 7.1: Screen-shot of the e3fraud prototype tool

fraudster. I use Gain to estimate the attractiveness of a fraud to a potential fraudster. A fraud
with a higher gain for the fraudster is more attractive to the fraudster, and therefore more likely
than a fraud with a lower gain.

Furthermore, to allow for“what-if” analyses and easier navigation through the long list
of sub-ideal models, results can be grouped based on who is colluding with who. Since each
group is ranked independently, this allows investigating the riskiest way each pair or group of
actors can collude.

7.2.2.3 Visualization

The ranked list of generated non-ideal scenarios is presented by the e3fraud tool as a list of
textual descriptions. If grouping was selected, the list is nested and collapsible. This facilitates
the exploration of the state space.

When one of the non-ideal scenarios is selected, a chart showing the financial implications
of the scenarios is shown. This chart uses the occurrence interval given during generation as
the X-axis and shows the result of each actor across this interval on the Y-axis. A screen-shot
is shown in Fig. 7.1. These representations can be understood by marketeers and product
managers without having to learn e3value or e3fraud.

The results contain several useful pieces of information. Firstly, they show the loss for the
ToA across the given occurrence range, as both a plot and an average. Loss is a direct indicator
of the potential impact that each of the particular fraud risks can bring about. Secondly, the
gain experienced by all other actors in the model is also shown as both a plot and an average.
This gain can be used as a proxy for likelihood: the higher potential gain for some actor,
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the more likely it is that he will attempt that specific fraud scenario. Finally, the slope of
all the plots are estimated, which gives an indication of how the loss and gain of the fraud
scales with usage, outside the given range, and therefore how the impact and likelihood vary.
Visualizing the result as a plot also allows for easy, visual identification of break-even points
and thresholds.

7.2.3 Second implementation: The e3tool

In order to use the prototype e3fraud tool described above, the user had to first construct
a value model using the original e3value editor, then export and load them into the fraud
generation tool. Furthermore, it did not support viewing or editing the generated models.
Therefore, the approach was recently built into an integrated value modelling and analysis
tool called e3tool, available at https://github.com/danionita/e3tools in order
to streamline the fraud assessment process. The new tool shows the same ranked list of textual
descriptions of possible fraud scenarios, but for each description, e3tool also shows a preview
of the model and a table comparing the financials of each non-ideal scenario to the ideal case.
See Fig. 7.4 in the next section for a screenshot.

The new implementation also adds the ability to select multiple trusted actors and choose
which of the three fraud heuristics to be applied, and even customize them. In addition, e3tool
provides full support for multifactor sorting, where models may be sorted first based on the
highest loss, then on the highest gain, or the other way around. To mitigate search space
explosion, models with similar financial results are grouped and several filtering options are
now available. Furthermore, fraud models which are neither profitable nor cause any loss are
hidden by default.

7.3 Preliminary evaluation results

The approach has been applied to several telecom service packages known to be exploitable.
For the case study described in Sect. 6.5.1, e3tool returns the known revenue sharing fraud
model manually constructed in Sect. 6.5.3 as the highest ranked non-ideal scenario. In this
section, I use a slightly more complex case to further validate the approach: call forwarding to
other networks via post-paid subscription.

A value model depicting the call forwarding service of Provider A is shown in Fig. 7.2.
Provider A is our target-of-assessment, i.e. the entity whose risks we are assessing. User
A is a customer of Provider A. In this case, he is using a pre-paid SIM card to make calls
to some other customer of Provider A, namely User B. Since the post-paid SIM is received
upon payment, we model this purchase as [MONEY-SECURE], since it is impossible for the
payment to be bypassed. User B, in turn, has a post-paid subscription with Provider A. This
subscription involved a fixed monthly payment, plus an incremental payment based on his
usage. In this simple example, he does not initiate any calls and has set his device to forward
all received calls to User C. User C is a customer of Provider B, and therefore User B will have
to pay for the connection from his own Provider, A, to User C in the form of a forwarding fee.
Since Provider B is a separate commercial entity, we do not know his contractual structure nor
his usage pattern, so we only model the fact that User C can receive calls.

A known fraud scenario (shown in Fig. 7.3) for this case is as follows: User A initiates a
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Figure 7.2: Value model of call forwarding to other provider
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Figure 7.3: e3fraud model of fraudulent call forwarding to other provider
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Figure 7.4: Screen-shot of the e3fraud tool’s output for the value model in Fig. 7.2.

very large number of calls to User B. The calls are usually charged at a preferential rate, as the
two users are on the same network. User B, as the forwarding party will have to pay for the
call outside the network. He will receive a very large bill at the end of the month, which he
does not pay. In reality, User A commonly pays User B a small amount of money to start a
post-paid subscription using fake credentials, so that User B cannot be traced by Provider A.
Finally, User C, the end-recipient of the call would have a Revenue Sharing agreement with
Provider B, by which he receives a payout for every call that comes through. This is common
with 0900 numbers but also available with some “budget” subscriptions. For this model, we
used the following realistic values: 5 euro for the pre-paid SIM including 500 minutes of free
calls within Provider A’s network, 10 Euro for the post-paid SIM, 5 Eurocents per minute for
the forwarding charge and 3 Eurocents per minute for the interconnection fee.

By running the model in Figurescenario2 through the e3fraud tool using default settings,
we obtain the fraud scenario described above and visualized in Fig. 7.3 as the highest ranked
non-ideal scenario. Fig. 7.4 shows a screen-shot of the actual output of e3tool. The left part of
the screen describes the highest ranked risk as:
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Loss of 35 for Provider A due to:
Colluding actors “User B” and “User A” and “User C”
Non-occurring exchange Forwarding charge
Non-occurring exchange Monthly Payment
Hidden transfer of value 0.02 (out of 0.03) from “Provider B” to “User B + User
C + User A”

The bottom-right of the screen provides more details: 25 Euro is the “ideal” profit for
the ToA in the ideal case (i.e. the model provided as input to the fraud generation module).
The assumption is that this value is what the ToA would have expected to obtain given its
own estimates. However, in this scenario, the ToA will actually incur 10 Euros worth of
costs, adding up to a relative loss of 35 Euro. The reasons for this is provided in the textual
description above, but also shown in the visual preview shown in the bottom-left of the screen:
three actors (Actor A and Actors C) are colluding, User B will not pay his bill this month
(consisting of a subscription fee and several forwarding charges, and Provider B is passing
two thirds of his revenue per call to the three colluding users.

The colluding users are able to obtain a profit of 5 euros, even after deducting the costs of
the prepaid SIM. This is not much, so we might want to see whether this fraud can be scaled up.
One way to do so is by making more calls. By clicking the “Run sensitivity analysis” button
below the profitability table, the user is able to generate projections of how the non-ideal
scenario might scale. If we choose to use the occurrences of “Call” as a parameter, we obtain
a chart such as the one in Fig. 7.5 The x-axis represents the number of calls by User A and the
y-axis represents the corresponding profit and loss for the actors. The steepest upward line
is “User B + User A + User C” (the fraudsters). The next steepest upward line is “Provider
B” and the downward line is Provider A (the ToA). The graph, therefore, shows that this
particular scenario allows the two colluding actors to scale up the fraud. It also shows that, for
the provider, this fraud has the potential to cause loses which get significantly worse with the
number of minutes called. But this ignores the fact that calling more requires purchasing more
SIM cards and the fraud generation module does not allow performing sensitivity analyses
on two parameters. To overcome this, we can double-click the preview in the bottom-right
of the fraud generation modules’ window to open it in the editor. Then, we can tweak the
occurrence rates of the number of SIMs or the number of calls. We can also explore the effect
of countermeasures such as fair use policies, by limiting the number of calls.

Other damaging variations of this non-ideal scenario may be identified by scrolling further
down the list. But some of the scenarios generated may be unfeasible or even impossible, but
this has to be decided per scenario. For instance, it makes no (financial) sense for Actor A to
initiate the calls in the first place if he is in on the fraud. Furthermore, other highly ranked
risks imply a User colluding with Provider B, thus also obtaining Provider B’s legitimate
interconnection income. While collusion between user and providers is not impossible, in this
case, it is extremely unlikely. Grouping the results per collusion would help in this case to
eliminate unrealistic collusions from the analysis.

These results can help design fraud detection thresholds, identify the transaction that
require (further) procedural or technical controls or even trigger a re-design of the service in
order to eliminate or mitigate business value risks [191].
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Figure 7.5: Sensitivity analysis of the non-ideal model of Fig. 7.3

7.4 Conclusions and future work

This e3fraud approach described in this chapter provides a novel, constructive, semi-automated
method for conducting quantitative risk assessments of value models. The approach relies on
a small set of misuse patterns commonly seen in telecom fraud, that so far has been sufficient
to generate known fraud scenarios. The results highlight the potential of automating the
identification, quantification, and ranking of business risks associated with one or more service
offerings.

As noted earlier, telecom providers already have statistical means of estimating fraud [195].
But these means assume the future is like the past. Predictive models based on large data sets
of past service deliveries do not necessarily indicate what the risks of new, innovative e-service
provision arrangements are. e3fraud provides a supplementary approach that analyzes the
architecture of a service provisioning network and identifies risks that follow from the structure
of the network, by actually constructing the fraud mechanisms. This allows marketeers and
managers to identify the source of these risks and take preventive measures before the risks
materialize.

So far the approach has only been applied to cases with known fraud scenarios. Under-
standably, telecom providers are reluctant to disclose all of the fraud scenarios known to them,
and so it will be very hard for us to know whether fraud scenarios generated by the tool were
already known to them or not.

I have shown feasibility in other cases [14]. However, more real-world cases are of course
needed to confirm generalizability. To test whether the tool is able to find fraud scenarios not
known to us, I plan to collect new business models and try to identify unexpected scenarios.
To further test the generalizability of the ideas of this chapter, I intend to analyze fraud in
other kinds of e-services, outside the telecom sector. If this too results in the identification of
unknown fraud possibilities, this would confirm the power of the three basic fraud operations
used by the proposed approach. Alternatively, one can use the new scenarios to distill a more
complete set of fraud patterns and heuristics. Implementing them into the tool’s generation
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and ranking modules in a customizable way would further the flexibility and applicability of
the approach. For instance, it might be the case that in certain scenarios, higher gain does not
necessarily imply higher likelihood. Therefore, it is worth exploring alternative heuristics in
future research.

Finally, a larger search space also raises issues of resource exhaustion; care must be given
to trimming the search space and streamlining code. One way of limiting the search space
seems to be differentiating between clients and providers. Then, only clients can be assumed
to collude or attempt to bypass payments. Another way of managing the potentially very
large lists of results is filtering. Therefore, one of the main topic for improvement in the
future is integrating a filter functionality in the tool. Examples filters are: removing sub-ideal
models that do not cause a loss, removing sub-ideal models that are not profitable for any of
the actors and only showing the most profitable or costly sub-ideal model per collusion type.
Furthermore, integrating a model editor into the tool might further increase its usability: firstly,
users would need not go through the export/import process for every instance of a model and
secondly, users would be able to visualize the fraud directly on the value model.
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8
Value-driven identification of sustainability

risks using coordination models

Based on Value-driven risk analysis of coordination models [16]

Coordination processes are business processes that involve independent profit-and-loss respon-
sible business actors who collectively provide to a customer. Coordination processes are meant
to be profitable for the business actors that execute them. However, because business actors
are independent, there is also an increased risk of fraud. To compute profitability as well as
quantify the risk of fraud, we need to attach value models to coordination process models.

In this chapter, I propose guidelines for deriving a value model from any coordination
process model. Next, I show how this approach can be used to identify possibilities of fraud
offered by a coordination process, as well as quantify the financial impact of known fraud-
ulent processes. Finally, I discuss additional applications, such as identifying commercially
superfluous tasks, or missing tasks needed to achieve a financially sustainable process.

8
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8.1 Introduction

Today, electronic commercial services, are an important source of revenue for many businesses.
For instance, consider companies such as Netflix, Spotify, or Paypal. Most e-services share
two common attributes: (1) they are paid, usually by a customer and (2) they are provided
by a complex network of enterprises. As a result, these services are open to opportunities to
commit fraud. For example, a fraudulent actor may use the telephone subscription of someone
else to place expensive phone calls.

Although fraud is often performed by misusing a business or coordination processes, its
impact is actually on the business value level. Therefore, we need an instrument to analyze and
express its financial effects for all actors involved. In line with related work on value-based
fraud analysis [14, 15], we use an e3value model [68] for this purpose. Because a value model
represents what actors exchange with each other in terms of economically valuable objects
(such as products, services or information), it is fundamentally different from a process model.
Abstracting away from operational details, e3value models only show what is offered, and not
how.

Unfortunately, for many commercial services, information contained in a value model
only exists in the mind of stakeholders, but an explicitly stated model is lacking. Coordination
process models, however, often are available or can be harvested from existing coordination
and orchestration systems [197]. While several approaches can be useful for designing a
process model based on given value model, such as the ones described in [173, 184, 198–201],
to the best of the authors’ knowledge no previous work exists looks at an inverse technique.

This chapter puts forth a new set of guidelines by which an available BPMN coordination
process model can be used to derive a corresponding e3value model (Sect. 8.3). With the
resulting value model, we can use existing tools to identify and prioritize fraud and misuse
scenarios (see Sect. 8.4.1), as well as estimate the impact in terms of lost value, and potential
gain in terms of misplaced value for the actors involved (see Sect. 8.4.2). Risk assessment
could be performed directly on the coordination model. But linking the process layer to the
value layer provides a structure approach to quantifying procedural risks. As an added bonus,
it can help with rationalizing coordination models in terms of the economic value each activity
produces (see Sect. 8.5).

8.2 Related work

Value models and coordination models have different goals and thus represent different types
of information. At the same time, they are also related because they express different aspects
of the same artifact, namely a set of enterprises and customers aiming to make a profit or to
increase their economic value.

When designing a new e-business network, the designer starts with the development of a
value model, often as a result of a series of business development workshops. The primary
goal is to arrive at a shared understanding amongst the participating enterprises about what
they offer each other of economic value, without considering how these value propositions are
executed in terms of operational business processes. This allows identification of potentially
profitable e-business models from a management point of view. If a profitable e-business
network has been designed, the next step is to assess operational feasibility, which includes
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assessing and mitigating risks of fraud. This requires a coordination process model. Schuster
et al discuss the design of UMM models from e3value/REA models [199, 200]. The design
of a process model from a value model can be also based on a consideration of trust issues
[14, 173] or on the distinction between ownership and possession of value objects [184, 201].

Relating value- and process models can also be viewed as a formal consistency checking
problem [202]. Such approaches assume overlap between value models and process models,
which need to be kept consistent. For example, in e3value there is the notion of ‘actor’, which
corresponds well with the idea of ‘resource pools’ in BPMN. Considering the relation between
value and process model as a consistency checking problem is useful because it exposes hints,
which can be used to derive process models based on a given value model.

In the remainder of this chapter I consider the case where businesses are already coop-
erating, but they want to assess the business value of this cooperation, for example in order
to assess if the cooperation is still profitable, to assess the economic necessity of all parts
of the coordination process, or to assess the potential for fraud, as we do in this chapter. In
the real world, many business processes and coordination processes evolve without regular
consideration of the underlying value model, and it has been observed earlier that identification
of the value proposition of a business process is a key concern of practitioners [203].

In the next section, I show how to derive a value model from an existing process model, in
Sect. 8.4 I show how to use the resulting pair of models in fraud analysis and in Sect. 8.5 I
discuss further applications.

8.3 From coordination process model to value model

As the value model represents different information about a value web than a coordination
process model does, deriving a value model from a process model cannot be fully automated:
information needs to be added to as well as deleted from a process model. Moreover, to add
this information, value design decisions need to be made, such as which step in a process
actually adds value for which actor, how much value is added, and which dependencies exist
among economic transactions. These informal decisions - underlined in Fig. 8.2 - cannot
be automated, and which of these decisions need to be made differs per process model and
depends on the intended value model. The rest of this section elaborates on the derivation
process proposed in Fig. 8.2 and gives guidelines for these decisions.

I take the simple process of setting up a new home Internet connection which requires
network credentials as a running example. This applies to some telephony connections and/or
ADSL connections where each user is authenticated to the provider via a username and
password that are not linked to the equipment used to enable logical access to the provider’s
network (e.g. modem).

The normal (i.e. ideal, from the perspective of the provider) process by which a new
subscriber requests and receives access to the network is shown in Fig. 8.1. When a customer
places an order for a new Internet connection, it triggers the generation of new access cre-
dentials. While the user pays for the first month of service, the credentials are sent to him by
mail. A technician is scheduled a week or two later to install the necessary equipment (usually
a modem). Once the equipment is installed, the credentials can be used to obtain access to
the Internet. Note that, for simplicity and didactical reasons, I assume the provider does not
wait for the payment to be received before proceeding with setting up the connection. Since
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Figure 8.1: Ideal coordination model for setting up a new home Internet connection

Figure 8.2: Proposed derivation approach: solid boxes can be fully automated; dotted boxes require
human decisions (underlined).

modelling physical objects (such as money) as a message is only necessary if their arrival acts
as a message event or is expected as input for some activity [3, Section 5.2] I omit modelling
the payment as a cross-border message flow.

8.3.1 Mapping process elements to value elements

Several BPMN concepts do have corresponding concepts in e3value. Elements such as BPMN
pools, swimlanes, start points and flows share semantic similarities e3value actors, sub-actors,
needs and value transfers. I propose the following mapping:
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8.3.1.1 Pools to actors:

Instantiate every BPMN pool as an e3value actor and every BPMN swimlane as an e3value
sub-actor.

Running example: BPMN Swimlanes End-user and Provider are instantiated as e3value
Actors with the same name.

8.3.1.2 Start events to needs

Select the BPMN Start Event(s) that correspond(s) to consumer need(s). Instantiate as
corresponding e3value need(s), located at the same actor as the selected start event.

Running example: BPMN Start Event Need for new Internet connection becomes an
e3value Need associated with End-user.

8.3.1.3 Activities and/or flows to Value Transfers:

Per activity and per flow, state if they deliver value and to which actor. Then, create a
corresponding transfer in the value model.

Guideline: A BPMN activity maps to an e3value activity if and only if the BPMN activity
results in a potential profit. In many situations, this is not the case; many BPMN activities
are generating costs. Therefore, the mapping from BPMN activities to e3value activities is
non-trivial. To find such a mapping, the modeler should ask himself: which BPMN activities
and flows relate logically, such that together, they create a profit. Three situations are possible:

• Single activity/flow maps to a transfer

• Multiple activities/flows map to a transfer

• Activity/flow does not map to any transfer. This happens if the flow does not contribute
to a transfer of economic value.

Running example:

• BPMN activity Pay for order provides (monetary) value to the Provider. Therefore, it is
mapped to an e3value transfer of type MONEY which I name Payment.

• BPMN activities Generate credentials, Receive credentials and Install equipment, as
well as the flows connecting them to each other and to the other components of the
process model together provide (service) value to the End-user, in the form of Internet
access. Therefore, they are grouped into an e3value transfer of type SERVICE which I
name Internet access.

• BPMN activity Place order and the corresponding message flow only serve as a coordi-
nation mechanism and do not provide any value to any of the actors. Therefore, they do
not have a corresponding transfer in the value model.

The value model after this first step is shown in Fig. 8.3a.

8
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(a) After step 1 (b) After step 2

(c) After step 3 (d) After step 2

Figure 8.3: Evolution of the derived value model for setting up a new home Internet connection
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8.3.2 Enriching the value model

8.3.2.1 Group transfers:

Per actor, reciprocal transfers which always occur together should be grouped as part of
a single e3value interface.

Guideline: For each actor, two transfers he is engaged in are reciprocal (and therefore
part of the same interface) if that actor considers that the outgoing transfer provides adequate
compensation for what he offers [204]. Note that this does not have to be a on-to-one mapping:
an interface may contain any number of incoming and outgoing transfers. While BPMN does
not contain sufficient information to decide when two transfers are reciprocal, the execution
semantics of BPMN can help ruling out transfers which are not. Specifically, exclusive
gateways, event gateways and multiple start events give birth to alternative paths [205].
Depending on the conditions of the split or which start event is triggered, activities belonging
to one of the alternative paths might not be executed. Conversely, a process model with a
single start node and no OR or XOR splits will always terminate, and all activities will be
executed [206]. Two e3value transfers between the same two actors, can be grouped if and
only if all BPMN activities that were mapped to these transfers in the previous step are part of
the same path. Conversely, if any two activities required for the realization of any of the two
transfers are located on alternative paths, then the two transfers should not be part of the same
interface.

Running example: The two transfers ( Payment and Access) are reciprocal and part of the
same path and can therefore be grouped.

8.3.2.2 Add dependency paths:

Following the sequence and message flow of the original BPMN model from the start, add
corresponding dependency paths between the elements of the value model.

Guideline:Since e3value models lack procedural information such as timing, the goal
of this step is not to accurately represent the order in which the transactions take place but
rather the causal dependencies between these transaction. Therefore, care must be again given
to alternatives paths. As a guideline, map parallel gateways to AND nodes and exclusive
gateways and event-based gateways to OR nodes. e3value OR node are annotated with
fractions. These fractions should reflect the relative likelihood of the condition-events (in case
of event-based gateways) or of the conditions (in case of exclusive gateways).

Running example: we just need to connect the Need to the only transaction.

8.3.2.3 Add ends:

Add e3value ends as needed to any transactions without a connection to a dependency
path.

Running example: we are left with one transaction which has no outgoing dependency
paths so we add an end-point and connect it to this transaction.

8.3.2.4 Add value estimates:

Quantify the value being generated or transfered by the activities in the process model
and attach these values to the corresponding transfers.

8
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Figure 8.4: Highest ranked sub-ideal model generated by the e3fraud tool from the model in Fig. 8.3d

Guideline:e3value provides two ways of attaching monetary values to transfers: if the ob-
ject being transferred has the same value for both the actors involved, then this value is attached
to the transfer itself; otherwise, each individual valuation is attached to the corresponding end
of the transfer.

Running example: We add the value of the payment to the “Payment [MONEY]” transfer.
We may also add the valuation by any or both of the actors of the “Access [SERVICE]” to the
model.

The final value model is shown in Fig. 8.3d.

8.4 Applications to fraud analysis

Once we derive a value model from an ideal coordination model, we can leverage previous
work on value models in order to run various value-based analyses on it, such as fraud
assessment using e3fraud [15]. Or, if we started out with a coordination model which includes
fraudulent activities, we can do impact estimation using e3value [68].

8.4.1 Fraud assessment of an ideal coordination process

In this section, I apply the e3fraud methodology for automated identification and prioritization
of business risks in e-service networks [15] to a derived value model and discuss the implica-
tions of the results on the initial process model. The associated e3fraud tool1 can generate
possible fraudulent variations, in terms of (1) transactions that might not occur as agreed,
(2) transactions that were not expected to occur and (3) collusion, where two or more actors
thought to be independent act together against the interests of the provider. It also orders these
sub-ideal scenarios based on potential gain for the fraudster, impact for the service provider,
or both.

For instance, if we load the derived value model of the simple running example (Fig. 8.3d)
into the e3fraud tool, breaking transactionality by bypassing the only payment is – quite
obviously – identified as the most damaging scenarios. Figure 8.4 shows the corresponding

1https://github.com/danionita/e3fraud
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Figure 8.5: Manually created sub-ideal process model of setting up a new home Internet connection

e3fraud model, as generated by the e3fraud tool. The Payment transfer is marked as dashed to
highlight the fact that it does not occur.

Leveraging the decisions made during the derivation process, one can now extend the
e3fraud analysis by mapping a fraudulent scenario back to the original process model, adding
mitigations to this process model, and assessing the impact of those mitigations on the
profitability as well as the fraud risks of the value model. This too is a partly automated and
partly manual process, and could be a topic for further investigation.

8.4.2 Impact estimation of a sub-ideal coordination process

The above approach allows us to find fraud using a process model and a corresponding value
model of the ideal, non-fraudulent way of doing business. In many economic sectors, there
are however known process models of fraud. For these process models, the approach can help
estimating the economic impact of the fraud by constructing the corresponding value model of
the fraud.

For instance, a known vulnerability of the process of setting up a new Internet connection –
as described in Sect. 8.3 – involves exploiting the time delay between receiving the credentials
and the physical installation of the equipment by a technician. A BPMN model of this
fraudulent process is shown in Fig. 8.5.

By applying the proposed model transformation steps, we end up with a corresponding
value model of the fraud, as shown in Fig. 8.6. We can now evaluate this value model using
the established e3value profitability analysis ( [68]) to estimate the profit made by the fraudster
as well as the associated costs for the Internet provider. Furthermore, we can apply extensions
of e3value aimed at analyzing sub-ideal value models – such as e3control [173] – in order to
help implement preventive measures.

8
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Figure 8.6: Value model derived from the model in Fig. 8.5

8.5 Case study: the roaming service
In the previous sections I used a simple, didactic example to introduce the proposed derivation
approach and and demonstrate how it can be used to assess the potential for fraud in an
existing non-fraudulent process as well as to estimate the financial impact of a fraudulent
process. Next, I test the approach on a realistic business model obtained from a telecom
service provider in order to discuss alternative applications which were not visible in the first
example. Specifically, I investigate if we can leverage the process-to-value mapping created as
part of the derivation process to identify potential risks related to the commercial feasibility of
a coordination process. With this purpose in mind, I obtained and analyzed a coordination
model of the process of calling from abroad, also known as roaming. This is a telephony
service which involves multiple providers (both the home and the visited provider need to
collaborate to provide the service) and several payments (between providers and between
providers and the user).

The ideal process by which roaming services are provided and charged is shown in Fig. 8.7.
The process is triggered when the subscriber receives or initiated a call. Calling is a looping
activity that triggers a technical sub-process (mobile subscriber identification, network routing,
and so on). When a call is ended, a record of that call is saved. At fixed intervals, call records
are billed and these bills are sent to the respective home providers. In turn, the home provider
performs a corresponding payment and adds these costs to the subscriber’s monthly bill.

We derive a value model from the process model shown in Fig. 8.7 above by applying the
transformation steps described in Sect. 8.3.

1. Map process elements to value elements:

1.1. Pools to actors: BPMN swimlanes Subscriber (roamer), Visited TSP and Home
TSP are instantiated as e3value Actors.

1.2. Start events to needs: BPMN start event becomes an e3value Need.

1.3. Activities and flows to value transfers:
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Figure 8.7: Ideal process model - roaming service

• BPMN activity Call provides (service) value to the Subscriber / Roamer.
Therefore, it is mapped to an e3value transfer of type SERVICE which we
also name Call.

• BPMN activity Prepare the bill of TSP, as well as the event Receive the
roaming bill and the message flow connecting them together provide value to
the Home TSP (he now knows that his subscriber performed roaming calls
and can charge accordingly). Therefore, they are grouped into an e3value
transfer of type Proof of roaming which we name Bill to TSP.

• BPMN activities Prepare monthly bill, the event Receive monthly bill and
the message flow connecting them together provide value to the Subscriber
Roamer (he now knows how much he has to pay for his roaming usage).
Therefore, they are grouped into an e3value transfer of type Proof of roaming
which we name Bill to customer.

• BPMN activity Pay monthly bill provides (monetary) value to Home TSP.
Therefore, it is mapped to an e3value transfer of type MONEY which we
name Customer payment

• BPMN activity Pay the roaming costs provides (monetary) value to Visiting
TSP. Therefore, it is mapped to an e3value transfer of type MONEY which
we name TSP payment.

• BPMN activity Save call records only serves as a logging mechanism and
do not provide any immediate value to any of the actors. Therefore, these
activities do not have a corresponding transfer in the value model.

2. Enrich value model

8
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2.1. Group transfers into transactions:

• The two transfers TSP payment and Bill to TSP are reciprocal and therefore
grouped into a single transaction.

• The two transfers Customer payment and Bill to customer are reciprocal and
therefore grouped into a single transaction.

• The transfer Call has no reciprocal transfer. This unusual result is discussed
in Sect. 8.5.1 below.

2.2. Add dependency paths: Using the message flows of the BPMN model as a guide,
we add dependency paths accordingly.

2.3. Add end(s): We add an e3value End-point to the transaction without a dependency
path.

2.4. Add value estimates: We add the value of the payment to the “Customer Payment
[MONEY]” and “TSP Payment [MONEY]” transfers. We may also add the
valuation by any or both of the actors of the “Call [SERVICE]” or of the two bills
to the model.

The resulting value model is shown in Fig. 8.8. Note that the transfer Call has no reciprocal
transfer. This unusual result is discussed next.

Figure 8.8: Ideal value model - roaming service

8.5.1 Non-reciprocal transfers
In the value model shown in Fig. 8.8, obtained by applying the proposed derivation method to
the process model shown in Fig. 8.7, there is a transaction consisting of a single, non-reciprocal
transfer: the Call[SERVICE].

A non-reciprocal transfer implies that something realizing the reciprocal value transfer is
missing from the initial process model. Such duality problems in value models created with
the proposed derivation approach can have one of two causes: either (1) there is a problem
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in the process or (2) there is a problem in the model of the process. The former is indicative
of a financially unfeasible process, which means the process is either altruistic or fraudulent.
The latter means that the activities or flows realizing the reciprocal transfer are intentionally
left out (i.e. are out of scope of the model) or unintentionally omitted (as a result of improper
modelling or poor data quality). Deciding which cause applies in a certain case is important as
it might trigger a re-design of the process or an update of the model. Checking the process
model against consistency rules, such as realizability [207], local enforceability [208] and
desynchronizability [209] might help identify which of the three situations described above
we are in and why, but this is subject of further research.

In the example of Fig. 8.8, the process model is incomplete: it lacks information with
regard to what is provided by the customer whenever he wishes to make a call, namely an
identifier (commonly referred to as an IMSI2 in telecom) which acts as proof that the subscriber
has the right to perform roaming calls. This right was obtained when the SIM card was first
purchased or is included in the monthly subscription fee.

The fact that reciprocal value-producing tasks missing from the process model will result in
incomplete or incorrect value models when transformed using the proposed approach suggests
that one could also use the approach proposed in this chapter to rationalize and validate
coordination models and processes in terms of their financial sustainability.

8.5.2 Superfluous activities

Another result of the derivation of a value model from the process model in Fig. 8.7, is
that one of the tasks - namely, Save call records was not identified as being part of a value
transfer. Similarly, in Sect. 8.3.1 we did not map the Place order activity of Fig. 8.1 to a value
transfer. This indicates that these tasks do not have a commercial purpose. Therefore, from a
commercial point of view, the process can be streamlined by eliminating the task. But perhaps
from another point of view, e.g. auditing, the task may still have to be included. Whichever
the case, but observations such as these could provide a starting point for process optimization
activities.

8.6 Conclusions and future work

The derivation approach described in this chapter can be used to construct a value model from
a multi-actor BPMN process model, which in turn allows profitability analysis of the original
process model, the generation of fraudulent variations of the process model, and the analysis
of the financial effects of changes (fraudulent or not) in the process model. By starting with
a fraudulent instead of an ideal process model, it can also be used to estimate the impact of
fraud and of fraud-mitigating measures.

The derivation approach proposed is feasible: it was applied by two authors independently
to two case studies and was found to produce very similar results. Of course, further real-world
validation is needed to get a better idea as to how difficult and error-prone the derivation
process is.

2International Mobile Subscriber Identity, used to identify the user of a cellular network and is a unique identifica-
tion associated with all cellular networks. [210]
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I envision supporting the process by means of a software tool. Such a tool would implement
the algorithmic part of Fig. 8.2, and guide the user through the non-automatable decisions
he/she has to make. Another related topic which merits further investigation is whether a
similar tool could use these decisions to maintain dynamic consistency between the two
models, thereby supporting a wider range of applications, such as sensitivity analyses.

I believe that associating value models to coordination process models empowers the orga-
nization by promoting an understanding of the value creation activities inside the process and
allowing usage of value analysis tools, such as income/cost estimations and fraud assessment.



Part V

Conclusions





9
Overarching conclusions and future work

In this dissertation, I have explored a multitude of ways in which conceptual models can
strengthen, enhance and augment the risk assessment of socio-technical systems. We looked
at how tangible models can increase the efficiency and effectiveness of collaborative Target of
Assessment modelling tasks, at how argumentation models can help maintain an overview of
risks and risk mitigation decisions both during and after a risk assessment, and at how value
models can be used to quantify as well as identify risks.

In this final chapter, I summarize the lessons learned and use them to argue about the
applicability of tangible modelling, argumentation modelling, and value modelling to informa-
tion security risk assessment. I then discuss the complementarity of the proposed approaches.
Finally, I return to my original research questions, discuss to which extent I’ve answered them,
and suggest avenues for future work.

9
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9.1 Conclusions

9.1.1 Tangible modelling and its role in risk assessment

Overall, the three experiments provide evidence that iconicity not only improves understand-
ability but also modelling speed and model quality and that tangibility promotes collaboration
by facilitating uniform participation of all group members. The experiments also suggest
that tangibility magnifies the positive effects of iconicity as well as the negative effects of
abstractness on understandability, modelling speed, and model quality.

This has implications for risk assessment which rely on accurate models of the Target of
Assessment, such as those performed by (semi-)automated risk analysis tools. Consultants,
security experts, and auditors could also find value in applying tangible modelling principles
to their interaction with customers. Even generic risk assessment frameworks could integrate
collaborative tangible modelling as part of context establishment phase. Finally, the results
of the modelling experiments are also relevant to researchers looking into collaborative and
participative enterprise modelling, as well as to the broader field of conceptual modelling.

9.1.2 Argumentation modelling and its role in risk assessment

Good security is invisible and perfect security, impossible. Security arguments can show that
a system is secure to some extent by providing structured, but human-readable explanations as
to which risks were considered and how they were mitigated. This is important for a variety of
reasons, ranging from certification to compliance, and from awareness to assurance.

Unsurprisingly, most argumentation modeling tools employ a simplified version of Toul-
min’s argument structure for conceptualizing security arguments but vary in terms of either the
granularity by which they decompose the argument or in the way they represent inter-argument
structures. However, very few tools exist which address the specifics of security argumentation,
and their audience is mostly academic.

Indeed, confronting the argumentation tools discussed in Chapter 4 with practical security
arguments shows that in order to be usable, security argumentation techniques need to be
simple and reduce themselves to the essential information that needs to be present in order to
argue about (in-)security of a system or software: the links between mitigations, risks, and
system components or modules. As these links can be of type “many-to-many”, graphs are a
natural fit for representing these links.

9.1.3 Value modelling and its role in risk assessment

Value models provide an established way of modelling the co-creation of value by independent
profit-loss responsible entities. But co-creating value may bring about new vulnerabilities
stemming from the potentially falsifiable assumptions that have to be made about the behavior
of third-parties and even customers. Chapters 6 to 8 provide concrete examples of how existing
value-driven analyses can be extended to help understand and quantify the effects of such
vulnerabilities. As shown in those chapters, value models can serve as a useful tool not only
for estimating the profitability of a (new) e-business idea but – with the proposed extensions –
they can also be used for quantitative risk and sensitivity analysis.
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In their recent review of value models, Weigand and Jeewanie propose strengthening their
connection with management research (Weigand, Jeewanie, 2009) so as to leverage their
systemic perspective on how to do business (Zott, Amit, Massa, 2011), with a focus on value
creation, delivery and capture (Lambert, 2010). The conceptual addition described in Chapter 6,
the methodological addition of Chapter 7 and derivation approach of Chapter 8 moves e3value
in the direction of a (security) decision support framework, and this constitutes a strengthening
of the systematic perspective on how to do business. Partial automation of the value model-
driven risk assessment process can speed up the analysis process, while visualizations such
as charts and graphs enrich the analysis by improving understandability of its results. Being
model-driven approaches also facilitate re-use, as well as being constructionist in nature.

9.1.4 Complementarity
The techniques described in this dissertation are supplementary rather than complementary, in
that they each focus on a different aspect of risk assessment and can be used independently
of each other or in combination with other risk analysis techniques. The tangible modelling
approach of Part II focuses on obtaining a clearer picture of the Target of Assessment. The
argumentation-based techniques of Part III aim to improve the traceability of risk identification,
analysis, and mitigation. The value-driven methods of Part IV are geared towards quantifying
risks, and provides a specialized means for identifying fraud and sustainability risks.

The insights on collaborative modelling of Part II could be used to construct a model to
serve as a reference for one of the argumentation-based risk assessment techniques of Part III,
but also for other risk assessment techniques. The risk quantification and fraud identification
methods and tools of Part IV could inform and support the decisions made as part of a risk
argumentation session such as the ones proposed in Part III. While within each Part, Chapters
share a conceptual model and are often iterations of each other, there is no shared conceptual
or procedural relationship across Parts II, III, and IV. This is because each part started out
as a solution to a different problem: getting to grips with a formal ToA modeling language,
providing structure to risk assessment brainstorming meetings, and quickly estimating the risk
of fraud, respectively.

9.2 Answers to research questions
I started my doctoral research with the goal of improving information security risk assessment
in a model-driven way without unnecessary quantification. To this end, I’ve proposed several
modelling, analysis and estimation techniques all of which rely on explicit conceptual models
and are aimed at streamlining, structuring or otherwise improving the risk assessment of
modern socio-technical information systems without requiring hard-to-obtain data such as
likelihood and impact estimations. None of the approaches have been used “in the wild”,
and some remain at a proof-of-concept level. Nevertheless, the insights gathered during their
development and validation helps shed light on the three research questions I posed at the start:

RQ1 How can the effort and resources required to perform an IS risk assessment be reduced?’
In Part II, I looked at how different ways to model and represent a socio-technical system
for the purpose of risk assessment play a role in improving the process of defining
the Target of Assessment. I uncovered evidence that the iconicity of the modelling

9
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elements is correlated with the efficiency and efficacy of the modelling task, and that
tangibility amplifies these effects and increases collaboration when modelling as a group.
However, the most time- and resource-consuming part of a Risk Assessment is often
risk identification and analysis [32]. To mitigate this, one can perform a qualitative risk
assessment - such as described in Part III - or an automated risk assessment. Tangible
and iconic modelling may assist in obtaining a Target of Assessment model which is
correct and complete enough to be fed into such an automated tool.

RQ2 How can the defensibility, understandability and re-usability of risk mitigation decisions
be improved? In order to revisit risk mitigation decisions, the reasoning behind this
decision should to be available. In Part III, I showed that argumentation modelling
can be used to encode the arguments put forth during a risk assessment. Based on
my experiments it appears that for the purpose of defending mitigation decisions, as
well as informing similar decisions in the future, it is necessary to store at least two
arguments: a risk argument and a mitigation argument. The risk argument - called
an “attacker” argument in Part III - explains why the risk is pertinent to the given
system. The mitigation argument - called a “defender argument” in Part III - explains
how the proposed countermeasure addresses one or more risks. Storing only these two
arguments keeps the argumentation model at a human-readable level of complexity. A
tree structure appears to provide good understandability of such a model. In addition,
relating these arguments to a model of the Target of Assessment provides a foundation
for more formal analyses as well as for navigating (e.g. by filtering) the argumentation
model.

RQ3 How can IS risk assessments be better integrated with established enterprise processes?
In order to integrate better with existing enterprise processes, IS risk assessment can (1)
take existing enterprise models as input and (2) produce results which can be mapped
back to enterprise models or fed back into enterprise processes. In Part IV, I showed
how fraud and sustainability risk assessment can be performed based solely on existing
business process models and business value models. In addition, the results produced are
designed to inform the fraud detection and prevention processes. In Part III, I introduced
two argumentation-based risk assessment methods which are capable of modelling risk
arguments and mitigation decisions an mapping them to any kind of enterprise system
model. Qualitative, brainstorming-based risk assessment methods are often employed in
practice. Argument-modelling provides some structure to these meetings but is flexible
enough to be applied within virtually any established enterprise process.

9.3 Future work

9.3.1 Tangible modelling
Two major limitations of our tangible modelling experiments were the low sample size and
the unavailability of experts. Furthermore, there is reason to believe that confounding factors,
mostly related to the personality of the participants, have skewed the results. It is likely
that some of the positive effects are more pronounced in certain demographics and are only
significant with certain types of socio-technical modelling languages. Future work should
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therefore attempt to reproduce the experiments with larger, more diverse samples in an attempt
to replicate and refine the effects I observed. It is worth starting from modelling languages
whose concepts are easy to map to iconic graphical representation.

9.3.2 Argumentation modelling
In the words of Buckingham-Shum [211], diagramming tools differ not only in the type of
information they are able to represent but especially in regard to the trade-off they make
between expressiveness and usability. This is true also for argumentation graphs, which can
explode in size when all known risks and relevant mitigations pertaining to a real system are
added. Therefore, ensuring scalability is critical to maintaining reasonable usability. Only
some of the tools available provide ways of navigating the graph, for example by searching,
filtering or collapsing parts of the argumentation structure. We believe this topic has to be
better investigated before security argumentation modeling becomes usable in practice. To
further enhance scalability, automation and re-usability are also relevant topics not only in
security argumentation, but security in general. Future work could look therefore into ways by
which the argumentation graph can be filled in semi-automatically, for instance by recognizing
patterns, linking to knowledge bases or parsing the output of vulnerability scanners.

9.3.3 Value modelling
The proposed value-driven risk analysis approaches are easily extensible. Future work might
reveal fraud heuristics other than the three defined in e3fraud (collusion, non-occurrence and
hidden transactions), which can be added to the conceptual meta-model used by the automated
fraud generation engine. Model patterns may be developed and used as templates, thereby
increasing the usability and efficiency of the approach. Finally, integration with enterprise
systems can feed values into the value models, ensuring up-to-date valuations as well as
reducing the amount of error prone manual work.

9
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31 Yakup Koç (TUD), On the robustness of Power Grids
32 Jerome Gard (UL), Corporate Venture Management in SMEs
33 Frederik Schadd (TUD), Ontology Mapping with Auxiliary Resources
34 Victor de Graaf (UT), Gesocial Recommender Systems
35 Jungxao Xu (TUD), Affective Body Language of Humanoid Robots: Perception and Effects in Human

Robot Interaction

2016 01 Syed Saiden Abbas (RUN), Recognition of Shapes by Humans and Machines
02 Michiel Christiaan Meulendijk (UU), Optimizing medication reviews through decision support: prescrib-

ing a better pill to swallow
03 Maya Sappelli (RUN), Knowledge Work in Context: User Centered Knowledge Worker Support
04 Laurens Rietveld (VU), Publishing and Consuming Linked Data
05 Evgeny Sherkhonov (UVA), Expanded Acyclic Queries: Containment and an Application in Explaining

Missing Answers
06 Michel Wilson (TUD), Robust scheduling in an uncertain environment
07 Jeroen de Man (VU), Measuring and modeling negative emotions for virtual training
08 Matje van de Camp (TiU), A Link to the Past: Constructing Historical Social Networks from Unstructured

Data
09 Archana Nottamkandath (VU), Trusting Crowdsourced Information on Cultural Artefacts
10 George Karafotias (VUA), Parameter Control for Evolutionary Algorithms
11 Anne Schuth (UVA), Search Engines that Learn from Their Users
12 Max Knobbout (UU), Logics for Modelling and Verifying Normative Multi-Agent Systems
13 Nana Baah Gyan (VU), The Web, Speech Technologies and Rural Development in West Africa - An

ICT4D Approach
14 Ravi Khadka (UU), Revisiting Legacy Software System Modernization
15 Steffen Michels (RUN), Hybrid Probabilistic Logics - Theoretical Aspects, Algorithms and Experiments
16 Guangliang Li (UVA), Socially Intelligent Autonomous Agents that Learn from Human Reward
17 Berend Weel (VU), Towards Embodied Evolution of Robot Organisms
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“Listen, Morty, I hate to break 
it to you but what people 

call “love” is just a chemical 
reaction that compels animals 

to breed. It hits hard, Morty, 
then it slowly fades, leaving 

you stranded in a failing 
marriage. I did it. Your parents 

are gonna do it. Break the 
cycle, Morty. Rise above.  

Focus on science.”
Rick Sanchez
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