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We compare wind farm large eddy simulations with the EPFL wind tunnel measurement by Chamorro
and Port�e-Agel (Bound-Lay. Meteorol. 136, 515 (2010) and Energies 4, 1916 (2011)). We find that the near
turbine wake, up to 3 turbine diameters downstream, of a single turbine is captured better with the
actuator line method than using the actuator disk method. Further downstream the results obtained
with both models agrees very well with the experimental data, confirming findings from previous
studies. For large aligned wind farms we find that the actuator disk model predicts the wake profiles
behind turbines on the second and subsequent rows more accurately than the wake profile behind the
first turbine row. The reason is that the wake layer profile that is created at hub height in very large wind
farms is closer to the assumptions made in the actuator disk model than the logarithmic profile found in
the inflow conditions. In addition, we show that, even in relatively coarse resolution simulations, adding
the effect of the turbine nacelle and tower leads to a significant improvement in the prediction of the
near wake features at 1 and 2 diameters downstream.
© 2017 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Large eddy simulation (LES) has become a prominent tool for
performing high-fidelity numerical simulations of wind farm flows
[1,2,3]. When performing wind farm simulations with many tur-
bines, fine grid resolutions are often not affordable. Therefore,
coarse resolutions (on the order of 5e10 LES grid points across the
rotor) must be used. In this paper we compare the performance of
the actuator disk model (ADM) and the actuator line model (ALM)
on relatively coarse grids, while we also consider the influence of
modeling the nacelle and tower.

The validation of simulation codes against high fidelity experi-
mental data is an important task that has been considered in
several recent studies. Here we mention the blind tests workshops
by Krogstad et al. [4,5], and Pierella et al. [6] in which the wake
evolution behind single or two wind turbines was compared with
different simulation and modeling approaches. The WAKEBENCH
project [7] provides a comparison between different models for the
Sexbierum single wake experiment. Comparisons between wind
tunnel experiments, field experiments, and models were a focus of
. Stevens).

ier Ltd. This is an open access artic
the ENDOW [8] and UPWIND [9] projects, and the well known
MEXICO (Model Experiments in Controlled Conditions) experi-
ments [10,11]. For an overview of different wind turbine modeling
approaches we refer to the reviews by Sanderse et al. [12] and
Sørensen [1]. Comparisons of wind farm LES with field measure-
ment data can, for example, be found in Refs. [2,13,14,15,16,17,18].
Different wind farmmodeling approaches are reviewed in Ref. [19].

The blind test comparison by Krogstad et al. [4,5] and Pierella
et al. [6], in which different numerical methods are compared with
experimental measurements, showed that the lack of a tower and
nacelle in simulations results in a high velocity jet in the center of
the rotor, which is not observed in measurements. Single turbine
simulations, see for exampleMittal et al. [20] and Santoni et al. [21],
have shown that including the turbine tower and nacelle using an
immersed boundary method is important to accurately capture the
flow directly behind the wind turbine. Such a detailed approach is
not possible for large wind farms, in which the resolution is too
coarse to capture tower and nacelle using immersed boundary
method. Therefore, attempts have been made to model the tower
and nacelle with body forces. Wu and Port�e-Agel [22] and
Churchfield et al. [23] imposed a steady drag force to mimic the
tower and nacelle and showed good agreement with measurement
data, while Sarlak et al. [24] used an oscillating force with a
le under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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frequency similar to the Strouhal frequency behind the cylinder
that agree well with detailed immersed boundary method simu-
lations presented by Santoni et al. [21]. Here we follow a similar
approach by modeling the tower and nacelle using body forces and
we present a systematic comparison of actuator disk and linemodel
simulations, with and without nacelle, to show that on coarse
resolutions this approach indeed gives improved predictions for
the velocity profiles directly behind the turbine.

In this study, we validate our LES code for the simulation of a
neutral atmospheric turbulent boundary layer flow with the single
turbine and aligned wind farm measurements performed by Cha-
morro and Port�e-Agel [25,26]. These measurements have already
been used by previous authors to benchmark LES codes, see for
example the work by Wu and Port�e-Agel [3,22,27], Yang and
Sotiropolous [28], Yang et al. [29], and Xie and Archer [30]. In an
earlier study we used the Chamorro and Port�e-Agel measurements
[25,26] to compare ALM simulations with the single turbine case in
order to study the effect of spatial filtering on the results in rela-
tively coarse LES [31]. Here we focus on a comparison for the wind
farm case [26], while we have now also added results obtained
using the ADM for comparison. In section 2 we first introduce the
LES approach before providing a detailed discussion on how the
concurrent precursor method [32] can be used to reproduce the
inflow conditions in the experiment. Subsequently, we introduce
the ADM and ALM used to represent the model turbines in our
simulation, and address how the turbine nacelle and tower can be
included in relatively coarse resolution simulations. In section 3 we
discuss the simulation results obtained with the ADM and ALM in
comparison to the experimental wind tunnel measurements, and in
section 4 we finish with the paper conclusions.

2. Method

We use a LES code that solves the filtered incompressible
Navier-Stokes equations using a pseudo-spectral discretization in
the horizontal directions and a centered second-order finite dif-
ferencing scheme in the vertical direction [33,34,35]. In our simu-
lations we use the scale-dependent Lagrangian subgrid model [36].
Coriolis and thermal effects are not specifically included, an
approach also used in previous studies such as [22,37,38,39]. A
second-order accurate Adams-Bashforth scheme is used for the
time integration. Due to the very large Reynolds numbers consid-
ered here we parameterize the bottom surface by using a classic
wall stress boundary condition [36,40]. This boundary condition
relates the wall stress to the velocity at the first grid point using the
standard logarithmic similarity law [33]. For the top boundary we
use a zero vertical velocity and zero shear stress boundary condi-
tion so that the flow studied corresponds effectively to a ‘half-
channel flow’ with an impermeable centerline boundary. The flow
is driven by an applied pressure gradient in the x-direction, which
in equilibrium determines the wall stress u2* and the velocity scale
u* used to normalize the results of the simulations, together with
the domain height H used to normalize length scales. In the
remainder of this section we will first address how the inflow
conditions obtained in the EPFL experiments can be reproduced in
our LES before we discuss the ADM and ALM, and the modeling of
the nacelle and tower.

The inflow condition is generated with the concurrent precursor
method described in Ref. [32]. In this method the computational
domain in the streamwise direction is divided in two sections. In
the first section a neutral turbulent atmospheric boundary layer is
simulated in a periodic domain using a pressure gradient forcing.
Each time step the flow field from this simulation is used to provide
the inflow condition for a second section in which the wind farm is
placed. In the wind farm section, which is periodic due to the use of
spectral methods in the horizontal directions, a long fringe region
at the end of the computational section is used to make sure that
there is a smooth transition from the flow formed behind the wind
farm towards the applied inflow condition. In atmospheric
boundary layer simulations a pronounced pattern of high and low
velocity speed streaks is formed. We found that these streaks in-
fluence the results, especially for this case in which very local
profiles are compared. To reduce this effect we average the results
over very long times (up to 100 to 200 flow-through times) and
very slowly shift the entire flow in the inflow generating domain in
the spanwise direction to get well converged (streak independent)
results. We note that this method is essentially an automated
sequence of “individual” long simulations in which the position of
the streaks is shifted with respect to the turbine location to get
better statistics (see Munters et al. [41] for a more explicit shifted
inflow method).

According to Wu and Port�e-Agel [3,22] the roughness height in
the wind tunnel experiments [25,42] is 0.03 mm and they report a
boundary layer depth of about 0.45 m for the single turbine case
and about 0.675 m for the wind farm case. The turbines used in the
experiment have a diameter D ¼ 0.15 m and the hub height zh of
0.125 m. To match the inflow conditions from the experiments we
set the domain height H in our simulations equal to the reported
boundary layer depth d, i.e. 3D for the single turbine case and 4.5D
for the wind farm case. This defines the ground roughness height
z0,lo, which is z0,lo∕H ¼ 6.667 � 10�5 for the single turbine case and
z0,lo∕H ¼ 4.444 � 10�5 for the wind farm case. Fig. 1 shows a sketch
of the simulation configuration and Fig. 2 the LES and experimental
inflow profiles measured 1D in front of the first turbine row. Fig. 2
shows that the LES data capture the experimental profiles quite
accurately.

To show how the roughness height z0,lo and boundary layer
depth d can be selected when this information is not directly
available we compare the profiles in Fig. 2 with the theoretical
estimates for the mean [43].

〈u〉∕u* ¼ k�1 ln
�
z∕z0;lo

�
(1)

and turbulence intensity [44].

sðzÞ ¼
���

u0þ
�2� �1 =

2

〈u〉
¼ ½B1 � A1 logðz∕dÞ �1

=

2

k�1 ln
�
zh∕z0;lo

� (2)

observed in high Reynolds number turbulent boundary layer. Here
the turbulence intensity is based on the observation of the loga-
rithmic law for the variance

��
u0þ

�2� ¼ B1 � A1 logðz∕dÞ; (3)

while we use the velocity at hub height for normalization as is done
for the experimentally reported measurements [3,22,25,26]. The
constants A1 and B1, are measured in high Reynolds number tur-
bulent boundary layers experiments, see Marusic et al. [43] for an
overview. They concluded that A1z1:25 is universal, while
B1z1:5� 2:1 depends on the flow geometry. We previously found
that for half channel flow B1z1:6 gives a good estimation of the
velocity fluctuations [40]. Fig. 2 confirms that the theoretical pro-
files represent the (LES) inflow conditions accurately for z∕d(0:25.
As d and z0,lo are the only unknown parameters that determine the
mean velocity and turbulence intensity profiles these equations can
be used to get a reasonable estimate for these parameters.



Figure 1. Sketch of the computational domain for the (a) wind turbine and the (b) wind farm simulation. Each time step data from the concurrent precursor domain are sampled
and used as inflow condition in the wind turbine/wind farm domain. For clarity the sketch shows only 5 turbine rows for the wind farm domain, while the actual simulations have
been performed with 10 turbine rows.
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The actuator disk approach, see also Ref. [37,45,46], is based on a
drag force (Ft) acting in the streamwise direction according to

Ft ¼ �1
2
rCTU

2
∞
p

4
D2; (4)

where CT is the thrust coefficient, and U∞ is an the upstream ve-
locity. This is a good approach when one is modeling a single wind
turbine and there are no other interacting bodies in the numerical
domain that can make specification of U∞ ambiguous. When
modeling wind farms, it is impossible to define an unperturbed
Figure 2. Comparison between the inflow condition obtained in our LES with the measured
indicate the mean and turbulence inflow profiles for the single turbine case and the lower pa
mean (eq. (1)) and the turbulence intensity profiles (eq. (2)), respectively.
upstream mean velocity since the upstream values are always
affected by other upstream wind turbines. It is thus more conve-
nient [37] to use the local velocity at the rotor disk Ud. It can be
related to an equivalent upstream unperturbed velocity through
the actuator-disk theory U∞ ¼ Ud∕ð1� aÞ, where a is the induction
factor. Moreover, modeling the thrust forces acting on the fluid due
to its interaction with the rotating blades requires the use of an
average disk velocity. It is evaluated from LES by averaging over the
disk region, and using a first order relaxation method with a typical
time of 0.2 s, yielding a velocity denoted by huT id [37]. Then, the
total thrust force can be written as
inflow conditions in the EPFL study by Chamorro and Port�e-Agel [25,42]. The top panels
nels for the wind farm case. The lines indicate the theoretical model predictions for the



Table 1
CT andC0

Tvalue used for the different rows in the wind farm simulation as obtained
from the EPFL measurements by Chamorro and Port�e-Agel [3,26].

Case T1 T2 T3 T4 T5

CT 0.5091 0.5601 0.6406 0.6116 0.5912
C0
T 0.7041 0.8099 1.0015 0.9286 0.8799

Case T6 T7 T8 T9 T10

CT 0.6202 0.6109 0.5898 0.5926 0.5955
C0
T 0.9496 0.9269 0.8768 0.8831 0.8899
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Ft ¼ �r
1
2
C0
T
�
uT

�2
d
p

4
D2; (5)

with the subscript d denoting an averaging over the turbine disk
region and the superscript T denotes the time averaging and
C0
T ¼ CT∕ðð1� aÞ2Þ. Here we use CT ¼ 0.5669 ðC0

T ¼ 0:8248Þ, which
according to Port�e-Agel et al. [27] is the thrust coefficient of the
turbine in this experiment. For the wind farm case we use the CT
values in Table 1.

The total thrust force is distributed using an indicator function
which is determined during code initialization. First the grid-points
that fall within each turbine radius are located and subsequently a
Gaussian filter GðxÞ ¼ ½6∕ðpR2Þ�3∕2 expð�6 k rk2∕R2Þ, where r is the
distance from the turbine center and R2 ¼ h2ðD2

x þ D2
y þ D2

z Þ
(where Dx, Dy, and Dz are the mesh-spacings and h ¼ 1.3) is used to
smooth the indicator function. Reducing the smoothing function
further tends to give inaccuracies in the flow solver due to the
application of very local forces. The resulting indicator function is
normalized with the volume of the turbine disk in order to make
sure that the total applied force is independent of the grid resolu-
tion. In each grid-point where the indicator function is non-zero a
force on the flow that corresponds to the value of the indicator
function is applied. This method is similar to the one used in
Refs. [37,46].

An ALM has been implemented into the solver bymeans of body
forces [47,48]. The body forces are calculated dynamically using the
local velocity at each actuator point. Lift and drag coefficients are
obtained from tabulated airfoil data. The body forces are smeared
using a Gaussian kernel

h
ε
¼ 1

ε
3p3∕2e

�r2∕ε2 (6)

where r is the distance to the actuator point and ε establishes the
width of the kernel. The kernel width is based on the grid
Figure 3. Power (left) and thrust (right) coefficients computed using blade element mom
number [49], see also the appendix.
resolution with ε ¼ 2.5Dx [48].
The turbine used in the experiment by Chamorro and Port�e-Agel

[25,42] is the GWS/EP-6030. In order to determine the lift and drag
coefficients for this turbine a low Reynolds number cambered
airfoil shape was chosen [49], see the appendix for details. Fig. 3
shows the power and thrust curves calculated using blade
element momentum theory (BEM) using the lift and drag coeffi-
cient tables shown in the appendix. The turbines are operated at a
thrust coefficient of CTz0:58, which coincides with the optimal
operational point for the turbine (max CP). This results in tip speed
ratios lz3:5� 4:5.

Since the LES-experiment comparisons will be based on velocity
profiles in the center of the wakes, i.e. directly behind the nacelle
and the turbine tower, we incorporated the effect of these struc-
tures in LES. The turbine nacelle has a diameter of 0.015 m (0.1D)
and the turbine tower has a diameter of 0.005 m (0.033D). The
tower and the nacelle are modeled “similar” to the actuator disk
using

Fnacelle ¼ �r
1
2
C0
nacelle〈u〉

2
nacelle

p

4
D2
nacelle;

Ftower ¼ �r
1
2
C0
tower〈u〉

2
towerDtowerzh;

(7)

where C0
nacelle ¼ 4 (Cnacelle ¼ 1, i.e. assuming a ¼ 1∕2) and

C0
tower ¼ 0:68 (i.e. we assume Ctower ¼ 0.5 approximately valid for a

cylinder, which leads to a ¼ 0.1464 using Ctower ¼ [1 � (1 � a)0.5]).
For reference we mention that Wu and Port�e-Agel [22] use
Cnacelle ¼ 0.8 and Ctower ¼ 1.2, and Sarlak et al. [24] set Ctower ¼ 1.2
without modeling a specific nacelle. We note that this modeling
only captures the “global” effects of the nacelle and tower but
considering the very coarse resolution (especially the turbine tower
is much smaller than the grid resolution) the nacelle and tower
cannot be represented using, for example an immersed boundary
method [20,21] in the present simulation setup. Here the goal is to
test the effect of the nacelle and tower on grids that are typically
used in wind farm simulations. Just as for the ADM we use a
blending coefficient h ¼ 1.3 for the nacelle and tower forces. We
note that especially the profiles at 1 diameter downstream can be
sensitive to small details in the modeling such as the used blending
function.

3. Results

For the single turbine casewe use a computational domain size of
36D � 6D � 3D in the streamwise, spanwise, and vertical directions.
respectively, that is discretized on a mesh with 384 � 64 � 72
entum theory with lift and drag coefficients from a cambered plate at low Reynolds



Figure 4. Comparison between the EPFL measurements by Chamorro and Port�e-Agel [25] and our simulation results using the ADM and ALM. The top panels show the average
streamwise velocity at different downstream distances behind the turbine and the lower panels the corresponding streamwise turbulence intensity profiles. The dashed and solid
lines indicate the results with and without the turbine nacelle and tower, i.e. the structure, as indicated in the legend.

Figure 5. Thrust coefficient for each row using the ALM with and without nacelle and
tower compared to the experimental results by Chamorro and Port�e-Agel [42].
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computational nodes. Therefore the average grid scale D ¼
(DxDyDz)1∕3 compared to the turbine diameterD isD∕D¼ 0.0715, and
the used ground roughness height z0,lo∕d ¼ 6.667 � 10�5 where
d ¼ 3D is the domain height. The center of the turbine is placed at
4.5D � 3D � 0.8333D, while the large streamwise and spanwise
domain lengths ensure that the results are domain independent.

Fig. 4 shows a comparison of the mean streamwise velocity
profiles obtained from the simulations with the wind tunnel data
[22,25]. The profiles are obtained in the centerline of the turbine,
where also the tower and the nacelle are located. In agreement with
literature results [3,19,22,27,28,29,45] we find that starting at 3
turbine diameters downstream the velocity profile obtained using
the ADM and ALM match the results obtained from the experi-
ments closely. Fig. 4 reveals that the near wake velocity profiles
obtained in the simulations match the experimentally obtained
profiles significantly better when the turbine tower and nacelle are
incorporated, i.e. due to the addition of the nacelle and tower the
very low velocity in the near wake is now captured. This indicates
that it is important to incorporate tower and nacelle in the
modeling when considering the local profiles in the center of the
wake directly behind the turbine structure. About 5 turbine di-
ameters behind the turbines the effect of the nacelle and tower
become negligible even in these local profiles. Here we also note
that in this experiment the nacelle and tower are quite large
compared to the turbine diameter, and for field scale turbines the
effects on these local profiles will therefore be smaller.

When we look at the turbulence intensity profiles we see that
the addition of the nacelle and tower improves the prediction of the
turbulence peak in the near wake at hub height. The additional
turbulence intensity generated by the turbine and nacelle wakes is
captured when the tower and nacelle are included as then tower
and nacelle wakes are captured as far as the coarse grid allows. We
also see that the ALM tends to predict a lower turbulence intensity
in the wake than the ADM.We varied the kernel width ε in the ALM
and did not find any significant change, so we do not know the
exact reason for this difference. We note that the difference could
be caused by the relatively low resolution of the presented



Figure 6. Comparison between the mean streamwise velocity profiles obtained from our LES with ADM and ALM with the EPFL measurements by Chamorro and Port�e-Agel [42].
The panels from top to bottom and left to right indicate the mean streamwise velocity profiles as function of height at several distances behind the turbines for the different turbine
rows. The dashed and solid lines indicate the results with and without the turbine nacelle and tower, i.e. the structure, as indicated in the legend. The horizontal lines indicate the
bottom and top of the turbine rotor.

R.J.A.M. Stevens et al. / Renewable Energy 116 (2018) 470e478 475



Figure 7. Comparison between the streamwise turbulence intensity profiles obtained from our LES with ADM and ALM with the EPFL measurements by Chamorro and Port�e-Agel
[42]. The panels from top to bottom and left to right indicate the mean streamwise velocity profiles as function of height at several distances behind the turbines for the different
turbine rows. The dashed and solid lines indicate the results with and without the turbine nacelle and tower, i.e. the structure, as indicated in the legend. The horizontal lines
indicate the bottom and top of the turbine rotor.

R.J.A.M. Stevens et al. / Renewable Energy 116 (2018) 470e478476
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simulations, see for example Ref. [31] wherewe discuss the effect of
numerical resolution on ALM results.

For the wind farm case we use a computational domain of
96D � 12D � 4.5D in the streamwise, spanwise, and vertical di-
rection, respectively. The used grid resolution for this case is
1024� 128� 144, whichmeans D¼ (DxDyDz)1∕3∕D¼ 0.0650, while
we use a roughness height z0,lo∕d ¼ 4.444 � 10�5. The wind farm
has 10 rows in the streamwise direction and 3 columns in the
spanwise direction (using periodic boundary conditions) with
spacing of 5D and 4D respectively, which start at 5D from the
domain entrance. When the ALM is used the rotational speed for
the turbines needs to be specified in the model. In this case, a
special torque controller [31] was chosen such that the tip speed
ratio was fixed for each row. The tip speed ratio was chosen ac-
cording to the computations generated using BEM theory, see Fig. 3,
to provide the correct thrust coefficient. The ALM cannot replicate
the results form BEM exactly [31], thus the thrust coefficients ob-
tained in the simulation are slightly different thanwhat is expected
as seen in Fig. 5. The ADM does not have this issue since it can, by
definition, match the thrust coefficient exactly. Although it must be
noted that the thrust coefficient has to be specified in the ADM a
priori while the ALM does not require this input.

The mean velocity profiles for the wind farm case are shown in
Fig. 6. Overall we find a very good agreement between both the
ADM and ALM and the wind tunnel measurements [26]. In agree-
ment with the single turbine case we find that the profiles 1
diameter downstream are represented more accurately when the
effect of the nacelle and tower is incorporated. We observe that the
prediction of the near wake profile, i.e. less than 3D downstream of
a turbine, for turbines further downstream obtained using the ADM
simulations significantly improve. The reason is that the wake layer
profile that is created at hub height in very large wind farms is
closer to the assumptions made in the ADM, i.e. the averaging of the
force over the disk area, than the logarithmic profile found in the
inflow conditions. As the ALM does not make this assumption the
near wake profiles behind each turbine row are predicted with
similar accuracy. In addition, we notice that the effect of the nacelle
and tower on the wake profiles is less pronounced for further
downstream rows. This is an effect of the slower wind velocity in
front of downstream rows (compared to the inflow velocity at the
first turbine row). Therefore the additional drag experienced by the
nacelle and tower is less for turbines deeper in the wind farm array.
For further downstream rows we see that the ALM predicts slightly
larger wake deficits, which is due to the slightly higher CT coeffi-
cient that is predicted by the ALM, see Fig. 5. In Fig. 7 we see that for
the ADM the most significant differences in the turbulence in-
tensity profiles are observed directly behind the first turbine row,
where the addition of the nacelle and tower leads to improved
results, while in profiles further downstream the agreement be-
tween LES and experiments is very good. In agreement with the
single turbine case we find that the ALM model tends to predict
somewhat lower turbulence intensities in the wake region just
behind the turbine. This difference is washed out after about 4
turbine diameters, so before the next turbine row.

We note that the emphasis of this paper has been on the wakes
and the flow rather than power, which requires more work and in
this case also no power data is available from the experiments
[25,26]. In addition, we know that coarse-LES ALM is bad in terms
of predictions of power [48], while for ADM it depends on the ac-
curacy of tabulated Ct and Cp values. In the wind farm simulation
using the ADM adding the tower and nacelle leads to a difference of
at most 2% in the mean velocity measured at the turbine location
and for most turbines the difference is significantly lower. For the
ALM the observed difference is about 15%.
4. Conclusions

A detailed comparison of large eddy simulations (LES) using an
actuator disk model (ADM) and an actuator line model (ALM), with
and without tower and nacelle, with wind tunnel experiments
performed at EPFL by Chamorro and Port�e-Agel [25,42] reveals
generally good agreement. We find that it is particularly important
to accurately represent the inflow conditions in the experiments
and to apply sufficient averaging in order to eliminate the effect of
the high and low velocity speed streaks that are formed in the
boundary layer. A comparison between the different simulations
reveals that incorporating of the nacelle and tower is very impor-
tant to reproduce the larger wake deficits and higher turbulence
intensities that are measured in the center of the wake just behind
the nacelle and tower. In contrast to some earlier literature results
[3,12,22,28,29] we show that a standard ADM with additional na-
celle and tower already captures the mean and turbulence intensity
profiles at 1 and 2 diameters downstream quite accurately, even on
very coarse grids. This observation that modeling the nacelle and
tower with body forces is beneficial is in agreement with earlier
work by Wu and Port�e-Agel [22], Churchfield et al. [23], and Sarlak
et al. [24] as discussed above. In thewind farm casewe see that, due
to the formation of the wake layer at hub height, the predictions of
the ADM match the experimental observations even closer further
downstream in the wind farm. It thus seems that the ADM can be a
suitable method to represent turbines in LES of very large wind
farms, provided that one is interested in the main flow structures.
As the ADM does not represent the actual movement of the blades,
the detailed blade properties, etc. it cannot capture flow details
such as tip vortices that are captured well using high resolution
ALM simulation [1,12]. As we focused on the performance of the
ADM and ALMmodel in relatively coarse resolution simulations we
did not obtain this high resolution regime in which the ALM holds
significant advantages over the ADM although the ALM can in
principle provide more detailed information about radial distri-
butions of blade loadings etc.
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Appendix

Table 2 shows the lift and drag coefficients of Airfoil 8 from
Sunada et al. [49]. To the best of our knowledge, Airfoil 8 from
Sunada et al. [49] is the most similar blade to the blades used in the
model wind turbine in the Chamorro and Port�e-Agel experiments
[25,27] for which aerodynamic data could be found in the
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literature. These values have been used in the BEM calculations that
result in the power and thrust curves shown in Fig. 3.
Table 2
Lift and drag coefficients used for the airfoil profiles of a GWS/EP-6030 [49].

a cl cd a cl cd

�20.0 �0.572 0.402 2.0 0.354 0.073
�18.0 �0.555 0.321 4.0 0.591 0.083
�16.0 �0.536 0.251 6.0 0.804 0.136
�14.0 �0.512 0.228 8.0 0.957 0.307
�12.0 �0.488 0.203 10.0 1.032 0.400
�10.0 �0.464 0.176 12.0 1.016 0.400
�8.0 �0.424 0.153 14.0 0.995 0.400
�6.0 �0.370 0.135 16.0 0.971 0.400
�4.0 �0.240 0.114 18.0 0.976 0.400
�2.0 �0.083 0.092 20.0 0.987 0.400
0.0 0.132 0.081
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