
You Can Leave Your Head On

Attention Management and Turn-Taking in
Multi-party Interaction with a Virtual Human/Robot Duo

Jeroen Linssen, Meike Berkhoff, Max Bode, Eduard Rens, �Mariët Theune,
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Abstract. In two small studies, we investigated how a virtual human/
robot duo can complement each other in joint interaction with one or
more users. The robot takes care of turn management while the virtual
human draws attention to the robot. Our results show that having the
virtual human address the robot, highlights the latter’s role in the in-
teraction. Having the robot nonverbally indicate the intended addressee
of a question asked by the virtual human proved successful in all cases
when the robot was first addressed by the virtual human.

1 Introduction

In this paper, we investigate attention management and turn-taking in interac-
tions with R3D3: the Rolling Receptionist Robot with Double Dutch Dialogue,
which is intended to serve as an assistant to visitors of public places. R3D3 con-
sists of a robot and a virtual human, which is carried on a tablet by the robot
(see Fig. 1a). The virtual human can interact with people using Dutch spoken
language. The robot does not speak, but takes on a supportive role by providing
nonverbal cues with its eyes and head. However, our initial experiences with
R3D3 showed that when talking to the virtual human, users tended to ignore
the robot, putting the robot’s added value for the conversation into question [3].

Our main research question for this paper is therefore how we can give the
robot a clear role in the interaction. Specifically, we investigate how the virtual
human can draw attention to the robot and how the robot can manage turn
taking in multi-party conversation. Turn-taking, between humans [6] as well as
between humans and both virtual characters [1] and social robots [2], is seen
as an important factor in managing fluent interactions. Especially in crowded
places, interactions between robots and multiple users can benefit from turn
management through gaze, both for enabling a robot to express its intentions
and controlling users’ attention [2, 7].

Below we describe two small studies we carried out to investigate attention
management and turn-taking with our virtual human/robot duo.



2 Study 1: Attention Management

The first study involved interactions between the virtual human (vh), the robot
and a single user. The vh talked to the user about the research topics of our
department, while the robot nonverbally supported the vh’s utterances, nodding
in confirmation and showing emotions in line with what the vh said. We used a
Wizard-of-Oz setup, with a hidden experimenter controlling R3D3’s behaviour.

The interactions took place in one of two conditions. In Condition 1 (C1),
the robot nonverbally reacted to the participant’s answers before the vh replied.
In Condition 2 (C2), the vh explicitly addressed or referred to the robot before
the robot showed its nonverbal behaviour. This is illustrated in Table 1. In each
condition, five participants (students aged 18 to 25 years) interacted with R3D3.

Table 1. Excerpts from the interaction of Study 1 (translated from Dutch), with the
difference between the conditions shown underneath the line.

vh: If you had to choose, which of the following research topics would you like
to hear more about: [...]?

Participant mentions one of the topics.

C1 Robot nods enthusiastically.
vh: Good choice, I think that is
very interesting too.

C2 vh: Good choice, Robot and I think
that is very interesting too.
Robot nods enthusiastically.

Analysis of the participants’ gaze behaviour showed that although they did
not pay less attention to the robot in C2 compared to C1, their attention was
better timed. In C2, the participants tended to gaze at the robot after it had been
mentioned or addressed by the vh, and also at pauses in the speech of the vh. The
latter suggests that they saw the robot as a side-participant in the conversation
from whom they expected backchannelling behaviour at the appropriate places
(see, e.g., [8]). In C1, the participants tended to look at the robot only after it
had already started performing its nonverbal behaviour. They may have been
alerted to this by the slight noise caused by the robot’s head movements.

3 Study 2: Turn Allocation

In the second study we gave a bigger role to the robot by having it use gaze
and head movement to allocate turns in interactions with two users. The inten-
tional direction of gaze [5] has been shown to be a highly effective turn-taking
mechanism in human-robot interaction [4].

As in Study 1, we used a between-subjects design with two conditions. In
each condition, five pairs of participants (students aged 18-25 years) had a short
conversation with R3D3, which was again controlled by a wizard. During each
interaction, one of the participants was given a cap to wear; see Fig. 1b.



Fig. 1. (a) R3D3 at the time of the studies. (b) The setup of Study 2, with two
participants standing in front of R3D3. The robot gazes at the person without the cap.

Table 2 shows the interaction scenarios for the two conditions. In both con-
ditions, the final question was meant to be answered by Participant 2, the one
without the cap. This addressee could not be derived from the vh’s utterance.
Instead, the robot’s gaze was used to disambiguate the addressee, while the gaze
direction of the vh remained neutral. In C2 but not in C1, the vh explicitly
addressed the robot to draw the participants’ attention to it before posing the
final question.

Table 2. The interaction scenarios of Study 2 (translated from Dutch), excluding
closing sequences. The difference between conditions is shown between the two lines.

Robot gazes at Participant 1 (with cap)

vh: Hello, does the cap fit well?

Participant 1 responds.

vh: It looks great on you.

C1 Robot gazes at
Participant 2
(without cap).
vh: What do you think?

C2 vh looks up at robot (called EyePi).
vh: What do you think, EyePi?
Robot nods and gazes at Participant 2.
vh: Would you agree?

Either Participant 1 or Participant 2 (the intended addressee) responds.

In C1, in which the robot was not explicitly addressed by the vh, the intended
addressee (Participant 2) responded only two out of five times. Participant 1 re-
sponded the other three times. The two participants who correctly took the turn



in C1 clearly responded when they saw the robot head turning in their direction.
The others did not look at the robot when the question was asked (or slightly
after). In C2, in which the robot was addressed before gazing at Participant 2,
this participant responded in all five cases. This confirmed our expectation that
using the robot’s gaze for turn allocation would be more effective in combination
with explicit addressing of the robot by the vh (C2) than without (C1).

4 Conclusion

We conducted two studies to investigate turn management with R3D3, a virtual
human/robot duo. We found that by having the virtual human address or refer
to the robot, the users’ attention could be drawn to the robot as a participant
in the conversation. We also found that this helped the robot to assign turns
in interactions with multiple users. Although too small scale to draw strong
conclusions, our studies suggest that the robot head can be used successfully to
complement the behaviour of the virtual human, if proper attention is drawn to
it. For the ongoing development of R3D3, this means it can leave its head on.
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