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Abstract This study shows that the resolution of a digital elevation model (DEM)
and model mesh strongly influences 3D simulations of seismic response. Topographic
heterogeneity scatters seismic waves and causes variation in seismic response (am-
plification and deamplification of seismic amplitudes) at the Earth’s surface. DEM
resolution influences the accuracy and detail with which the Earth’s surface can be
represented and hence affects seismic simulation studies. Apart from the spatial res-
olution of a DEM, the mesh resolution, adopted in the creation of a 3D spectral
element meshing, also changes the detailedness of surface topography. Working with
high-resolution data is in most cases not possible on a regional scale because of its
costliness in terms of time, money, and computation. In this study, we evaluate how
low the resolution of DEM and mesh can become before the results are significantly
affected. We simulated models with different combinations of DEM and mesh reso-
lutions. The peak ground displacement (PGD) obtained from these simulations was
compared with the PGD of the model with the finest mesh and DEM resolution. Our
results show that any mesh or DEM resolution of 540 m or coarser will give unrealistic
results. These results are valid for similar terrains as studied here and might not be
directly applicable to regions with significantly different topography.

Introduction

The Earth’s topography acts as a reflecting surface for
seismic energy. Its variation in elevation leads to scattering
and focusing of propagating waves (Lee et al., 2008, Lee, Ko-
matitsch, et al., 2009). Previous studies (such as Hartzell et al.,
1994; Bouchon et al., 1996; Spudich et al., 1996; Assimaki
et al., 2005; Lee, Chan, et al., 2009; Lee, Komatitsch, et al.,
2009; Hough et al., 2010; Kumagai et al., 2011; Takemura
et al., 2015) show that topography amplifies ground shaking
at mountain ridges, whereas deamplification of ground motion
has been observed in valleys. Recently, numerical simulations
have been used to study the complicated phenomena of scat-
tering and its effects on ground motion (e.g., Bouckovalas and
Papadimitriou, 2005; Lee et al., 2008; Lee, Komatitsch, et al.,
2009; Maufroy et al., 2015; Takemura et al., 2015).

There is a wide range of digital topography representa-
tion, commonly referred to as the digital elevation model
(DEM). The (spatial) resolution is a property of the DEM
(Smith et al., 2006; Sørensen and Seibert, 2007; Wu et al.,
2008). DEMs come in various resolutions, ranging from fine
(e.g., light detection and ranging [lidar] at ∼12 cm) to coarse
(e.g., Global 30 Arc-Second Elevation [GTOPO30] at
∼1 km) (see Data and Resources). The DEM resolution sets

a limitation on the realism of topographic data. For example,
coarse resolution data smoothen topography and result in a
loss of topographic features (Shafique et al., 2008; Vaze
et al., 2010; Shafique, van der Meijde, Kerle, et al., 2011).
Shafique et al. (2008) evaluated the impact of DEM resolu-
tion and its derived attributes on topographic representation
and derived seismic response. Their study shows that DEM
source and spatial resolution have an effect on the computed
output. However, the study was based on topography-derived
proxies and lacked simulation.

A DEM resolution and the representation of that DEM on
various mesh resolutions when used for 3D numerical model-
ing approaches become more important in regional studies
(e.g., hundreds of km2). Existing models such as U.S. Geologi-
cal Survey (USGS) ShakeMap and Prompt Assessment of
Global Earthquakes for Response (PAGER) are at a coarse res-
olution of 1 km (Jaiswal et al., 2009), thus giving generaliza-
tion (Vaze et al., 2010). On the other hand, geotechnical studies
evaluating the impact of topography with higher resolution are
limited to a small spatial scale. A coarse resolution may save
time but come at a cost of accuracy, whereas a fine resolution
may ensure accuracy but come at a cost of applicability (i.e.,
cannot be applied to a regional scale investigation).

For performing 3D numerical simulations such as the
spectral element method (SEM), a 3D geometrical model
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is prepared from a DEM that represents the topographic sur-
face. The 3D model is then meshed with a hexagonal mesh
(which consists of hexahedra elements). The mesh is defined
by material and structural properties that define how it will
react to applied conditions (e.g., an earthquake). The meshed
model is then taken to a simulator (SPECFEM3D in this
study), which produces simulated output. The hexagonal
mesh is required to have a suitable resolution that could
correctly resolve the surface obtained from a DEM in a
3D geometric model. For example, a model created with a
30 m DEM when meshed with a coarser resolution would
not be able to correctly resolve the surface, and hence many
small-scale topographic features would be left out. It is thus
necessary to take into account both DEM and mesh resolu-
tion when performing such studies.

Theoretically, a model with the finest mesh and DEM
resolution should provide the best possible result. At the
same time, fine resolution models require a large amount
of computational power and hence may not always be pos-
sible. High-resolution DEM availability and related costs
may also be an issue. Thus, it is important to know how
coarse a mesh and/or DEM resolution can be while still pro-

viding realistic results (compared as though it were calcu-
lated with the highest possible resolutions). Efficient use of
time and computation must be considered, and therefore the
generated result should still be applicable regionally. There-
fore, the goal of this study is to find the coarsest mesh and/or
DEM resolution that can be used in a 3D numerical simula-
tion involving regional scale topography, without compro-
mising accuracy.

Area, Data, and Method

Area

We selected a study area around the city of Muzaffara-
bad in northern Pakistan (Fig. 1). The area consists of rugged
terrain with high relief and showed manifestations of topo-
graphic amplification during the 2005 Kashmir earthquake
(Shafique et al., 2008). We focused on a single ridge trending
northwest–southeast. Its ridge crest is perpendicular to the
direction of wave propagation. The setting allows us to study
the effects of valleys and ridges in an isolated and controlled
environment.

Figure 1. Digital elevation model (DEM) of the study area, including the simulated earthquake epicenter, shifted to fit in the model. The
color version of this figure is available only in the electronic edition.
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Data

We acquired an Advanced Spaceborne Thermal Emis-
sion and Reflection Radiometer global digital elevation
model of 30 m spatial resolution (see Data and Resources).
The original 30 m resolution was resampled with a pixel ag-
gregate technique to 90, 270, 540, and 1080 m. In this tech-
nique, the individual values within a group of pixels were
aggregated by calculating the mean to produce a single
coarser resolution pixel of the mean value. Each of these
DEM resolutions were then resolved with mesh resolutions
of 90, 270, 540, and 1080 m, constituting a total of 20 mod-
els (Fig. 2). Models meshed with 90 m can resolve maximum
frequencies up to ∼16:6 Hz, 270 m up to ∼5:5 Hz, 540 m up
to ∼2:7 Hz, and 1080 m up to ∼1:4 Hz. The number of
Gauss–Lobatto–Legendre points per grid spacing was kept
at 5.

To create a 3D geometrical model for each of the tests,
we used software package Cubit v.13.0 (see Data and Re-
sources). Cubit is a software toolkit for the generation of
2D and 3D finite-element meshes.

In this study, we incorporated a DEM to the mesh and
extended the mesh to a depth of 7 km. The topographic
surface was set as a free surface; the rest of the five plane
surfaces were set as absorbing surfaces. The models were
meshed with a hex meshing technique with refining (when
required) near the topographic surface to make sure there are
no deformed elements.

Method

For mesh generation, Cubit is used in conjunction with
GeoCubit. GeoCubit is python-based software developed at
Istituto Nazionale di Geofisica e Vulcanologia (INGV),
which automates the mesh generation process. The auto-
mated process involves three major steps. The first step is
the construction of a 3D geometry. GeoCubit creates points
from a DEM, combines these points to make lines, and even-
tually creates a surface by combining the lines. After creating
the topographic surface, a 3D geometrical model is created.
The second step is meshing the geometry. After creation of
the 3D geometrical model, the model is meshed with hexa-

Figure 2. Study area in bird’s-eye view (looking northwest) showing a graphical representation of different combinations of DEM and
mesh resolutions on which spectral element method (SEM) test was performed. Top surface is the DEM-derived topographic surface, whereas
the same surface after meshing is shown below it. The DEM-derived surface gets smoothed by losing fine features when the DEM gets
coarsened (left to right). The DEM-derived topographic surface at 30 m resolution contains fine topographic features which disappear when
the surface is smoothed as a result of DEM coarsening. The DEM-derived topographic surface gets accurately resolved with the fine meshes.
The color version of this figure is available only in the electronic edition.
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hedral elements. The last step involves defining boundary
conditions and mesh export for simulation.

Mesh elements were exported to a format readable by
the simulator. All tests were simulated with SPECFEM3D
Cartesian, which is capable of simulating acoustic, elastic,
coupled acoustic/elastic, poroelastic, or seismic-wave propa-
gation in any type of conforming mesh of hexahedra (see
Data and Resources). We considered a point-source data rep-
resented by the centroid moment tensor (CMT) solution of
the 2005 Kashmir earthquake acquired from the Global CMT
catalog (see Data and Resources). Because we performed an
analysis to evaluate the impact of the resolution of models
rather than simulating the actual effect of the earthquake, we
moved the source to a position where it was optimally
located to study the effect of DEM and model resolution on
topographic amplification. The original location was
changed to bring the source inside the model, and in a direc-
tion perpendicular to the targeted ridge’s crest (Fig. 1). A
delta source time function was used by keeping the half du-
ration at 0. The changing mesh resolution changes source
frequencies from 5.5 Hz for the 90 and 270 m mesh to 2.7 Hz
for the 540 m mesh and finally to 1.4 Hz for the 1080 m
mesh. The moment tensor parameters were kept constant in
each simulation. Because of unavailability of a realistic
wavespeed model for the area, we assigned constant wave-
speeds (VP � 2800 m=s, VS � 1500 m=s) and density
(ρ � 2300 km=m3), representative of upper crustal condi-
tions, throughout the model and across all tests. Hence,
for all tests, all parameters were kept constant, except the

mesh and topography resolution (in order to isolate resolu-
tion effects on topographic amplification).

We analyzed peak ground displacement (PGD) to evalu-
ate the effect of changing mesh and DEM resolution. PGD
mostly relates to the relatively lower frequency component of
earthquakes (Kramer, 1996) and at the same time, the SEM
technique efficiently simulates low-frequency earthquake
ground motion (Dhanya et al., 2017). It was assumed that
a fine DEM represents topography with higher accuracy,
and when resolved with a fine mesh would give our reference
realistic output.

Results and Discussion

The DEM data are incorporated to Cubit as point data.
These points are then joined with a smooth line and eventu-
ally a surface is created based on these lines. In this process,
the DEM-derived surface gets smoothed by losing fine fea-
tures when the DEM gets coarsened as shown in Figure 2.
The combination of the highest resolution DEM and mesh
contains small-scale topographic features, and the model is
a close representation of the true topography at 30 m reso-
lution. These fine features disappear and the surface is
smoothed when the DEM resolution coarsens (going from
left to right in Fig. 2). When keeping the DEM resolution
equal but varying the mesh resolution, we observe that the
model is not capable of representing true topography prop-
erly anymore; the similarity is lost (going from top to bottom
in Fig. 2). Features smaller than the mesh resolution are lost
and consequently produce stair-stepwise features. These

Figure 3. Peak ground displacement (PGD) of 15 tests out of a total 20 carried out in this study. Images in rows 1, 2, and 3 belong to
models meshed with 90, 270, and 540 m, respectively. Images in columns 1, 2, 3, 4, and 5 belong to models using DEM of 30, 90, 270, 540,
and 1080 m, respectively. The color version of this figure is available only in the electronic edition.
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features influence the simulation and produce artifacts. An
example of such artifacts can be observed in Figure 3 at
540 m mesh resolution where the output does not match
the topography. Chances of stair-stepwise features are in-
creased when a fine resolution DEM-derived surface is re-
solved with a coarser mesh. Vice versa, when a coarser
DEM-derived topographic surface is resolved with a finer
mesh, the surface is accurately resolved and the simulation
produces output without any artifacts.

For analyzing the impact of mesh and DEM resolution,
we show PGD (Fig. 3) obtained from 15 (out of 20) combi-
nations of mesh and DEM resolutions shown in Figure 2.
Results from the 30 m mesh are unavailable due to computa-
tional limitations. We refer to each model output with a code.
A resulting model based on a mesh of 90 m and a DEM of
30 m would be mentioned as m90d30. Because this model is
the result of the finest mesh and DEM resolution, it has there-
fore been taken as a reference for other models in comparison
and analysis.

Upon visual analysis of the PGD images (Fig. 3), we can
see that the effect of ridges and valleys gets smoother when
the DEM gets coarsened (left to right). High amplitudes of
PGD can be seen in the southeast of the images, which
corresponds with the topography of the area (Fig. 1). This
amplitude’s pattern is consistent with previous studies on
topographic amplification that show high amplitudes at
ridges and lower amplitudes in valleys (e.g., Hartzell et al.,
1994; Bouchon et al., 1996; Spudich et al., 1996; Assimaki
et al., 2005; Lee, Komatitsch, et al., 2009; Hough et al.,
2010; Kumagai et al., 2011; Takemura et al., 2015). This
effect is more pronounced in images obtained from models
meshed with 90 and 270 m (row1 and row2, respectively).
With the increase of mesh resolution to 540 m, and further,
the correlation between amplitudes and topography becomes
less pronounced.

We observe a general trend of increasing amplitudes with
coarsening DEM resolution. This trend is because of the
scattering effect of detailed irregularities at the topographic sur-
face. At finer resolutions, there is an abundance of irregularities
at the surface. These small irregularities on slopes interfere
with incoming seismic waves in a destructive manner, lead
to additional scattering of the upward-moving seismic waves,
and prevent it from focusing, thus resulting in lower ampli-
tudes. When the DEM/mesh resolution is relatively coarse,
any irregularities smaller than its resolution are smoothed
(Shafique, van der Meijde, Kerle, et al., 2011) and destructive
interferences are reduced, resulting in higher amplitudes.
Coarsening of the mesh resolution to 540 m and beyond results
in an inaccurate representation of topography, and, in turn,
gives inaccurate information about ground response.

Results show more differences in terms of feature re-
sponse if there is a change in DEM resolution compared with
a change in mesh resolution at the same resolution ratio. It is
because the hexahedral meshes have the ability to adjust their
geometry to the input topographic data, even when meshed at
coarser resolution. Therefore, even if the mesh resolution is

coarser than the resolution of the DEM, it is still possible to
maintain a realistic representation of the actual topography.

We compare the output of each of the 14 models (refer-
rals) with the output of model m90d30 (the reference)
(Fig. 4). The scatter plots show PGD amplitudes between the
reference and referral image. The PGD of the reference
(m90d30) is on the x axes, whereas the referral images are
on the y axes. Slope, intercept, R2, ordinary least square
(OLS), and best-fit lines for each referral are given with the
respective plots. Increased scattering (with respect to best-fit
line) has been observed when the DEM resolution is
changed, compared with change in mesh resolution at the
same ratio. Based on the spatial images and statistical data,
we set criteria for an acceptable range of DEM and mesh
resolutions. A first criterion for acceptance is that the output
must follow the topographic features in the response (i.e.,
high amplitudes on ridge crest and low amplitudes in val-
leys). Using this criterion, it was found that any model
meshed with a resolution of 540 m or coarser is unacceptable
(Fig. 3). The second and third criteria of acceptability are
based on statistics. The perfect-fit 1-to-1 line is an indicator
of a perfect match between the reference and referral image
(i.e., both have the same data). Slope, intercept, and R2 of the
best-fit line indicate how the referral image is different from
the reference image. They show that with coarsening of mesh
or DEM resolution, the accuracy decreases. This decrease
can be interpreted from the decrease in R2, change in slope
from 1, and shift of best-fit line from the perfect-fit line. OLS
also indicates that, while coarsening the DEM and/or mesh
resolution, the error in amplitude increases. The last criterion
is that the best-fit line must touch the perfect-fit line. Overall,
we set that the slope must be 1:0� 0:15, R2 must be greater
than 0.90, and OLS cannot be greater than 20. Models not
fulfilling these criteria are considered to be inaccurate/unre-
alistic and therefore unacceptable. Based on these criteria of
acceptability, any model based on a 540 m or coarser mesh
and/or DEM generate unacceptable/unrealistic results. The
criteria of acceptance can also be expressed in terms of the
ratio of each combination of mesh and DEM resolution with
respect to the finest resolution (Fig. 5). We do our selection
based on the criteria that the majority of an area must have a
ratio of less than 0.2 (20%), with respect to 1.0. It can be
noted that models with DEM resolutions of 30, 90, and
270 m at mesh resolution of 90 and 270 m have the majority
of their area at ratio values of less than 0.2. A further increas-
ing of the DEM resolution results in an increase in spatial
extent of higher ratios. At the same time, a further increase
in mesh resolution results in extreme (≫0:2) ratio values.

The following discussion focuses on changes that oc-
curred due to mesh and DEM changes within the acceptable
resolution range, but as coarse as possible. We selected four
model outputs, each with a combination of 90 and 270 m
DEM and mesh resolutions (marked in Fig. 3), to understand
how changes occur between models with varying mesh and
DEM resolution (Figs. 6 and 7).
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Figure 4. Scatter plots of PGD of reference model (x axis) against PGD of 14 tests (y axis). (top left) m90d30 is the reference model.
Statistical data for each model are also given in the bottom right corner of each image. OLS, ordinary least square. The color version of this
figure is available only in the electronic edition.

Figure 5. Ratios of each model with reference model (m90d30) of the finest mesh and DEM combination. The color version of this figure
is available only in the electronic edition.
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In the scatter plots in Figure 6, we observe that m90d90
and m270d90 give the most similar results of all compari-
sons. The statistics based on the scatter plot give a best-fit
and R2 of almost 1.0, and the intercept is very close to 0. An
almost comparable good correlation is found between
m90d270 and m270d270. This clearly indicates that chang-
ing the mesh from 90 to 270 m has very little impact on the
modeled results. For the other two comparisons, we see that
R2 is also close to 1.0, but for the slope and the intercept we
observe larger variations. The slope decreases to around 0.75
and the intercepts are in the 70–75 range. We observe there
an overestimation of the lower PGD values, compared with
m90d90. So, changing mesh resolution has less impact than
changing the DEM resolution for this range of resolutions.

In the ratio images (Fig. 7), we show ratios for the same
images as Figure 6 and find similar results. Changing the
mesh resolution while keeping the DEM resolution equal
(Fig. 7g,h) results in a ratio image that is everywhere very
close to 1.0. Changing the DEM resolution (Fig. 7c,f,i) leads
to large positive ratio values of up to 1.4, particularly for the
flatter regions in the northern part of the study area.

A last thing to consider is that the mesh resolution de-
fines the frequency-resolving capability of an SEM model.
The maximum and mean-resolved frequencies for each
DEM-derived topographic surface model vary across differ-
ent mesh resolutions (Fig. 8). The means of the resolved
surface frequencies are also indicated with thinner lines in

the same pattern. It can be seen that fine
meshes are able to resolve higher frequen-
cies compared to coarse meshes. It is im-
portant to realize that despite the fact that
models with a 90-m and 270-m mesh seem
to give very similar results, the frequency
content is quite different.

Generally, seismic wavespeed in-
creases with depth; therefore, it is often
needed to coarsen the grid in the deeper
parts of the model to retain a similar num-
ber of gridpoints per wavelength (Koma-
titsch and Tromp, 1999). We adopted a
constant velocity model with representa-
tive upper crustal velocities. Because we
have no significant sediments in the area
(Shafique, van der Meijde, and Rossiter,
2011) and our model is relatively shallow,
these velocities are valid for depths used in
our model. Some variation might be pos-
sible because of composition differences,
but the near-surface wave velocities are
not expected to differ more than 20%–
30% of the values used in this study. Our
results can therefore be generalized for
other velocity models. If velocities in other
areas are much different in than the model
we used, higher velocities will lead to

longer wavelengths, and it is possible a slightly coarser mesh
will still result in acceptable accuracy. For slower velocities,
it might be necessary to use a smaller mesh to have the same
accuracy presented in this article.

In summary, one can state that models with a mesh and
DEM resolutions of 540 m and greater lead to unrealistic
results when compared with the highest possible resolution
models. Models with a resolution of 270 m and finer give
comparable results, whereas changes in DEM resolution
have more impact on the output models than changes in mesh
resolution. It should be noted that these results might be de-
pendent on the spatial scale of the topography and the rug-
gedness of the terrain. Results on mesh and DEM resolution
are therefore valid for comparable terrains, but might not be
directly applicable in regions with distinctly different geo-
morphological characteristics. It must be noted that the cri-
teria of acceptability in this study are arbitrary and one may
choose higher or lower acceptance values for all the spatial
and statistical analysis.

Conclusion

Studies for simulation of topography-related seismic
amplification rely strongly on the resolution of the topo-
graphic model as well as the modeling mesh. In this study,
we analyzed how coarse a mesh and/or DEM resolution can
be and still maintain accuracy compared to the most well-
resolved case. We tested models of different mesh and

Figure 6. Scatter plots between models of 90 and 270 mmesh and DEM resolutions.
(g) Scatter plot is product of (a) m90d90 and (d) m270d90, (h) plot of (b) m90d270 and
(e) m270d270, (i) plot of (a) m90d90 and (e) m270d270, (f) plot of (d) m270d90 and
(e) m270d270, (c) plot of (a) m90d90 and (b) m90d270. The color version of this figure
is available only in the electronic edition.

Impact of Mesh and DEM Resolutions in SEM Simulation of 3D Seismic Response 2157



DEM resolutions and compared it with the highest resolution
possible (in our case, a model with a mesh of 90 m and a
DEM of 30 m). Our results and analysis show that models
with a resolution of 270 m and finer give comparable results,
whereas changes in DEM resolution have more impact on the
output models than changes in mesh resolution. Any model
with a mesh and/or DEM resolution of 540 m or coarser pro-
duces inaccurate results compared with the highest resolu-
tion model with a 90 m mesh and a 30 m DEM.

It was found that in finer resolutions,
abundance of topographic irregularities re-
sulted in a destructive interference in some
locations and hence resulted in lower am-
plitudes compared to those coming from
coarse resolution. When the DEM/mesh
resolution is relatively coarser, irregular-
ities are smoothed and destructive interfer-
ences are reduced, resulting in higher
amplitudes. Results on mesh and DEM
resolution are valid for comparable ter-
rains, but might not be directly applicable
in regions with distinctly different geo-
morphological characteristics.

Data and Resources

More information about the light
detection and ranging (lidar) can be ob-
tained from https://lta.cr.usgs.gov/lidar_
digitalelevation (last accessed June 2016).
More information about the Global 30
Arc-Second Elevation (GTOPO30) model
can be obtained from https://lta.cr.usgs
.gov/GTOPO30 (last accessed January
2016). Advanced Spaceborne Thermal
Emission and Reflection Radiometer (AS-
TER) global digital elevation model
(GDEM) data were downloaded from Land
Processes Distributed Active Archive
Center (LP DAAC) Global Data Explorer
http://gdex.cr.usgs.gov/gdex/ (last accessed
June 2016). More information about Cubit
can be found at Sandia National Laborato-
ries website https://cubit.sandia.gov/ (last
accessed August 2015). More information
about SPECFEM3D Cartesian (devel
version) was downloaded from the Compu-
tational Infrastructure for Geodynamics
(CIG) website https://geodynamics.org/cig/
software/specfem3d/ (last accessed August
2015). The centroid moment tensor (CMT)
of the 2005 Kashmir earthquake was ac-
quired from the Global CMT website
http://www.globalcmt.org/ (last accessed
October 2016). Generic Mapping Tools

(GMT) was used for visualization of the results http://
gmt.soest.hawaii.edu/ (last accessed May 2017).
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