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ABSTRACT
Assessing error resilience inherent to the digital processing work-
loads provides application-speci�c insights towards approximate
computing strategies for improving power e�ciency and/or per-
formance. With the case study of radio astronomy calibration, our
contributions for improving the error resilience analysis are focused
primarily on iterative methods that use a convergence criterion as a
quality metric to terminate the iterative computations. We propose
an adaptive statistical approximation model for high-level resilience
analysis that provides an opportunity to divide a workload into
exact and approximate iterations. �is improves the existing error
resilience analysis methodology by quantifying the number of ap-
proximate iterations (23% of the total iterations in our case study) in
addition to other parameters used in the state-of-the-art techniques.
�is way heterogeneous architectures comprised of exact and in-
exact computing cores and adaptive accuracy architectures can be
exploited e�ciently. Moreover, we demonstrate the importance of
quality function reconsideration for convergence based iterative
processes as the original quality function (the convergence crite-
rion) is not necessarily su�cient in the resilience analysis phase. If
such is the case, an additional quality function has to be de�ned to
assess the viability of the approximate techniques.
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1 INTRODUCTION
Computational workload analysis provides the essential insights
about the applications that help in the optimization process for
mapping e�ectively on the contemporary heterogeneous architec-
tures to achieve maximum performance and energy e�ciency [9].
Approximate computing—sometimes coined as best-e�ort comput-
ing or so� computing—can be regarded as aggressive optimization
because it allows legitimate inexactness and provides results with
the bare minimum accuracy to improve run-time and/or power
consumption. �e aforesaid advantages have been demonstrated
for error resilient applications such as multimedia digital signal pro-
cessing, search engines and scienti�c computing [13, 27]. �e major
approximation techniques include loop/code perforation [5, 11],
pa�ern reduction [21], thread fusion [22], approximate memoiza-
tion [1], voltage over-scaling [8, 14] and using the approximate
storage/arithmetic units/accelerators [3, 24, 25] to name some.

Error resilience is inherent to an application due to its possi-
bly redundant/noisy real-time inputs, probabilistic or self-healing
computational pa�erns, and/or a range of acceptable outputs [2].
However, there are error-sensitive parts or kernels within every
error-resilient application. �erefore, it is important to analyse the
applications for error resilience to separate the error-sensitive parts
from that of error-tolerant parts and to get insights of promising
approximation techniques before employing the implementation
e�orts [2, 11, 12, 18, 19, 23]. �e procedure of the error resilience
analysis is to apply approximations o�ine while monitoring the
quality function to verify that the approximations produce accept-
able results. In this way, approximate computing techniques are
substantiated for a workload that can be employed in the imple-
mentation/online phase to achieve the desired bene�ts.

Heterogeneous architectures have the ability to handle various
workloads e�ciently while using di�erent power and performance
trade-o� computing nodes, e.g. ARM’s big.LITTLE architecture [6].
However, in the approximate computing domain, the de�nition of
heterogeneous architecture extends further to include exact and
inexact computing units, where control instructions and sensitive
computational parts run at precise cores while the error resilient
parts run at the error-prone cores to achieve the overall e�ciency
in speed and energy [7, 23]. Moreover, with the advent of accuracy-
con�gurable architectures like adaptive voltage over-scaling [8]
and adaptive processors comprised of con�gurable adder/multiplier
blocks [25], where the quality-cost1 trade-o� can be controlled at
run time, it is of remarkable importance to analyse a workload for
Adaptive Error Resilience (AER) as well. We believe that AER has
the potential to reveal approximation opportunities even in strict
quality function (relatively less error resilient) workloads, where
1Cost refers to power consumption, latency and on-chip area required for maintaining
the speci�c quality of output
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they can be processed adaptively for varying approximation levels
to gain energy/performance bene�ts.

Furthermore, as iterative methods are common candidates for
approximate computing like K-means [10], GLVQ training [2], and
model predictive control [17]; we propose the Adaptive Statistical
Approximation Model (Adaptive-SAM) to analyse the high-level ap-
proximation space of iterative workloads. Adaptive-SAM performs
be�er than the Statistical Approximation Model (SAM) [2] by quan-
tifying the number of approximate iterations (NAI) in addition to
the statistical approximation space that will be discussed in Section
2, and therefore can be�er exploit the heterogeneous/accuracy-
con�gurable architectures by assigning resilient iterations to the
approximate computing cores/modes and the sensitive iterations
to the exact counterparts.

In this paper, we elaborate the Adaptive-SAM analysis method-
ology (Section 3) and present its signi�cance with a case study of
the radio astronomy calibration application (Section 4). In practice,
the error resilience or the approximation space of an application
is quanti�ed by injecting the errors de�ned by the approximation
models (statistical or technique speci�c) and monitoring the overall
output of the application in compliance with the quality function.
�e range of error injection within an approximation model for
which the quality function is satis�ed can be regarded as the ap-
proximation space of the application. �erefore, de�ning a quality
function is a very deliberate task in the approximate computing
domain. In Section 5, we demonstrate that the original quality
function of an iterative process may not be necessarily su�cient in
the error resilience analysis procedure, which requires de�ning an
additional quality function to serve the purpose.

2 RELATEDWORK
�is section reviews some state-of-the-art approximate computing
architectures that motivate statistical and adaptive-statistical error
resilience analysis. Moreover, we discuss contemporary analysis
methodologies/tools and the need of Adaptive-SAM analysis.

�e quality-cost trade-o� for an accurate multiplier (AccMul)
and two approximate multipliers (AxMul1 and AxMul2) have been
presented in [25]. �ese multipliers are 2x2 (input size=2 bits for
each operand) that can construct the higher order multipliers e.g.
4x4, 8x8 and so on. AxMul1 has be�er area and power costs as
compared to AccMul with 1 error case (error magnitude=2) out of 16
possible cases. AxMul2 is evenmore energy e�cient as compared to
AxMul1. However, the error rate for AxMul2 is 3 out of 16 possible
cases (error magnitude=1). In short, AxMul2 has higher error rate
and lower error magnitude as compared to AxMul1 while o�ering
be�er energy e�ciency. �e selection from such design choices is
based on workload’s error resilience characteristics that whether
the target workload can tolerate higher error rate or higher error
magnitude. Moreover, this design space (number of alternatives)
becomes larger for higher order multipliers that can have a number
of such multipliers (approximate or accurate) and a number of
adders (approximate or accurate) for the adder tree to compute the
�nal higher order product [16]. For that ma�er, it is important to
analyse a workload for statistical error distribution that can provide
the error-resilience pro�le of an application based on statistical
parameters: error mean (EM), error predictability (EP) and error

rate (ER). EP and EM determine the magnitudes of the injected
errors and correspond to the variance and mean of the normal error
distribution while ER de�nes the rate at which errors are injected
in the approximation analysis. �e aforesaid error resilience pro�le
helps to reduce the available design space in order to choose the
best possible quality-cost design alternative.

�e idea of adaptive accuracy or accuracy-con�gurable architec-
tures composed of approximate accelerators has been proposed in
[25]. �ese architectures contain accuracy-con�gurable operators,
such as multipliers and adders, which can change the computation
mode from accurate to approximate and vice-versa during the run-
time. �is helps in run-time adjustment of quality-cost trade-o�
based on the workload’s error resilience. Moreover, the adaptive
voltage over-scaling (AVOS) [8] has shown the improvements in
power e�ciency (25% to 30%) at negligible quality loss for texture
decompression application. �e aforesaid scheme reduces the sup-
ply voltage till the limited number of errors are introduced and can
increase the voltage again to a�ain error-free operation. �erefore,
AVOS can also adjust the quality-cost trade-o� during run time. In
this context, we argue that the aforementioned adaptive accuracy
architectures can be be�er exploited provided that the error re-
silience pro�le of an iterative workload also quanti�es the number
of approximate iterations in addition to the statistical parameters
(EM, EP and ER) in order to adaptively apply approximations during
the run-time to gain target bene�ts.

Over the past few years, many tools have been presented to as-
sess the applications for intrinsic error resilience. �ality of service
(QoS) pro�ling utilized loop perforation as a compiler pass to skip
some iterations in order to identify sub-computations that can be
replaced with less accurate counterparts [11]. Intel’s open-source
approximate computing toolkit (iACT) assesses the scope of ap-
proximations within the applications using programmer annotated
pragmas to analyse the programmer guided parts of the code [12].
iACT has the ability to apply static approximate transformations
such as precision scaling, run-time approximations like memoiza-
tion, and the noisy hardware e�ects during the error resilience
analysis simulations. Automatic sensitivity analysis for approxi-
mate computing (ASAC) applies statistical perturbation of program
data to study the overall e�ects on the quality of workload’s output
[18]. Program analysis for approximation-aware compilation (PAC)
provides a relatively faster way to study the degree of accuracy
required by each component in an application to achieve an overall
quality of output [19]. Approximate C compiler for energy and
performance trade-o�s (ACCEPT) is another open-source tool that
applies a conservative approach to perform safe approximate re-
laxation analysis within a workload [23]. �e aforesaid tools are
limited in assessing the error-resilience of a workload as they do
not cover all the approximation strategies and they do not provide
a statistical error resilience pro�le to reduce the available design
space (alternatives) as discussed earlier.

On the other hand, the application resilience characterisation
(ARC) framework [2] is a state-of-the-art methodology that includes
the statistically distributed error injection model to generate the
statistical pro�le of a workload. �e overview of the ARC method-
ology is shown in Fig. 1. �e �rst step is to identify the dominant
kernels based on their run-time share. �e kernels that run for at
least 1% of the total execution time are selected to perform analysis.
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Figure 1: Error resilience analysis methodology - ARC

Secondly, the error resilience is identi�ed by injecting random er-
rors in the outputs of the dominant kernels and the overall output
of the application is compared with a relaxed quality function to dis-
tinguish potentially resilient kernels from that of the sensitive ones.
Relaxed quality function means that the error injected output is
only checked for relatively bigger errors rather than the actual qual-
ity required by the application. Finally, high-level and Technique
Speci�c Approximation Models (TSAM) are applied to characterize
the resilience by using the actual quality function. �e high-level
model is also termed as Statistical Approximation Model (SAM) be-
cause it injects errors based on the statistical (Gaussian) distribution.
�is de�nes a high-level approximation space of an application by
providing a quality pro�le based on statistical parameters and can
help to narrow down technique-speci�c approximation choices
such as arithmetic operations, data representation and algorithm
level approximations [2]; for instance, choosing AxMul1 or AxMul2
as discussed earlier. However, in order to be�er utilize the adaptive
accuracy architectures, we need Adaptive-SAM analysis of iterative
workloads that can quantify the adaptive resilience by identifying
the number of approximate iterations in addition to the statistical
parameters.

3 ADAPTIVE STATISTICAL APPROXIMATION
MODEL (ADAPTIVE-SAM)

As discussed earlier, our aim is to improve the high-level error
resilience analysis of iterative workloads in order to be�er exploit
accuracy con�gurable and heterogeneous architectures. In this
regard, we present Adaptive-SAM that can replace SAM in the
error resilience analysis methodology shown in Fig. 1 to provide
the number of approximate iterations (NAI) in addition to statistical
parameters of approximation space (EM, EP and ER).

To elaborate the Adaptive-SAMmethodology, Algorithm 1 shows
the pseudo code of an iterative workload example. Although such
workloads may have any number of inputs and outputs, we as-
sume two inputs (x1,x2) and one output (K op) for the sake of
simplicity. �e algorithm iterates to improve the output by utilizing
the inputs and previously computed result (last iteration), where
i is the current iteration and N is the maximum number of itera-
tions. �e algorithm also uses an intermediate variable (im var )
that is computed by calling a kernel: function im, having input
arguments as x1 and the computed output of previous iteration
K op(i − 1). �en the output is computed by calling another kernel:
function Kop that has input arguments as x2 and im var . Subse-
quently, the convergence metric (converдence met) is computed

by calling function conv kernel that considers the current output
K op(i) and the previously computed output K op(i − 1) to gener-
ate the convergence metric. Iterative workloads may use di�erent
arithmetic operations within function conv, but the aim is gener-
ally to compute the improvement in result within two consecutive
iterations. Finally, Algorithm 1 checks the convergence metric for
the allowed tolerance limit (tol) based on the quality function of
the iterative workload. If the convergence is reached, the iterative
process is terminated to provide the �nal outcome.

Algorithm 1 An Iterative Workload Example.
Input: x1,x2
Output: K op
1: Initialize K op(0)
2: for i = 1, 2, ...,N do
3: im var = function im(x1,K op(i − 1));
4: K op(i) = function Kop(im var ,x2);
5: converдence met = function conv(K op(i),K op(i − 1));
6: if (converдence met ≤ tol ) then
7: break; // convergence reached
8: end if
9: end for

As discussed in Section 2, the error resilience methodology iden-
ti�es the dominant kernels in the �rst place. �ese kernels are
selected based on the percentage of their run-time or �oating point
operations (FLOPs) relative to the overall workload. �e kernels
that have the higher share are regarded as dominant kernels as it
is likely to a�ain desired bene�ts (area, power or latency) while
approximating them. In Algorithm 1, we assume that function Kop
is a dominant kernel to explain Adaptive-SAM analysis. Fig. 2
shows the signal �ow of Adaptive-SAM. We assume N number
of iterations/stages where i is the current iteration (1 ≤ i ≤ N ).
�e output of iteration i of a dominant kernel (K op(i)) is added to
a Gaussian error (Error (i)) if the randomized errors (ER rand(i))
and approximate iterations �ag (ax iter f laд) allow error injection
to this stage. �is �ag is controlled via a parameter: NAI, which
is the number of initial iterations to be instrumented with errors.
It is important to note that Error (i) is a function of the normally
distributed EP and EM. Finally, the approximate (Ax) kernel output
is assessed for quality function compliance to test the validity of
the approximation space. �erefore, Adaptive-SAM quanti�es the
high-level error resilience of an application based on the acceptable
range of normally distributed errors for the quanti�ed approxi-
mate iterations. �is helps to assign the approximate iterations
to the inexact cores (fast and/or energy e�cient) with the speci-
�ed approximation space while running the exact iterations on the
exact cores (slow and/or high power) to be�er exploit the hetero-
geneous architectures. Similarly, in case of accuracy con�gurable
architectures, the approximate iterations can run in approximate
(error prone) hardware modes at higher energy e�ciency and/or
performance.

4 EXPERIMENTAL SETUP AND RESULTS
We have applied SAM and Adaptive-SAM on an iterative workload,
which is the radio astronomy calibration algorithm (StEFCal) [20].
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Figure 2: Proposed high-level error resilience analysis model - Adaptive-SAM

�e said algorithm has been instrumented with the run-time sta-
tistical error injection in Matlab. �e quality function compliance
has also been checked at run-time to determine the statistical error
tolerance limits. In this way, we have quanti�ed the high-level error
resilience for StEFCal by using SAM and Adaptive-SAM models.

4.1 Radio Astronomy Calibration – StEFCal
Radio astronomy studies celestial objects at radio frequencies. �e
sky spatial intensity distributions are estimated over the �eld of
view in a radio telescope to generate the sky images [15]. Perhaps,
the signal processing pipeline in radio astronomy can be consid-
ered as error-tolerant application because it re�ects the a�ributes
of the inherent resilience explained in Section 1; namely: real-
life/redundant data input, and approximate/statistical/self-healing
computation pa�erns. �erefore, we analyse a radio astronomy
application (calibration) as a case study to quantize error resilience
based on SAM and Adaptive-SAM techniques. �e calibration
algorithm, also known as StEFCal (statistically e�cient and fast
calibration), is a strict quality-of-service alternating direction im-
plicit (ADI) method that estimates complex antenna gains (дp ) for
the P sensors in a radio telescope [20]. �e algorithm computes a
дp vector based on a measured signal/array covariance matrix (R)
and the model covariance matrix (M), where each ADI iteration (i)
computes linear least squares problems as:

д
[i]
p =

RH:,p .Z
[i−1]
:,p

(Z [i−1]:,p )H .Z [i−1]:,p
(1)

Where RH:,p is the hermitian transpose of array covariance matrix’s
pth column, and Z [i−1]:,p is the element-wise product of д[i−1]p and
the model covariance matrix’spth column (M:,p ). It should be noted
that д[i−1]p is the antenna gains vector computed in the previous
iteration. In our experiments, representative input data (R andM
matrices) of the LOFAR facility [26] has been utilized (for P = 124).

�e convergence criterion of StEFCal is based on the relative
di�erence in length of consecutive iterations’ solution vectors in
the Euclidean space [20],

Convergence = | |д
[i] − д[i−1] | |F
| |д[i] | |F

≤ 1.10−6 (2)

In our initial experiments, we de�ned our quality function solely
based on the convergence criterion. However, this proved to be

insu�cient in the approximate computing domain as explained in
Section 5. For that ma�er, we have de�ned an additional quality
metric: Di� rel, which is the relative di�erence in length between
the exact (ex) and approximate (ax) solution vectors,

Di� rel = | |д
[i]
ex − д

[i]
ax | |F

| |д[i]ex | |F
≤ 1.10−5 (3)

�e tolerance limit in Eq. 3 is higher than that of Eq. 2 due to
assumed acceptable error for approximately computed output. Fur-
thermore, we assume that the quality acceptance range is satis�ed
(QARS), if and only if both the convergence (Eq. 2) and Di� rel (Eq.
3) criteria are satis�ed.

4.2 High-level Error Resilience Analysis
To apply SAM and Adaptive-SAM, the initial steps are the same
as elaborated in Section 2, i.e. distinguishing dominant kernels
that run at least 1% of the total execution time and identifying
error resilience by injecting the random errors in the outputs of the
dominant kernels. �ree dominant kernels have been identi�ed in
StEFCal by using [4], which are Z vector computation (27% of the
computational load) and the two dot products (72% of the compu-
tational load) as shown in Eq. 1. We have analysed the aforesaid
three kernels for high-level error resilience. As the response of the
dot products is almost similar to Z, we only present the simulation
results for Z computation here that are su�cient to demonstrate
the comparison between SAM and Adaptive-SAM outcomes.

Fig. 3 shows the response of StEFCal for SAM analysis. It can be
seen that Di� rel is increased as we increase the error mean (EM)
and error rate (ER), while it has no remarkable e�ect due to changes
in error predictability (EP). However, the convergence limit is only
achieved at minimum EP andmaximum ER. In practice, there can be
some cases where the bene�ts of energy e�ciency/performance are
achieved even if the approximate computation runs for more itera-
tions than the exact computation [17]. Nonetheless, for the sake of
simplicity, we assume that the convergence limit is satis�ed when
the number of iterations required to converge for error-injected
computation is less or equal to that of exact computing counter-
part. While quantifying the error resilience intrinsic to StEFCal for
SAM analysis, QARS is achieved for EM ≤ 0.002%, EP ≤ 2.10−4 at
ER = 100%. �is shows a very small approximation space.

�e results of Adaptive-SAM analysis of StEFCal are shown in
Fig. 4 for various number of approximate iterations (NAI) and error
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Figure 3: StEFCal response for SAM analysis

Figure 4: StEFCal response for Adaptive-SAM analysis

mean (EM) values. In this case, error predictability and error rate
are �xed to the values that allow the solution to converge (EP=0 and
ER=100%). As expected, the Di� rel decreases with the decrease
in NAI and EM. �is suggests that the more the number of exact
computing iterations, the be�er the quality of output and vice versa.
While quantifying the error resilience, QARS is achieved for NAI ≤
23%, EM ≤ 12%, EP ≤ 0.2 at ER = 100%; this shows the availability
of an approximation space for 23% of the total iterations. �erefore,
Adaptive-SAM reveals additional error resilience opportunities by
quantifying the number of approximate iterations in addition to
EM, EP and ER for the iterative workloads.

5 SIGNIFICANCE OF QUALITY FUNCTION
RECONSIDERATION

In error resilience analysis, the approximation models are applied
during run-time and are validated using the quality function. �is
makes the selection of a quality function very crucial as it can
possibly reject or accept some approximation strategies unfairly.
�erefore, in order to utilize the original quality metric of an itera-
tive application (convergence criterion) in the approximate comput-
ing domain, it has to be reconsidered rigorously to a�ain reliable
insights about the approximation space. In our case study of an
iterative workload (StEFCal), the convergence criterion is utilized

for the exact computing case. �is computes the relative distance in
Euclidean space between the current and previous solution vectors
and is assumed to be satis�ed if the improvement within two con-
secutive iterations is less or equal to 1.10−6, which means that the
solution has already been converged and no further precision can
be achieved by computing more iterations. However, in the error
resilience analysis process, it can not be guaranteed that the accept-
able solution is achieved when it satis�es convergence. Perhaps,
the solution is converged in the wrong plane, which is very dis-
tant from that of acceptable solution plane. We have observed this
phenomenon during the error-resilience identi�cation phase. As
discussed in Section 2, random errors are injected in the resilience
identi�cation analysis while using a relaxed quality function. Two
cases are shown in Fig. 5 to illustrate the problem. �e �rst case
is randomly skipping of computations (Fig. 5a and 5b), while the
second case is an arbitrary error injection in the �rst element of
the Z vector output (Fig. 5c and 5d). For the �rst case, we can
see a comparable response of approximate and exact computing
for gains outputs, albeit with no quality improvement beyond a
speci�c number of iterations for the convergence metric. However
in the second case, although the approximate solution converges
quickly (Fig. 5c), it produces unacceptable gains (Fig. 5d). �is
shows that the original quality metric of StEFCal (the convergence
criterion) is not su�cient in the resilience analysis process. For that
ma�er, we introduced an additional quality parameter: Di� rel (Eq.
3) that can ensure the convergence of approximate solution within
an acceptable distance to that of exact solution in the Euclidean
space.

6 CONCLUSIONS
Our proposed Adaptive-SAM has shown improvements in the er-
ror resilience analysis of iterative workloads by quantifying the
number of resilient iterations (23% of the total iterations in our case
study) in addition to high-level analysis parameters. Moreover, we
have shown that the quality function must be reconsidered in the
error resilience analysis process as the original quality metric of an
iterative workload (convergence criterion) might not be necessarily
su�cient. In which case, an additional quality metric has to be
de�ned for reliable quality assessment to establish the promising
approximate computing strategies.
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