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1. INTRODUCTION. Notice that $1 \cdot 2 \cdot 3 \cdot 4+1=5^{2}, 2 \cdot 3 \cdot 4 \cdot 5+1=11^{2}, 3 \cdot 4$. $5 \cdot 6+1=19^{2}, \ldots$ Indeed, it is well known that the product of any four consecutive integers differs by 1 from a perfect square. However, a little experimentation readily leads one to guess that there is no integer $n$, other than four, so that the product of any $n$ consecutive integers differs from a perfect square by some integer $c=c(n)$ depending only on $n$.

There are two issues here. The first is to explain the apparently special status of four. We show that this matter lies little deeper than the fact that any quadratic polynomial can be completed by the addition of a constant to become the square of a polynomial. Second, we give a proof that there can be no $n$ larger than four with the stated property.

## 2. SQUARES FROM PRODUCTS OF JUST A FEW CONSECUTIVE INTE-

 GERS. We study the polynomials $P_{n, c}(x)=x(x+1)(x+2) \cdots(x+n-1)+c$ and find all $n$ and $c$ so that $P_{n, c}$ is the square of a polynomial. That suffices, given our concluding remarks proving that a polynomial taking "too many" square values at the integers must be the square of a polynomial. Accordingly, we suppose $n=2 m$ is even.We will at first find it convenient to set $y=x-m+\frac{1}{2}$, turning $P_{n, c}$ into a product of the $m$ factors $\left(y^{2}-\frac{1}{4}(2 k-1)^{2}\right), k=1, \ldots, m$. The further substitution $2 z=y^{2}-\frac{1}{4}$ yields

$$
P_{2 m, c}(x)=2^{m} z(z-1)(z-3) \cdots\left(z-\frac{1}{2} m(m-1)\right)+c .
$$

Plainly $P_{2, c}(x)=2 z+c=y^{2}-\frac{1}{4}+c$ is a square if and only if $c=1 / 4$; namely, $P_{2,1 / 4}(x)=x(x+1)+\frac{1}{4}=\left(x+\frac{1}{2}\right)^{2}$. Just so, $P_{4, c}(x)=4 z(z-1)+c$ is a square, specifically $(2 z-1)^{2}$, if and only if $c=1$. Thus, indeed,

$$
P_{4,1}(x)=x(x+1)(x+2)(x+3)+1=\left(x^{2}+3 x+1\right)^{2}
$$

is the square of a polynomial.
It will turn out that $P_{2 m, c}(x)$ is not again a square for larger $m$, no matter what $c$ is. That should be no particular surprise, for once $m$ is greater than 1 , it is unusual for any polynomial of degree $2 m$ to be a square, even up to a constant. In fact, let $f$ be a polynomial of degree $2 m$ with square leading coefficient. Suppose $a$ is the polynomial part of its square root, in the sense that $r=f-a^{2}$ has degree less than $m$. Notice here that $a$ has $m+1$ coefficients, which may be chosen so that the $m+1$ leading coefficients of $a^{2}$ match the $m+1$ leading coefficients of $f$. The point is that $r$ has $m-1$ coefficients, other than its constant term, that need to vanish fortuitously for $f$ to be a square. On the other hand, because our useful substitution shows that $P_{4, c}$ is a polynomial of degree $2 l=2$ in $z$ (so $l-1=0$ ), the fact that $P_{4, c}$ is a square for some $c$ becomes evident as soon as one recognises the possibility of such a substitution.
3. THE PRINCIPAL ARGUMENT. We show that

$$
P_{n, c}(x)=x(x+1) \cdots(x+n-1)+c
$$

is not the square of a polynomial if $n$ is different from 2 or 4 .
Accordingly we suppose, to the contrary, that $P_{n, c}=a^{2}$, with $n=2 m$ and $a$ of degree $m$. Then the identity

$$
\begin{aligned}
P_{n, c}(x+1)-P_{n, c}(x) & =n(x+1)(x+2) \cdots(x+n-1) \\
& =(a(x+1))^{2}-(a(x))^{2}
\end{aligned}
$$

entails $(a(x+1)-a(x))(a(x+1)+a(x))=n(x+1)(x+2) \cdots(x+n-1)$.
But the graph $y=a(x+1)$ is simply that of $y=a(x)$ shifted to the left by 1 . Thus each of the $m-1$ solutions of $a(x+1)=a(x)$ is between a pair of the $m$ zeros of $a(x+1)+a(x)$. Hence $a(x+1)-a(x)=m(x+2)(x+4) \cdots(x+2 m-2)$, while $a(x+1)+a(x)=2(x+1)(x+3) \cdots(x+2 m-1)$. Then, adding these two relations, we obtain
$2 a(x+1)=2(x+1)(x+3) \cdots(x+2 m-1)+m(x+2)(x+4) \cdots(x+2 m-2) ;$
and subtraction yields

$$
2 a(x)=2(x+1)(x+3) \cdots(x+2 m-1)-m(x+2)(x+4) \cdots(x+2 m-2)
$$

Replacing $x$ by $x+1$ in the last expession gives

$$
2 a(x+1)=2(x+2)(x+4) \cdots(x+2 m)-m(x+3)(x+5) \cdots(x+2 m-1)
$$

However, the two allegations detailing $2 a(x+1)$ are incompatible for $m$ greater than 2 . To see this, we check the constant terms variously attributed to $2 a(x+1)$. The first claim alleges that

$$
2 a(1)=2(1 \cdot 3 \cdots(2 m-1))+m(2 \cdot 4 \cdots(2 m-2))
$$

while the second suggests that

$$
2 a(1)=2(2 \cdot 4 \cdots 2 m)-m(3 \cdot 5 \cdots(2 m-1))
$$

The purported equality of these quantities amounts to

$$
(m+2)(1 \cdot 3 \cdots(2 m-1))=3 m(2 \cdot 4 \cdots(2 m-2)),
$$

which is absurd for $m$ greater than 2 because a higher power of 2 divides the right-hand side of $(\ddagger)$ than divides the other side.

For $m=2$, however, $(\ddagger)$ is $4 \cdot 3=6 \cdot 2$; and $m=1$ provides $3 \cdot 1=3$. So all may be well in those instances, as had better be the case given our introductory observations.

We have proved a tiny bit more than we set out to show.
Theorem. Suppose $c=c(n)$ and $d=d(n)$ are relatively prime integers such that $d$ times every product of $n$ consecutive integers $k, k+1, \ldots, k+n-1$ differs by c from a square. Then $n=2$ with $(2 k+1)^{2}=4 k(k+1)+1$, or $n=4$ with $\left(k^{2}+3 k+1\right)^{2}=$ $k(k+1)(k+2)(k+3)+1$.
4. CONCLUDING REMARKS. We promised to explain why a polynomial taking too many square values at the integers must be the square of a polynomial.

Proposition. Let $f$ be a monic polynomial with rational coefficients and of even degree. If $f(x)$ is not the square of a polynomial, then $f(x)$ takes square values (thus, is the square of a rational) for at most finitely many positive integer values of $x$.

Proof. Suppose the polynomial $f$ has degree $n=2 m$, and suppose $a$ is the polynomial part of the square root of $f$, in the sense that $r=f-a^{2}$ is of degree at most $m-1$. Let $N$ be an integer large relative to the data, but suppose that, contrary to expectation, $f(N)$ is a square, say $f(N)=B^{2}$. Then $a(N)=A$ is of order $N^{m}$, whereas $r(N)$ is of order at most $N^{m-1}$. Because, by hypothesis, $r$ does not vanish identically we may suppose that $r(N) \neq 0$. Then $B^{2}-A^{2}$ is nonzero and is at most of order $N^{m-1}$, contradicting the identity $B^{2}-A^{2}=(B+A)(B-A)$, which says that $B^{2}-A^{2}$ has at least the order of magnitude of $A$.

Remarks. (1) Notice that any denominators occurring among the rational coefficients of $f$ and $a$ are part of the data and their effect is readily offset by choosing $N$ large enough relative to those data. (2) What if $f(x)$ is of odd degree $2 m+1$, you ask? This case is actually more subtle. Nonetheless, $f\left(z^{2}\right)$ is of even degree in $z$, whereas $f\left(z^{2}\right)$ is a square only if $f(x)$ happened to have been $x$ times a square. But according to the proposition, if $f(x)$ is not $x$ times a square, then $f\left(N^{2}\right)$ is not a square for $N$ large. Certainly, whether $f(x)$ is $x$ times a square or not, if $f$ has odd degree, then there are large $N$ for which $f(N)$ is not a square. (3) There is a substantial literature on polynomials taking square values, and the like. For an introduction to the proper context of such results, see, for example, Davenport, Lewis, and Schinzel [1].

Rather more elegant proofs than that sketched for the proposition, demonstrating that a polynomial taking only $k$ th power values of integers must be the $k$ th power of a polynomial, appear as items VIII. 114 and VIII. 190 in [2].

The present study was provoked by a question put by Bob Silverman to the sci.math newsgroup.
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## Three Non-Independent Events

The usual example that pairwise independence of events does not imply independence, due to Bernstein (On the Axiomatic Foundation of the Theory of Probability (in Russian), Mitt. Math. Ges., Charkov, 1917), appears in many texts on probability theory. However, it is somewhat artificial, constructed only to demonstrate this fact. There is a simpler and more natural example in the following common dice experiment:

Roll two dice, independently. Let $E=$ [the first die is a 3], $F=$ [the second die is a 4], and $G=$ [the sum is 7].

The events $E$ and $F$ are pairwise independent, by assumption. The fact that $E$ and $G$ are pairwise independent is a common exercise for students in a first course in probability theory (just verify that the multiplication rule $P(E \cap G)=$ $P(E) P(G)$ holds). Similarly, $F$ and $G$ are pairwise independent.

But $E$ and $F$ together imply $G$, so $E, F$, and $G$ are not independent.
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