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Enhanced Subpixel Mapping With Spatial
Distribution Patterns of Geographical Objects

Yong Ge, Member, IEEE, Yuehong Chen, Alfred Stein, Sanping Li, and Jianlong Hu

Abstract—This paper proposes spatial distribution pattern-
based subpixel mapping (SPMS) as a novel subpixel mapping
(SPM) strategy. It separately considers spatial distribution pat-
terns of different types of geographical objects. Initially, it clas-
sifies geographical objects into areal, linear, and point patterns
according to their spatially geometric characteristics. For the dif-
ferent patterns, SPMS uses the vectorial boundary-based SPM al-
gorithm with the spatial dependence assumption to deal with areal
objects, the linear template matching-based SPM algorithm for
linear objects, and the spatial pattern consistency matching-based
SPM algorithm for point objects. The three patterns are integrated
to generate a subpixel map. An artificially created image and two
remotely sensed images were used to evaluate the performance
of SPMS. The results were compared with a traditional hard
classifier and seven existing SPM methods. The experimental
results demonstrated that SPMS performed better than the hard
classification and traditional SPM methods, particularly when
dealing with linear and point objects.

Index Terms—Classification, mixed pixel, remotely sensed im-
ages, spatial distribution patterns of geographical objects, subpixel
mapping (SPM).

I. INTRODUCTION

SUBPIXEL mapping (SPM) was introduced by Atkinson [1]
to determine where the relative proportions of a class are

within each pixel. Since then, much effort has been directed
toward developing more efficient and accurate methods. These
methods include pixel-swapping [2], linear optimization tech-
niques [3]–[5], subpixel/pixel spatial attraction models [4], [6],
Markov random fields [7]–[10], indicator cokriging [11]–[13],
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the geometric method [14], [15], the spatial regularization [16],
[17] and artificial-intelligence-based methods such as differ-
ential evolution, an artificial immune system, and maximum
a posteriori models [18]–[23]. They have been mainly de-
veloped under the spatial dependence assumption both within
and between pixels and are applicable in high resolution
(H-resolution), where pixels are smaller than the objects of
interest [24] because they maximize the spatial dependence
under the constraints of class proportions derived from soft
classifications [25]. These methods, however, cannot effectively
deal with low resolution (L-resolution), where the pixels are
larger than the objects of interest [24], or with linear objects,
where the pixels are both shorter and wider than the objects
of interest [18]. Applying these methods in L-resolution, for
instance, may result into clustering of objects, thus leading
to a loss of the original characteristics, such as randomness
or dispersion [24]. In addition, applying them to fine linear
objects may result into a loss of linear connectivity, whereas for
large linear objects, it may lead to unsmooth boundaries [18].
Important in this respect is that these methods treat all objects
as a single type when predicting their land cover classes.

To date, most SPM methods focus on predicting the spatial
distribution in H-resolution. Lechner et al. [26] highlighted
the requirement of SPM for mapping L-resolution and linear
land cover objects for the representation of ecological val-
ues for natural resource management. Few studies, though,
have addressed SPM for L-resolution and for linear objects.
Tatem et al. [27] proposed the Hopfield neural network and
Atkinson [28] proposed the two-point histogram to obtain the
spatial distribution in L-resolution by incorporating prior infor-
mation. Both methods provided acceptable solutions in predict-
ing the land cover pattern of L-resolution objects at the subpixel
scale [27], [28]. Such prior information, however, is typically
in the form of finer training images and is either not readily
available or requires laborious preprocessing [12]. To deal with
linear objects, Ai et al. [29] used mathematical morphology to
extract their central line from fraction images, which was used
as auxiliary information to improve the accuracy using spatial
annealing. Thornton et al. [30] added anisotropic modeling
to pixel swapping to enhance the prediction of linear objects
within the superresolution output. This modification resulted in
an increase in the accuracy of mapping fine rectilinear objects
as compared with pixel swapping [30], but ignored curvilinear
objects [30].

To address these problems, this paper proposes a new SPM
strategy called spatial distribution pattern-based SPM (SPMS).
SPMS separately considers the spatial characteristics of land
cover objects and recognizes geographical objects as having an

0196-2892 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.Authorized licensed use limited to: UNIVERSITY OF TWENTE.. Downloaded on September 26,2023 at 06:30:23 UTC from IEEE Xplore.  Restrictions apply. 



GE et al.: SUBPIXEL MAPPING WITH SPATIAL DISTRIBUTION PATTERNS OF GEOGRAPHICAL OBJECTS 2357

areal pattern (A), a linear pattern (L), or a point pattern (P ).
The reason is that geographical objects are usually represented
by these three patterns in a geographical information system
(GIS) [31] according to their spatially geometric characteristics
[24], [27], [29], [30]. A-objects corresponding to H-resolution
cases are characterized by the spatial distribution of a large
patch. Similarly, P -objects corresponding to L-resolution cases
are scattered inside or on the edge of pixels and are repre-
sented as points within pixels. L-objects have linear shapes,
for example, roads and rivers extending over several pixels.
SPMS considers A-objects using the vector boundary-based
SPM (SPMV) algorithm [15], which also uses the spatial depen-
dence assumption and deals with A-objects. For L-objects, we
develop the linear template matching-based SPM (SPML) al-
gorithm, whereas for P -objects, we propose the spatial pattern
consistency matching-based SPM (SPMSP) algorithm. By using
this strategy, SPMS avoids various shortcomings. An artificially
created test image and two remote sensing images are used to
evaluate the effectiveness and performance of SPMS.

The remainder of this paper is organized as follows.
Section II briefly describes the background of SPM. Section III
introduces the proposed SPMS strategy. Section IV contains
the experimental results and analysis. Section V presents the
discussion. Section VI presents the conclusion.

II. BACKGROUND

The aim of SPM is to determine appropriate locations of
subpixels within a mixed pixel under the conditions of maximal
spatial dependence and fixed fractions of land cover classes.
Spatial dependence in SPM indicates that labels of neighboring
pixels/subpixels are more likely to have the same land cover
class than those farther apart [1].

Let C be the number of classes and suppose that C fraction
images have been derived from coarse remotely sensed im-
ages, e.g., using a soft classification. Given the scale factor S,
each pixel in the coarse image is divided into S × S smaller
subpixels. Each subpixel is allocated a value 1 or 0 for each
class, where the value 1 indicates that the subpixel belongs to
the particular class, and the value 0 indicates otherwise.

Atkinson [24] classified SPM into two categories: regression-
type and spatial optimization-type methods. In this paper, we
describe the SPM as a linear optimization problem [3]. The
objective is to maximize the spatial dependence of subpixels
within a pixel, subject to constraints that each subpixel should
be allocated to a single class and that the fraction of subpixels
in each class is the same as the class fractions obtained from the
classification. That is

max z =

C∑
c=1

S2∑
i=1

xic ×Gic (1)

subject to

⎧⎪⎪⎨
⎪⎪⎩

C∑
c=1

xic = 1

S2∑
i=1

xic = Fjc × S2

(2)

where Gic is the spatial dependence measurement of class c in
subpixel i, andFjc is the fraction value of class c in mixed pixel j.

Fig. 1. SPM with spatial dependence theory. (a), (c), (e), and (g) Examples of
A-, P -, and L-objects, respectively. (b) SPM for A-objects in (a). (d) SPM for
P -objects in (c). (f) SPM for fine L-objects in (e). (h) SPM for larger L-objects
in (g).

To predict the spatial distribution of different types of
objects, we distinguish areal (A), linear (L), and point (P )
patterns. Examples of A-, P -, and L-objects are shown in
Fig. 1(a), (c), (e), and (g), where, for a scale factor S = 4,
each coarse pixel consists of 16 smaller subpixels. Prediction
of the spatial distribution of the A-objects in Fig. 1(a) is
shown in Fig. 1(b) using (1). Spatial dependence states that
neighboring pixels/subpixels are more likely to be the same
than those farther apart [1]. Fig. 1(d) shows the prediction of
P -objects in Fig. 1(c). These are commonly predicted to be
the spatial distribution of aggregation. The P -objects within
four neighboring pixels in Fig. 1(c) are predicted together at
the central part of the four pixels in Fig. 1(d). Fig. 1(e) and (f)
shows the prediction of L-objects. For those, connectivity is
not retained when maximizing the spatial dependence of the
fine linear objects. Maximizing the spatial dependence of the
larger linear objects causes unsmooth boundaries, as shown in
Fig. 1(g) and (h).

III. SPMS

To identify geographic objects as A-, L-, and P -objects, we
provide quantitative definitions in Section III-A. We use these
patterns to illustrate the use of SPMS for estimating their spatial
distribution at the subpixel scale. It includes five main steps:
spatial pattern recognition of objects, SPM for L-objects, SPM
for A-objects, SPM for P -objects, and integration of the SPM
results. Step 1 recognizes and partitions objects into A-, P -, and
L-objects using the shape–density index [32] of each object as
extracted from each fraction image by a seeded region-growing
algorithm [33]. SPMV [15], SPML, and SPMSP are then used
in steps 2, 3, and 4, respectively. Note that pure pixels are di-
rectly divided into subpixels by allocating the same class when
the spatial locations of the objects are determined, whereas a
decay function as used in SPMV [15] provides the missing
neighboring information of pixels in the image boundary region
for mapping. Finally, the resulting patterns of the A-, L-, and
P -objects are integrated into a single land cover map at a finer
resolution with the fraction images. Details of the five steps of
the SPMS framework are described in the following.
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A. Spatial Pattern Recognition of Objects

Step 1 starts with segmenting an image and extracting all
pixels above a predefined fraction value in each fraction im-
age using the seeded region-growing model (SRGM) [33].
In SRGM, pixel values within regions are considered to be
similar, and it segments targets with similar characteristics
and a similar connectivity [33]. SRGM has been successfully
used to extract L-objects from remotely sensed images [32].
Next, the shape–density index [32] of each extracted object
is computed to distinguish A- and L-objects from P -objects.
After extracting A- and L-objects, the remaining pixels that
have a smaller fraction value are identified as P -objects as they
typically lie within a pixel and occupy a small area of the pixel
[24], [27], [34]. The two main parts are as follows.

1) Segmenting and Extracting Objects: Segmentation by
SRGM is defined as a partition of all pixels V into g separate
nonempty regions {Ri|i = 1, 2, . . . , g}. It is based on the fol-
lowing conditions [33].

1) Each region Ri consists of contiguous pixels.
2) ∪g

i=1Ri = V .
3) All pixels in Ri have the same properties, which are

different from those of the pixels in its neighboring region
(Rj , i �= j).

Before using SRGM to extract objects from fraction im-
ages, two homogeneity parameters and seeds are chosen. The
homogeneity criterion [35] states that a pixel is added to a
region if its fraction value during growing region exceeds a
predetermined threshold ε, which determines if a pixel belongs
to the object. The threshold is defined as ε = α/S, where α is
a parameter that is used as a balance to separate objects with
larger fraction values (such as A- and L-objects) from objects
with smaller fraction values (such as P -objects). In order to
extract objects with relatively large fraction values (A- and
L-objects), we set ε in this study to the empirical value 1/S,
which is required for L-objects to maintain connectivity [30].
Seeds {vjc|j = 1, 2, . . . , g} indicate the coordinates of ran-
domly selected pixels from the cth fraction image. Hence,
a set of initial regions {Rjc|j = 1, 2, . . . , g} is created for
the cth fraction image, and each region contains one pixel (the
“seed”). This is followed by expanding the region Rjc from the
start pixel by comparing the fraction values of its neighboring
pixels with the predefined threshold ε. A neighboring pixel is
included in the region if its fraction value exceeds the threshold
ε. This is repeated until all the pixels in each fraction image
have been considered, or the region cannot grow further. As
a result, a set of g′ final regions {Rjc|j = 1, 2, . . . , g′} is
obtained.

2) Pattern Determination: The shape–density index [32] of
each extracted region is calculated using

SD = ω1 · S + ω2/D

S =
E

(4 ·
√
O)

D =
N

M
(3)

where S is the shape index, E is the perimeter of an object
calculated by counting the boundary pixels of the region, O
is the area of an object computed by counting the number of
pixels inside the region, D is the density of an object in its
bounding rectangle, N is the number of pixels in an object, M
is the number of pixels in the bounding rectangle of an object,
and ω1, ω2 are weights with ω1 + ω2 = 1. The regions are then
classified as L- or A-objects according to a criterion in [32]
that an object is considered as an L-object if S ≥ 2.3, D ≤ 1.1,
and SD ≥ 1.6; otherwise, the object is an A-object. Note that
the criterion is slightly tuned to the needs of different remote
sensing images and objects.

After determining L- and A-objects in each fraction image,
the remaining pixels with fraction values greater than 1/S2 are
P -objects as the area of a subpixel is equal to 1/S2 [5]. This
way, for each fraction image, all pixels are identified as L-, A-,
or P -objects V̇ c = {V L

c ,V
A
c ,V

P
c }, c = 1, 2, . . . , C, and are

used in the subsequent SPM processes.

B. SPM for L-Objects (SPML)

The second step concerns SPML, i.e., SPM for L-objects.
SPML relies on finding the optimal template for representing
the direction of an L-object inside a mixed pixel. After de-
termining the optimal template, the spatial distribution of the
L-object is predicted using the fraction value constraints. There
are three main parts: defining linear templates, matching linear
templates, and SPM for L-objects.

1) Defining the Linear Templates: Different sizes of linear
templates have been designed for mapping linear objects from
remote sensing images. For example, Thornton et al. [30] used
four rectilinear templates of 3 × 3 pixels and eight rectilinear
templates of 5 × 5 pixels. In theory, templates can be designed
for any size. To facilitate representing all occurrences of linear
shape, we use linear 20 templates of 3 × 3 pixels, including
rectilinear and curvilinear shapes (see Fig. 2). Compared with
[30], which focused on four rectilinear directions (i.e., 0◦, 45◦,
90◦, and 135◦), the 20 templates in Fig. 2 represent rectilinear
and curvilinear shapes and thus are useful when determining
the appropriate direction for L-objects of various shapes. The
templates are represented by a binary matrix

Tk =

⎡
⎣t(−1,−1) t(−1, 0) t(−1, 1)

t(0,−1) t(0, 0) t(0, 1)
t(1,−1) t(1, 0) t(1, 1)

⎤
⎦, k=1, 2, . . . , 20

(4)

where Tk = [t(m,n) ∈ {1, 0}|m,n = −1, 0, 1]. The elements
t(m,n) = 1 (see gray pixels in Fig. 2) represent the template,
and the elements t(m,n) = 0 (see white pixels in Fig. 2) rep-
resent the background. In Fig. 2, the templates in the first row
are rectilinear templates in four directions, i.e., in the directions
0◦, 45◦, 90◦, and 135◦ from the horizontal axis, the second-
row templates are curvilinear shapes of broken lines along the
horizontal axis, the third-row templates are broken lines along
the vertical axis, the fourth-row templates are curvilinear shapes
with right angles oriented to the four quadrants, and the last-row
templates are U-bend shapes in four directions.
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Fig. 2. Linear templates with 3 × 3 pixels.

2) Linear Template Matching: Template matching is an ex-
tensively used a technique that is in image processing to find
targets in images. Standard correlation matching is a widely
used template matching technique that we use in this study [36].
To find the optimal template for the considered L-object within
a mixed pixel, the matching method considers the correlation
coefficient between a template and a local subset of an image,
which is defined as

rjk=

1∑
m=−1

1∑
n=−1

Tk(m,n) · Fjc(x+m, y+n)√
1∑

m=−1

1∑
n=−1

Tk(m,n)2 ·
1∑

m=−1

1∑
n=−1

Fjc(x+m, y+n)2

(5)

where (x, y) are the coordinates of the current pixel j in the
cth fraction image Fc, and Tk(m,n) is the element of the kth
template Tk. The closer rjk is to 1, the better the kth template
matches that fraction image in a local window. We view the
template with the highest rjk as the optimal template.

3) SPM for L-Objects: The previous two steps determine
the optimal template for an L-object within a mixed pixel. This
is used next to predict the spatial distribution of its subpixels.
To combine the coordinates of pixels, templates, and subpixels
into a unified coordinate system for facilitating following cal-
culations, we first define a new coordinate system as follows.

1) We take the origin with coordinates (0, 0) in the upper left
corner of a mixed pixel, as shown in Fig. 3.

2) The length of the mixed pixel is set equal to 1. Therefore,
the coordinates of the lower right corner of the pixel
are (1, 1).

3) Taking the length of the optimal template equal to that of
the current mixed pixel, the new coordinates of the pixels
in the templates are calculated by{

m′ = 2×(m+2)−1
6

n′ = 2×(n+2)−1
6

, m, n = −1, 0, 1. (6)

Fig. 3. Unified coordinate system for mapping L-objects.

4) The new coordinates of subpixels are then calculated using{
p′ = 2×p−1

2×S

q′ = 2×q−1
2×S

, p, q = 1, 2, . . . , S. (7)

Based on this new coordinate system, SPM for L-objects
involves the following four steps.

• For each mixed pixel in V L
c , the optimal template Tk of

the L-objects is identified using correlation matching.
• The shortest Euclidean distance between any subpixel v′i

and each element that has the value 1 in the optimum
template Tk is calculated using

d (v′i, Tk)=min

(√
(v′i(p

′)−m′)2+(v′i(q
′)−n′)2

)
. (8)

• The shortest distances of all subpixels within the current
mixed pixel are sorted in ascending order.

• According to the ascending list of subpixels, the first
Fjc × S2 subpixels in the list are allocated to the land
cover class c. This assigns the land cover class to each
subpixel to the closest optimal template. Fjc × S2 is the
fraction constraint in (2), and it determines the number of
subpixels in pixel j for land cover class c.

C. SPM for A-Objects (SPMV)

Since the introduction of SPM, there has been a proliferation
of methods that assume spatial dependence [1]. Meanwhile,
several studies reported a good performance of SPM by in-
cluding spatial dependence when applied to A-objects [14],
[24], [25], [37]. In this paper, SPMS deals with A-objects in a
similar way.

SPMV [15] is an improvement on the geometric SPM algo-
rithm [14], using spatial dependence when predicting the spatial
distribution of A-objects. SPMV first geometrically partitions a
mixed pixel using polygons by a vector boundary extraction
model. Second, a ray-crossing algorithm assigns land cover
classes to subpixels within each vector boundary [15]. It con-
sists of the following four main steps.

• For each mixed pixel in V A
c , the length and location

of each segment along the boundary of the mixed pixel
are estimated for all classes using the vector boundary
extraction model [15].
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Fig. 4. Flowchart of SPMSP for P -objects.

• According to these estimated segments, the initial poly-
gons for all land cover classes within the mixed pixel are
connected in the counterclockwise direction.

• These initial polygons are further adjusted to remove co-
incident vertices and segments to generate the final vector
boundaries {Bc|c = 1, 2, . . . , C} of all the A-objects in a
mixed pixel.

• According to the vector boundaries, the attribute values
of the subpixels of each vector boundary are determined
using the ray-crossing algorithm [15].

D. SPM for P -Objects (SPMSP)

SPMSP was developed for P -objects to achieve different
types of spatial point patterns: dispersed, random, and clus-
tered. P -objects are typically much smaller than a pixel and fol-
low either a dispersed, random, or clustered pattern. Moran’s I
is a popular index that describes the spatial autocorrelation (or
spatial patterns) of lattice objects [38], [39]. By considering
pixels in remote sensing images as lattice data, subpixels of
geographical objects (such as theP -objects) are also considered
as lattice data. Moran’s I is used to characterize the spatial
correlation of fraction images, i.e., to determine the mapping
order of land cover classes in the pixel-swapping algorithm [40]
and the visiting order when allocating classes using soft-then-
hard SPM [41]. Therefore, Moran’s I characterizes the spatial

patterns of P -objects in fraction images and in SPM results.
The spatial patterns of P -objects vary spatially, and thus, the
value of Moran’s I is computed in a local window. We have
used a window size of 3 × 3 pixels, as recommended in [42].
The implementation of SPMSP involves the following steps and
is shows in Fig. 4.

• The spatial distribution of all subpixels of P -objects in
V P

c is initialized using SPMV applied to fraction images.
• For each mixed pixel in V P

c , the target value of Moran’s I
for the cth class (i.e., Ic) in a local window of the fraction
image is determined as

Ic =

M
M∑
j=1

M∑
j′=1

wjj′ (Fjc − F c)(Fj′c − F c)(
M∑
j=1

M∑
j′=1

wjj′

)
M∑
j=1

(
Fjc − F c

)2

(9)

wjj′ =

{
1, if j and j ′ are neighbors

0, otherwise
(10)

where Fjc is the fraction value of class c in mixed pixel
j, Fc is the mean of all fraction values of class c in a
local window, and M is the number of pixels in the local
window of fraction images.
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• Moran’s I for the cth class (i.e., I ′c) in the current SPM
realization is determined as

I ′c =

N
N∑
i=1

N∑
i′=1

wii′ (xic − xc)(xi′c − xc)(
N∑
i=1

N∑
i′=1

wii′

)
N∑
i=1

(xic − xc)
2

(11)

where xic is the attribute value of class c in subpixel
i, xc is the mean of the attribute values of class c in a
local window with the same spatial coverage as in Step 3,
and N = M × S2 is the number of subpixels in a local
window of the current SPM realization.

• The value of Ic from the fraction images is compared
with I ′c from the current SPM realization. If |Ic − I ′c| ≤
0.06, no changes are made to this mixed pixel, and the
next mixed pixel that contains P -objects is considered.
Otherwise, we proceed to the next step.

• We randomly exchange the attribute values of two differ-
ent subpixels within the mixed pixel to change the spatial
distribution of P -objects after applying SPM. This way,
the results become consistent with the spatial pattern in
the fraction images.

• The previous three steps are repeated until either a maxi-
mum number of iterations is reached or no further swaps
are made.

E. Integration

After obtaining the spatial distributions of the three patterns’
objects, this step integrates these results to obtain an SPM map.
To preserve the connectivity of the L-objects and the various
spatial distribution patterns of the P -objects while maximizing
the spatial dependence of the A-objects, we first consider
A-objects as the background and overlay this with P -objects,
followed by overlaying with L-objects. During integration, a
land cover class may not be assigned to those subpixels to
which no land cover class was assigned using the three separate
SPM processes of L-, A-, and P -objects. To adjust for this, an
extra step was implemented: if a subpixel is detected to be a
null value by moving a window with 3 × 3 subpixels on the
SPM map, the class is assigned that has the largest number of
subpixels in a surrounding neighborhood (i.e., 3 × 3 subpixels)
of the central subpixel.

IV. EXPERIMENTS AND ANALYSIS

We used an artificial and two remotely sensed images to
evaluate the performance and effectiveness of the proposed
SPMS method. It was compared with a traditional hard clas-
sifier and seven existing SPM methods: the spatial attraction
model (SAM) [6], the hybrid intra- and interpixel depen-
dence (HIIPD) [16], [43], the pixel-swapping algorithm (PSA)
[2], the linearized pixel-swapping algorithm (LPSA) [30],
Markov random fields (MRF) [7], [16], maximum a posteriori
models (MAP) with a single image [19]–[21], and SPMV. Two
measurements of visual interpretation and accuracy assessment
were used to validate the experimental results of the proposed
method.

Fig. 5. Experiment using the artificial image. (a) Artificial (reference) image.
(b) Hard classification (S = 5).

Fig. 6. Spatial objects for each land cover class of the artificial image (S = 5).
(a) L-objects. (b) P -objects. (c)–(g) A-objects.

A. Artificial Imagery

An artificial image with 500 × 500 pixels was constructed
to contain seven land cover classes: class C1 of L-objects,
class C2 of P -objects, and classes C3, C4, C5, C6, and C7 of
A-objects [see Fig. 5(a)]. The artificial image in Fig. 5(a) was
used as the reference image. Three scale factors of 2, 5, and
10 were considered to degrade the reference image into coarse
fraction images. These coarse fraction images were taken as
input for SPM methods to produce SPM maps with the same
spatial resolution of the reference image by the three scale
factors. A hard classification map [see Fig. 5(b)] that was
obtained by hardening the fraction images (S = 5) was used
as a benchmark for comparing the image quality of SPM maps
with a hard-classified map.

1) SPM for Artificial Image: After recognition of the spatial
distribution pattern, all objects were correctly recognized as
L-objects[seeFig. 6(a)],P -objects[seeFig. 6(b)],andA-objects
[see Fig. 6(c)–(g)], respectively. This was no surprise, because
the artificial image was purposely created to test SPMS.

Next, the determined pattern types and fraction images were
input into SPMS to obtain the spatial distribution of the subpix-
els for each pattern of objects. The final SPMS result (S = 5)
is shown in Fig. 7(h). The SPM results (S = 5) using SAM,
HIIPD, PSA, LPSA, MRF, MAP, and SPMV are displayed in
Fig. 7(a)–(g), respectively. Fig. 7 shows no evident difference
between the SPM results of A-objects. Unsmooth boundaries
of L-objects appeared in Fig. 7(a)–(e) and (g), whereas smooth
boundaries appeared in Fig. 7(f) and (h). The spatial distribution
of P -objects in Fig. 7(a)–(g) was more clustered than that of
SPMS in Fig. 7(h). Fig. 7(f) shows that many P -objects were
not preserved due to oversmoothing in MAP.
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Fig. 7. SPM results (S = 5) for artificial image. (a) SAM. (b) HIIPD. (c) PSA. (d) LPSA. (e) MRF. (f) MAP. (g) SPMV. (h) SPMS.

TABLE I
OA (%) OF ARTIFICIAL IMAGE

2) Accuracy Assessments: For the entire image, A- and
L-objects, the overall accuracy (OA) was determined to quanti-
tatively evaluate the performance of the SPM results. Note that,
in this experiment, OA was calculated as the total number of
correctly classified subpixels divided by the total number of
reference subpixels only within mixed pixels because fraction
images generated by degrading reference images are error free
[5], [13]. When consideringP -objects, SPM cannot identify the
absolutely accurate locations of subpixels. Therefore, we used
the classified image quality in terms of visual interpretation and
landscape indexes, e.g., the perimeter-area fractal dimension
(PAFRAC) [44] and the aggregation index (AI) [44], to quanti-
tatively compare the SPMS patterns of the reference image [24].
Table I shows the OA values for three scale factors. Table I in-
dicates that SPMS produces the highest OA for each scale
factor and it obtained increases of 2.87%, 3.11%, and 3.97%
for S = 2, 5, and 10, respectively, by comparing the average of
the OA values from the other seven existing SPM methods.

The eight SPM methods for A-objects (see Fig. 7) produced
more detailed information and better classifications than the
hard classification [see Fig. 5(b)]. Table II presents the OA of
A-objects (classes C3, C4, C5, C6, and C7) and shows that the
eight SPM methods produced nearly the same OA values for
A-objects, except MRF with S = 2 and MAP with S = 5 and
S = 10. Note that SPMS used the same algorithm as SPMV

to predict the locations of A-objects and LPSA used PSA for
A-objects, thus resulting in the same OA. This showed that
SPM using spatial dependence is an effective solution for
accurately identifying the spatial locations of A-objects.

TABLE II
OA (%) OF A-OBJECTS

Fig. 7(a)–(e) and (g) shows that some spatial locations of
L-objects were incorrectly predicted by SPM methods, re-
sulting in unsmooth boundaries. Connectivity of several fine
L-objects was not preserved, resulting in irregular boundaries
for larger L-objects, particularly for PSA. Results of the SPML

step in SPMS, however, indicated that the connectivity of the
fine L-objects and the smoothness of the larger L-objects were
effectively preserved. Results for L-objects in the subarea S1
[marked by a red rectangle in Fig. 5(a)] are displayed in
Fig. 8(a2)–(a9), illustrating that the result by SPMS in Fig. 8(a9)
was closer to the reference image in Fig. 8(a1) than those by
the other seven methods, although LPSA and HIIPD produced
more accurate results than SAM, PSA, MRF, MAP, and SPMV.
Although the result by MAP in Fig. 8(a7) shows that the
connectivity of fine L-objects and the smooth boundaries of
large L-objects were preserved, the result was oversmoothing,
and the width ofL-objects was smaller than that of the reference
image in Fig. 8(a1). Table III shows that SPMS produced
the highest OA for L-objects, showing an increase of 4.21%,
6.22%, and 6.36% for scale factors of 2, 5, and 10, respectively.

These large improvements were mainly due to the SPML step
for L-objects. When traditional spatial dependence-based SPM
approaches are applied to linear objects, the fine L-objects lose
their connectivity, resulting in a loss of spatial dependence.
Similarly, larger L-objects result in unrealistically jagged
boundaries [45]. This means that the spatial dependence-based
SPM yields unsmooth boundaries for the larger L-objects, as
shown in Fig. 8. In contrast, SPMS first recognizes theL-objects
from fraction images and then uses the SPML algorithm to find
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Fig. 8. SPM results (S = 5) for L-objects in the subarea S1 and P -objects in the subarea S2. (a1)–(a9) Reference image, SAM, HIIPD, PSA, LPSA, MRF, MAP,
SPMV, and SPMS results in the subarea S1, respectively. (b1)–(b9) Reference image, SAM, HIIPD, PSA, LPSA, MRF, MAP, SPMV, and SPMS results in the
subarea S2, respectively.

TABLE III
OA (%) OF L-OBJECTS

TABLE IV
ACCURACY ASSESSMENT OF P -OBJECTS

the optimal direction of the current L-objects according to the
linear templates, followed by prediction of the locations of the
L-objects. These linear templates play a key role in preserving
the connectivity of the fine L-objects and in producing smooth
boundaries for the larger L-objects. The linear templates are
thus regarded as a new constraint when mapping L-objects.
In this experiment, LPSA was slightly more accurate than
HIIPD for L-objects, whereas SPMS obtained an average in-
crease of 2.05% compared with LPSA for the three scale
factors. This is likely due to the fact that more templates were
used in SPMS, which can deal with more various L-objects,
including linear and curvilinear cases, than LPSA. These im-
provements for L-objects indicated that SPML in SPMS pro-
vides a solution for accurately predicting the spatial distribution
of fine and large L-objects.

The class C2 contained P -objects. Fig. 5(b) shows that
most of those were lost when applying the hard classification,
whereas Fig. 7(a)–(h) shows that the SPM methods retained at
least some of the information. The P -objects using SPMSP were
more similar to the reference image compared with the other
seven methods that produced more clustered P -objects. The
results in subarea S2 [marked by the red rectangle in Fig. 5(a)]
are shown in Fig. 8(b2)–(b9). They indicate that the SPMSP

algorithm resulted in a spatial distribution of P -objects that
was more similar to the reference image when compared with
the SAM, HIIPD, PSA, LPSA, MRF, MAP, and SPMV results.
Note that, due to LPSA, utilizing the PSA algorithm to handle
P -objects, results for P -objects in Fig. 8(b4) and (b5) are the

Fig. 9. Synthetic remotely sensed images. (a) ASTER pseudocolor composi-
tion imagery. (b) Hard classification map of (a).

same. MAP resulted into oversmoothing and hence into a loss
in P -objects [see Fig. 8(b7)].

PAFRAC and AI indexes were used to quantitatively evaluate
the accuracy of P -objects. PAFRAC describes the patch shape
complexity, taking values between 1 and 2, with an increasing
patch shape complexity with increasing PAFRAC value. AI
characterizes how patches aggregate or disaggregate in the
landscape [46], taking values in the range [0, 100]. AI = 0
indicates that the patch types are maximally disaggregated,
whereas AI = 100 indicates maximal aggregation. We have
used these indexes to evaluate the performance of SPMSP for
P -objects and compare it with the spatial dependence-based
methods (see Table IV). For scale factors equal to 2, 5, and
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Fig. 10. Spatial patterns of each land cover class of ASTER image (S = 3). (a) Buildings. (b) Grass. (c) Water. (d) Trees. (e) Bare Ground. (f) Farmland.

Fig. 11. SPM results (S = 3) for synthetic remotely sensed images. (a) SAM. (b) HIIPD. (c) PSA. (d) LPSA. (e) MRF (f) MAP. (g) SPMV. (h) SPMS.

10, absolute PAFRAC differences between the reference image
and SPMS were equal to 0.02, 0.09, and 0.07; average absolute
PAFRAC differences between the reference image and the other
seven methods were equal to 0.10, 0.25, and 0.35; absolute AI
differences between the reference image and SPMS were equal
to 3.12, 2.19, and 0.63; and the average absolute AI differences
between the reference image and the other seven methods were
equal to 9.03, 13.48, and 21.53, respectively. The PAFRAC
results indicate that the patch shape complexity of the P -objects
from SPMS was closer to the reference image, whereas the AI
results indicate that aggregation of P -objects from SPMS was
closer to the reference image. The two indexes in Table IV
imply that SPM methods based on spatial dependence obtain
a more clustered distribution of P -objects, whereas SPMSP

results in patterns closer to the reference image. This is mainly
because SPMS uses Moran’s I to characterize spatial patterns
when predicting the spatial distribution of P -objects.

B. Synthetic Remotely Sensed Image

We next tested SPM methods on a 15-m multispectral
Advanced Spaceborne Thermal Emission and Reflection Ra-
diometer (ASTER) image (600 × 600 pixels), as shown in
Fig. 9(a). Six main land cover classes, including buildings,
grass, water, trees, bare ground, and farmland, are considered as

endmembers for classification, SPM, and validation. Training
samples of each endmember were manually selected from the
image in Fig. 9(a) for hard classification. Fig. 9(b) shows the
hard classification map by a support vector machine (SVM)
[32], and it is used as the reference image for the validation
of SPM results. Two scale factors S = 3 and S = 6 were
tested. By applying the two scale factors, the ASTER image
in Fig. 9(a) was first disaggregated into coarse remote sensing
images; soft classification was then performed on these coarse
images to obtain the fraction images, which were finally used
as inputs of SPM methods.

1) SPM for the ASTER Image: SPMS first recognized the P -,
L-, and A-objects from each coarse fraction image, and the
recognition results for S = 3 are shown in Fig. 10. It shows
that A-objects are mainly in the classes trees and farmland,
whereas L-objects appear in the classes buildings, grass, water,
and farmland. Classes buildings and bare ground contain many
P -objects. Recognition results and fraction images were then
used as inputs to SPMS to obtain the SPM maps. The SPM
results (S = 3) using SAM, HIIPD, PSA, LPSA, MRF, MAP,
SPMV, and SPMS are displayed in Fig. 11(a)–(h), respectively.

2) Accuracy Assessments: Table V presents the accuracy
assessment of SPM results for the entire ASTER image and
each class and shows that SPMS produced the greatest OA
for each scale factor. It can be found from Table V that it
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TABLE V
ACCURACY ASSESSMENT OF THE ASTER IMAGE

Fig. 12. Real remotely sensed images. (a) TM pseudocolor composition
imagery. (b) High-resolution DigitalGlobe image for validation.

achieved increases of 1.06% and 1.46% for S = 3 and S = 6,
respectively, by comparing the average of OA values from the
other seven SPM results. The accuracy of each class in SPMS

maps was above 83% for S = 3 and 73% for S = 6. Compared
with the average accuracy of each class by the existing seven
SPM methods, classes buildings, grass, water, bare ground, and
farmland in the SPMS result, respectively, increased by 10.74%,
2.48%, 0.91%, 5.61%, and 4.63% for S = 3 and by 7.57%,
4.45%, 2.79%, 7.88%, and 3.97% for S = 6. Classes build-
ings, bare ground, and farmland had significant improvements
as they contained a lot of L- and P -objects, as shown in Fig. 11.

C. Real Remotely Sensed Image

We finally tested SPMS on a Landsat TM 5 imagery (400 ×
400 pixels) in Fig. 12(a) with a spatial resolution of 30 m, ac-
quired on August 17, 2010. A high-resolution reference image
(DigitalGlobe image) acquired on August 20, 2011, covering
the same area, was taken from Google Earth with a resampled
spatial resolution of 6 m [see Fig. 12(b)]. Four main land
cover classes, namely, vegetation, water, road, and buildings,
are observed in the high-resolution reference image and are
considered as endmembers for classification, SPM, and valida-
tion. Representative pixels of each endmember were manually
selected from the image. To compare the performance of SPMS
with that of the seven existing SPM methods, we applied a
classification of SVM to generate hard and soft classification
results.

1) Hard and Soft Classifications: Representative pixels for
vegetation, water, road, and buildings were used as input to
the hard and soft classifiers. The hard classification result using
SVM is shown in Fig. 15(a), and the soft classification results of
the fraction images are displayed in Fig. 13. They show that the
classes vegetation and water take a large part of the study area,
whereas the classes road and building account for a smaller
proportion.

2) SPM for the TM Image: With S = 5, the seven SPM
methods (SAM, HIIPD, PSA, LPSA, MRF, MAP, and SPMV)
produced the finer land cover maps in Fig. 15(b)–(h). The
proposed SPMS method first recognized the P -, L-, and
A-objects from each fraction image, as shown in Fig. 14.P -,L-,
and A-objects were almost correctly recognized. Recognition
results show that A-objects are mainly in the classes vegetation
and water. L-objects evidently appear in the class road. Classes
vegetation and road, however, contain many P -objects, and the
class building has a few A- and L-objects. Pattern recognition
results and fraction images were then used as inputs to SPMS to
individually determine the locations of P -, L-, and A-objects,
followed by their integration into the fine land cover map shown
in Fig. 15(i).

3) Accuracy Assessments: One thousand eight hundred val-
idation sites were randomly selected from the high-resolution
reference image [see Fig. 12(b)]. These validation sites were
first visually interpreted into land cover classes using prior
knowledge of this study area. Next, they were compared with
the hard classification and the different SPM methods by de-
termining confusion matrices and statistical indexes. OA and
the accuracy of each class were derived from each confusion
matrix.

Table VI lists the OA and the accuracy of each class for
the hard classifier of SVM and the eight SPM methods. It
shows that the eight SPM methods were more accurate than the
hard classifier (SVM). Specifically, the OA of SAM, HIIPD,
PSA, LPSA, MRF, MAP, SPMV, and SPMS was 3%, 5.61%,
3.06%, 5.39%, 5%, 6.61%, 4.56%, and 10.84% higher than
the OA of SVM, respectively. The SPM methods generated
more accurate and detailed land cover maps at the subpixel
scale. SPMS had the highest OA equal to 84.17%, and its OA
was 7.84%, 5.23%, 7.78%, 5.45%, 5.84%, 4.23%, and 6.28%
higher than the OA of SAM, HIIPD, PSA, LPSA, MRF, MAP,
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Fig. 13. Soft classification results of the TM image.

Fig. 14. Spatial patterns of each land cover class. (a) Vegetation. (b) Water. (c) Road. (d) Building.

and SPMV, respectively. In particular, for the classes roads
and buildings, which contained the most L- and P -objects
according to the pattern recognition results, OA increased by
12.92% and 14.89% compared with the average OA values for
each class in the seven SPM results. The main improvements in
OA were due to L- and P -objects being significantly enhanced
by the SPML and SPMSP algorithms incorporated into SPMS.

V. DISCUSSION

A. Analysis of Scale Factor S

The performance of SPM with different scale factors were
analyzed for the artificial image and the synthetic remote
sensing image as the scale factor strongly affects the accuracy
of SPM maps [24], [29], [41], [47]. Three scale factors S = 2,
S = 5, and S = 10 were tested on the artificial image,
and two scale factors S = 3 and S = 6 were tested on the
synthetic ASTER image for the purpose of evaluating the
performance and accuracy of SPM methods at various subpixel
scales. Tables I and V show that the accuracy of the seven
existing SPM methods gradually decreased as the scale factor
increased. Similar to the seven SPM methods, the accuracy
of the proposed SPMS in this paper also decreased with an
increased scale factor. As the scale increased, the OA of
artificial image decreased by about 8%, and the OA of the
synthetic ASTER image decrease by about 7%. The possible
reason was that the SPM process became more complicated
with the increase of scale factor and the uncertainty increased
for SPM because more spatial locations of subpixels within
mixed pixels needed to be predicted [5], [13].

B. Comparison of SPM Methods

When comparing SPM methods for different images, we
found that the accuracy of MRF and MAP was lower than those
of the other five traditional SPM methods SAM, HIIPD, PSA,
LPSA, and SPMV in several scales for the artificial image. The
OA of MRF was lower than those of the other methods when
using S = 2 for A-objects, whereas the OA of MAP was lower
than those of other methods when using S = 5 or S = 10 for
A- and L-objects on the entire image. This was likely because
MRF usually produced overly smooth results as it did not
guarantee the constraint of fraction image when predicting the
spatial distribution of subpixels [7]–[10], [16], [41], [48] and
MAP also did not maintain the fraction constraint as it used
the winner-take-all strategy for class allocation [5], [20]. For
the accuracy of the synthetic ASTER image and the TM image
in Tables V and VI, the OA of MRF and MAP was almost
identical with those of the other five traditional SPM methods
SAM, HIIPD, PSA, LPSA, and SPMV. In particular, the OA
of MAP was slightly greater than those of SAM, HIIPD, PSA,
LPSA, and SPMV. This was largely due to that MRF and MAP
can avoid some errors from soft classification with the winner-
take-all strategy for class allocation [5], [20]. An interesting
finding is that the winner-take-all strategy for class allocation
in SPM produces slightly more accurate results than traditional
class allocation algorithms using the fraction constraints [5],
[41] (e.g., units of subpixel and highest attribute values first)
for real remote sensing images, whereas it may generate slightly
less accurate SPM maps than class allocation algorithms with
fraction constraint for the downscaled error-free fraction im-
ages. Therefore, the winner-take-all strategy in SPM was an
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Fig. 15. SPM results for the TM image. (a) SVM. (b) SAM. (c) HIIPD. (d) PSA. (e) LPSA. (f) MRF. (g) MAP. (h) SPMV. (i) SPMS.

TABLE VI
ACCURACY ASSESSMENT OF TM IMAGE (S = 5)

effective solution to avoid some errors from soft classification
of real remote sensing images in practical applications [20].

HIIPD and LPSA were slightly more accurate than SAM,
PSA, and SPMV. In particular, HIIPD generated more accurate
results of A-objects, whereas LPSA produced more accurate
results of L-objects. The reason was that HIIPD used both
pixel- and subpixel-level spatial dependence, whereas SAM,
PSA, and SPMV used either pixel-level or subpixel-level spatial
dependence [4], [43], and that LPSA improved the PSA with
anisotropic exponential distance decay model [30]. Moreover,
similar performances of HIIPD and LPSA on A- and L-objects
were determined on the synthetic ASTER image and the real
TM image. Although HIIPD and LPSA were more accurate
than the other five methods, the proposed SPMS was the most
accurate one among the eight SPM methods in the three experi-

ments. Note that the spatial distribution prediction of A-objects
can be also done with any of the SPM methods under spatial de-
pendence, such as HIIPD, MRF, and MAP. In that case, SPMS

would produce more accurate results as it produced slightly
higher accuracy than SPMV for A-objects in most cases.

C. Sensitivity Analysis for SPMS

During the implementation of SPMS, the weight of shape
index is important to determinate the spatial pattern of objects,
and the threshold of Moran’s I also plays a crucial role in
the iterative process of predicting the spatial distribution of P -
objects. Sensitive analysis of the shape index weight and the
Moran’s I threshold was performed to evaluate their impacts
on the accuracy of SPMS results.
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Fig. 16. Sensitivity analysis of the parameters. (a) Weight of shape index for the synthetic ASTER image (S = 3). (b) Threshold of Moran’s I for the artificial
image (S = 5).

Fig. 16(a) shows changes in OA with different shape index
weights for the synthetic ASTER image using S = 3. It shows
that the OA fluctuated between 87% and 89.5%. The weights
between 0.4 and 0.6 achieved slightly greater OA than the other
weights, and the OA reached the highest at the equal weight
for the shape index and the density index. It implies that shape
index and density index may have the same impact on the final
SPM results. Fig. 16(b) presents the PAFRAC error between the
reference image and the SPMS results changes with different
Moran’s I thresholds for P -objects in the artificial image using
the scale factor of 5. It shows that the thresholds between
0.5 and 2 almost led to no changes for the spatial distribution
of P -objects as the threshold is too large. When the threshold
was less than 0.5, particularly below 0.06, the error of PAFRAC
declined greatly to be minimized and become stable. It indicates
that a relatively smaller threshold may result in a similar spatial
pattern of P -objects to that in the fraction images.

D. Computational Complexity Analysis for SPM Methods

For the fixed input coarse pixels n, land cover classes c,
scale factor S, the number of iterations k, and the local window
size w used for calculating memberships of each subpixel to
classes, the worst case scenario [49] is considered in ana-
lyzing the computational complexity of the eight compared
SPM methods. SAM contains two main processes: calculating
attractions and allocating land cover classes to subpixels. When
calculating attractions, the number of instructions depends upon
the number of coarse pixels n, the number of land cover
classes c, the number of subpixels within each pixel S2, and
the local window size w. Thus, the computational complexity
is equal to O(n · w · c · S2). When allocating land cover classes
to subpixels in SAM, the complexity also depends upon sorting
all attractions within each pixel. If the sorting process is a
Quicksort algorithm, the computational complexity for the sec-
ond SAM process is equal to O(n · c2S4). By combining these
two processes, the complexity of SAM is seen to be equal to
O(n ·max(wcS2, c2S4)). PSA is an iterative method and has a
main process to maximize the attractiveness scores by swapping
the land cover classes of two subpixels, and its complexity is
thus equal to O(k · n · c · w · S2). Compared with PSA, LPSA
has an extra process to find the preferred anisotropic model
for each pixel before applying PSA, but the complexity of the

extra process is far below that than that of PSA. Therefore,
the complexity of LPSA is similar to that of PSA and is equal
to O(k · n · c · w · S2), once more according to the worst case
scenario. HIIPD as an iterative method that combines the pixel-
and subpixel-level attractions. The main difference between
HIIPD and PSA is that PSA only considers the subpixel-level
attraction, whereas HIIPD considers both pixel- and subpixel-
level attractions. The complexity of HIIPD is thus equal to
O(k · n · c · w · S4). MRF has the prior energy function and the
conditional energy function as its two main functions. The prior
energy function is obtained iteratively, whereas the conditional
energy function is to be calculated once from the spectral values
of the original remote sensing images. The complexity of MRF
is thus equal to O(k · n · c · w · S2). The complexity of MAP is
associated with calculating the data fidelity term and the prior
term, and its complexity is therefore equal to O(k · n · c · w ·
S2). SPMV first determines the polygons of classes within each
pixel, with a complexity equal to O(n · c · w). Next, SPMV

allocates the land cover classes of subpixels, with a complexity
equal to O(n · S2). Combining these two steps, the complexity
of SPMV is equal to O(n ·max(cw, S2)). Finally, SPMS uses
three algorithms to determine the land cover classes for A-, L-,
and P -objects, respectively. For A-objects, SPMV is used,
whereas for L-objects, the complexity is equal to O(n · c · S4),
and for P -objects, it is equal to O(k · n · c · w2 · S4). If an
entire image only contains P -objects, therefore, in the worst
case, the complexity of the proposed SPMS is equal to O(k · n ·
c · w2 · S4). The proportion of P -objects in real applications,
however, is usually below 5% in an entire image. Therefore, the
complexity of the proposed SPMS is close to the complexity of
SPMV or the complexity of SPML.

VI. CONCLUSION

This paper has proposed a new strategy (SPMS) for SPM.
It aimed to separately recreate the spatial distribution of three
different patterns (linear pattern, area pattern, and point pattern)
of geographical objects. In SPMS, we used SPMV to maximize
the spatial dependence of area pattern objects, developed SPML

to deal with linear pattern objects, and proposed SPMSP for
point pattern objects. We used three experiments to demonstrate
that SPMS can achieve highly accurate results for A-objects. At
the same time, the study shows that SPMS is able to preserve
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connectivity of fine L-objects and yield relatively smooth
boundaries for larger L-objects, as compared with traditional
spatial dependence-based SPM methods. Furthermore, it is able
to recreate the spatial patterns of P -objects that are closer to the
reference image. Hence, SPMS is an effective solution to the
SPM of objects that follow the three main spatial patterns (area
pattern, linear pattern, and point pattern) in remotely sensed
images.

For further research, we note that SPMS needs to identify
the spatial pattern of objects as inputs for SPM. In spatial
pattern recognition of objects, the threshold of shape–density
index needs to be subjectively set to distinguish between
A- and L-objects. It is worthwhile to make efforts on the
adaptive selection of the threshold in future research. SPMS

performs the prediction of spatial locations for A-, L-, and
P -objects, respectively; and the three resulting maps are then
integrated into a final SPM map. Prediction processes of each
of the three patterns of objects, however, are regarded as a single
objective, which, in turn, may lead to subpixels being assigned
to more than one class, whereas other subpixels are not assigned
to classes due to the ignorance of the relationships between
the three objectives. Therefore, we plan to further formulate
SPMS as a multiobjective optimization issue in prediction of
the spatial distribution of geographical objects.

ACKNOWLEDGMENT

The authors would like to thank the editor and anonymous
reviewers for their valuable comments and suggestions.

REFERENCES

[1] P. M. Atkinson, “Mapping sub-pixel boundaries from remotely sensed
images,” in Innovations in GIS 4. London, U.K.: Taylor and Francis,
1997, pp. 166–180.

[2] P. M. Atkinson, “Sub-pixel target mapping from soft-classified, remotely
sensed imagery,” Photogramm. Eng. Remote Sens., vol. 7, pp. 839–846,
2005.

[3] J. Verhoeye and R. De Wulf, “Land cover mapping at sub-pixel scales
using linear optimization techniques,” Remote Sens. Environ., vol. 79,
no. 1, pp. 96–104, Jan. 2002.

[4] Y. Chen, Y. Ge, Q. Wang, and Y. Jiang, “A subpixel mapping algorithm
combining pixel-level and subpixel-level spatial dependences with
binary integer programming,” Remote Sens. Lett., vol. 5, no. 10,
pp. 902–911, 2014.

[5] Y. Chen, Y. Ge, G. B. M. Heuvelink, J. Hu, and Y. Jiang, “Hybrid
constraints of pure and mixed pixels for soft-then-hard super-resolution
mapping with multiple shifted images,” IEEE J. Sel. Topics Appl. Earth
Obs. Remote Sens., vol. 8, no. 5, pp. 2040–2052, May 2015.

[6] K. C. Mertens, B. De Baets, L. P. C. Verbeke, and R. R. de Wulf,
“A sub-pixel mapping algorithm based on sub-pixel/pixel spatial attrac-
tion models,” Int. J. Remote Sens., vol. 27, no. 15, pp. 3293–3310, 2006.

[7] T. Kasetkasem, M. K. Arora, and P. K. Varshney, “Super-resolution land
cover mapping using a Markov random field based approach,” Remote
Sens. Environ., vol. 96, no. 3/4, pp. 302–314, Jun. 2005.

[8] X. Li, Y. Du, and F. Ling, “Spatially adaptive smoothing parameter selec-
tion for Markov random field based sub-pixel mapping of remotely sensed
images,” Int. J. Remote Sens., vol. 33, no. 24, pp. 7886–7901, 2012.

[9] V. A. Tolpekin and A. Stein, “Quantification of the effects of land-cover-
class spectral separability on the accuracy of Markov-random-field-based
superresolution mapping,” IEEE Trans. Geosci. Remote Sens., vol. 47,
no. 9, pp. 3283–3297, Sep. 2009.

[10] L. G. Wang and Q. M. Wang, “Subpixel mapping using Markov random
field with multiple spectral constraints from subpixel shifted remote sens-
ing images,” IEEE Geosci. Remote Sens. Lett., vol. 10, no. 3, pp. 598–602,
May 2013.

[11] A. Boucher and P. C. Kyriakidis, “Super-resolution land cover mapping
with indicator geostatistics,” Remote Sens. Environ., vol. 104, no. 3,
pp. 264–282, Oct. 2006.

[12] Q. Wang, P. M. Atkinson, and W. Shi, “Indicator cokriging-based sub-
pixel mapping without prior spatial structure information,” IEEE Trans.
Geosci. Remote Sens., vol. 53, no. 1, pp. 309–323, Jan. 2015.

[13] Q. Wang, W. Shi, and L. Wang, “Indicator cokriging-based subpixel land
cover mapping with shifted images,” IEEE J. Sel. Topics Appl. Earth Obs.
Remote Sens., vol. 7, no. 1, pp. 327–339, Jan. 2014.

[14] Y. Ge, S. Li, and V. C. Lakhan, “Development and testing of a subpixel
mapping algorithm,” IEEE Trans. Geosci. Remote Sens., vol. 47, no. 7,
pp. 2155–2164, Jul. 2009.

[15] Y. Ge, Y. Chen, S. Li, and Y. Jiang, “Vectorial boundary-based sub-
pixel mapping method for remote-sensing imagery,” Int. J. Remote Sens.,
vol. 35, no. 5, pp. 1756–1768, 2014.

[16] J. Hu, Y. Ge, Y. Chen, and D. Li, “Super-resolution land cover mapping
based on multiscale spatial regularization,” IEEE J. Sel. Topics Appl.
Earth Obs. Remote Sens., vol. 8, no. 5, pp. 2031–2039, May 2015.

[17] F. Ling, X. Li, F. Xiao, and Y. Du, “Superresolution land cover mapping
using spatial regularization,” IEEE Trans. Geosci. Remote Sens., vol. 52,
no. 7, pp. 4424–4439, Jul. 2014.

[18] X. Xu, Y. Zhong, and L. Zhang, “Adaptive subpixel mapping based on
a multiagent system for remote-sensing imagery,” IEEE Trans. Geosci.
Remote Sens., vol. 52, no. 2, pp. 787–804, Feb. 2014.

[19] X. Xu, Y. Zhong, L. Zhang, and Z. Hongyan, “Sub-pixel mapping based
on a MAP model with multiple shifted hyperspectral imagery,” IEEE J.
Sel. Topics Appl. Earth Obs. Remote Sens., vol. 6, no. 2, pp. 580–593,
Apr. 2013.

[20] Y. Zhong, Y. Wu, X. Xu, and L. Zhang, “An adaptive subpixel mapping
method based on MAP model and class determination strategy for hyper-
spectral remote sensing imagery,” IEEE Trans. Geosci. Remote Sens.,
vol. 53, no. 3, pp. 1411–1426, Mar. 2015.

[21] Y. Zhong, Y. Wu, L. Zhang, and X. Xu, “Adaptive MAP sub-pixel map-
ping model based on regularization curve for multiple shifted hyperspec-
tral imagery,” ISPRS J. Photogramm. Remote Sens., vol. 96, pp. 134–148,
Oct. 2014.

[22] Y. F. Zhong, and L. P. Zhang, “Remote sensing image subpixel mapping
based on adaptive differential evolution,” IEEE Trans. Syst., Man, Cybern.
B, Cybern., vol. 42, no. 5, pp. 1306–1329, Oct. 2012.

[23] Y. F. Zhong and L. P. Zhang, “Sub-pixel mapping based on artificial
immune systems for remote sensing imagery,” Pattern Recognit., vol. 46,
no. 11, pp. 2902–2926, Nov. 2013.

[24] P. M. Atkinson, “Issues of uncertainty in super-resolution mapping and
their implications for the design of an inter-comparison study,” Int. J.
Remote Sens., vol. 30, no. 20, pp. 5293–5308, 2009.

[25] P. M. Atkinson, “Downscaling in remote sensing,” Int. J. Appl. Earth Obs.
Geoinf., vol. 22, pp. 106–114, Jun. 2013.

[26] A. M. Lechner, A. Stein, S. D. Jones, and J. G. Ferwerda, “Remote sensing
of small and linear features: Quantifying the effects of patch size and
length, grid position and detectability on land cover mapping,” Remote
Sens. Environ., vol. 113, no. 10, pp. 2194–2204, Oct. 2009.

[27] A. J. Tatem, H. G. Lewis, P. M. Atkinson, and M. S. Nixon, “Super-
resolution land cover pattern prediction using a Hopfield neural network,”
Remote Sens. Environ., vol. 79, no. 1, pp. 1–14, Jan. 2002.

[28] P. M. Atkinson, “Super-resolution land cover classification using the
two-point histogram,” in geoENV IV-Geostatistics for Environmental
Applications. Dordrecht, The Netherlands: Springer-Verlag, 2004,
pp. 15–28.

[29] B. Ai, X. Liu, G. Hu, and X. Li, “Improved sub-pixel mapping method
coupling spatial dependence with directivity and connectivity,” IEEE J.
Sel. Topics Appl. Earth Obs. Remote Sens., vol. 7, no. 12, pp. 4887–4896,
Dec. 2014.

[30] M. W. Thornton, P. M. Atkinson, and D. A. Holland, “A linearised pixel-
swapping method for mapping rural linear land cover features from fine
spatial resolution remotely sensed imagery,” Comput. Geosci., vol. 33,
no. 10, pp. 1261–1272, Oct. 2007.

[31] K. T. Chang, Introduction to Geographic Information Systems, 7th ed.
New York, NY, USA: McGraw-Hill, 2014.

[32] M. Song and D. Civco, “Road extraction using SVM and image segmen-
tation,” Photogramm. Eng. Remote Sens., vol. 70, no. 12, pp. 1365–1371,
2004.

[33] N. Mat-Isa, M. Mashor, and N. Othman, “Seeded region growing features
extraction algorithm; its potential use in improving screening for cervical
cancer,” Int. J. Comput., Internet Manag., vol. 13, no. 1, pp. 61–70,
2005.

[34] C. E. Woodcock and A. H. Strahler, “The factor of scale in remote sens-
ing,” Remote Sens. Environ., vol. 21, no. 3, pp. 311–332, Apr. 1987.

Authorized licensed use limited to: UNIVERSITY OF TWENTE.. Downloaded on September 26,2023 at 06:30:23 UTC from IEEE Xplore.  Restrictions apply. 



2370 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 54, NO. 4, APRIL 2016

[35] T. Blaschke, “Object based image analysis for remote sensing,” ISPRS J.
Photogramm. Remote Sens., vol. 65, no. 1, pp. 2–16, Jan. 2010.

[36] L. Ding, A. Goshtasby, and M. Satter, “Volume image registration by
template matching,” Image Vis. Comput., vol. 19, no. 12, pp. 821–832,
2001.

[37] Y. Ge, “Sub-pixel land-cover mapping with improved fraction images
upon multiple-point simulation,” Int. J. Appl. Earth Obs. Geoinf., vol. 22,
pp. 115–126, Jun. 2013.

[38] L. Anselin, “Local indicators of spatial association—LISA,” Geograph.
Anal., vol. 27, no. 2, pp. 93–115, Apr. 1995.

[39] H. Li and J. F. Reynolds, “On definition and quantification of heterogene-
ity,” Oikos, vol. 73, no. 2, pp. 280–284, Jun. 1995.

[40] Y. Makido, A. Shortridge, and J. P. Messina, “Assessing alternatives
for modeling the spatial distribution of multiple land-cover classes at
sub-pixel scales,” Photogramm. Eng. Remote Sens., vol. 73, no. 8,
pp. 935–943, 2007.

[41] Q. Wang, W. Shi, and L. Wang, “Allocating classes for soft-then-hard
subpixel mapping algorithms in units of class,” IEEE Trans. Geosci.
Remote Sens., vol. 52, no. 5, pp. 2940–2959, May 2014.

[42] Q. Wang, W. Shi, and H. Zhang, “Class allocation for soft-then-hard
subpixel mapping algorithms with adaptive visiting order of classes,”
IEEE Geosci. Remote Sens. Lett., vol. 11, no. 9, pp. 1494–1498,
Sep. 2014.

[43] F. Ling, X. Li, Y. Du, and F. Xiao, “Sub-pixel mapping of remotely sensed
imagery with hybrid intra- and inter-pixel dependence,” Int. J. Remote
Sens., vol. 34, no. 1, pp. 341–357, 2013.

[44] J. Peng et al., “Evaluating the effectiveness of landscape metrics in quan-
tifying spatial patterns,” Ecol. Indicators, vol. 10, no. 2, pp. 217–223,
Mar. 2010.

[45] Y.-F. Su, G. M. Foody, A. M. Muad, and K.-S. Cheng, “Combining
pixel swapping and contouring methods to enhance super-resolution map-
ping,” IEEE J. Sel. Topics Appl. Earth Obs. Remote Sens., vol. 5, no. 5,
pp. 1428–1437, Oct. 2012.

[46] D. Moser et al., “Landscape patch shape complexity as an effective
measure for plant species richness in rural landscapes,” Landscape Ecol.,
vol. 17, no. 7, pp. 657–669, Oct. 2002.

[47] Y. Chen, Y. Ge, and D. Song, “Super-resolution land-cover mapping based
on high-accuracy surface modeling,” IEEE Geosci. Remote Sens. Lett.,
vol. 12, no. 12, Dec. 2015.

[48] J. P. Ardila, V. A. Tolpekin, W. Bijker, and A. Stein, “Markov-random-
field-based super-resolution mapping for identification of urban trees in
VHR images,” J. Photogramm. Remote Sens., vol. 66, no. 6, pp. 762–775,
Nov. 2011.

[49] C. H. Papadimitriou, Computational Complexity. Hoboken, NJ, USA:
Wiley, 2003.

Yong Ge (M’14) received the Ph.D. degree in car-
tography and geographical information system from
the Chinese Academy of Sciences (CAS), Beijing,
China, in 2001.

She is currently a Professor with the State Key
Laboratory of Resources and Environmental Infor-
mation System, Institute of Geographical Sciences
and Natural Resources Research, CAS. She is also
currently with the Jiangsu Center for Collaborative
Innovation in Geographical Information Resource
Development and Application, Nanjing, China. She

has directed research in over ten national projects. She has authored or coau-
thored over 100 scientific papers published in refereed journals, one book, and
six chapters in books and has edited one book. She is the holder of five granted
patents in improving the accuracy of information extraction from remotely
sensed imagery. Her research activity focuses on spatial data analysis and data
quality assessment.

Dr. Ge has been involved in the organization of several international con-
ferences and workshops. She is a member of the Theory and Methodology
Committee of the Geographic Information Society, the International Associa-
tion of Mathematical Geosciences, and the Editorial Board of Spatial Statistics
(Elsevier).

Yuehong Chen received the B.S. degree in geo-
graphical information system from Hohai University,
Nanjing, China, in 2010, and the M.S. degree in car-
tography and geographical information system from
the University of Chinese Academy of Sciences,
Beijing, China, in 2013. He is currently working
toward the Ph.D. degree in the State Key Laboratory
of Resources and Environmental Information Sys-
tem, Institute of Geographical Sciences and Natural
Resources Research, Chinese Academy of Sciences,
Beijing.

His current research interests focus on remote sensing image processing and
superresolution mapping.

Alfred Stein was born in 1958. He received the
M.Sc. degree in mathematics and information
science, with a specialization in applied statistics,
from Eindhoven University of Technology,
Eindhoven, The Netherlands, and the Ph.D.
degree, from Wageningen University, Wageningen,
The Netherlands, in 1991, on spatial interpolation.

He started his career as an Assistant Professor
with the Department of Soil Science and Geology,
Wageningen University. In 1995, he was appointed
as a Visiting Professor at the ITC International In-

stitute of Geo-information Science and Earth Observation, which was then
an independent research institute. In 2002, he became a Professor of spatial
statistics and image analysis at the new Department of Earth Observation
Science, which he headed for over ten years. In 2008, he became a Vice-
Rector for Research of the institute, a position that he held for four years.
After the merge of ITC with the University of Twente in 2010, he continued
to be a member of the faculty management team. He is a member of the
SENSE Research School. Since 1998, he has successfully supervised over
30 Ph.D. students on a range of spatial (and spatio/temporal) statistical topics.
His research interests focus on statistical aspects of spatial and spatiotemporal
data in the widest sense.

Dr. Stein has been the Editor-in-Chief of Spatial Statistics, the new leading
platform in the field of spatial statistics, since 2011.

Sanping Li received the Ph.D. degree in computer
engineering from the University of Massachusetts
Lowell, Lowell, MA, USA, in 2012.

He is currently an Associate Principal Research
Scientist with the Office of the CTO and EMC
Labs China, EMC Corporation, Beijing, China. His
current research interests include subpixel mapping
methods for remote sensing images, predictive an-
alytics in the cloud and data centers with machine
learning and deep learning, traffic security analytics
in data centers, software-defined networking, and

network function virtualization.

Jianlong Hu received the B.S. degree in information
and computing science and the M.S. degree in com-
puter application technology from Shanxi University,
Taiyuan, China, in 2003 and 2006, respectively.

He is currently with the School of Computer
and Information Technology, Shanxi University. His
main research interests include remote sensing image
analysis and machine learning.

Authorized licensed use limited to: UNIVERSITY OF TWENTE.. Downloaded on September 26,2023 at 06:30:23 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


