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Connectivity analyses based on both resting-state (rs-)fMRI and diffusion weighted imaging studies suggest that
the human brain contains regions that act as hubs for the entire brain, and that elements of the Default Mode
Network (DMN) play a pivotal role in this network. In the present study, the detailed functional and structural
connectivity of the DMN was investigated. Resting state fMRI (35 minute duration) and Diffusion Weighted
Imaging (DWI) data (256 directions) were acquired from forty-seven healthy subjects at 3 T. Tractography
was performed on the DWI data. The resting state data were analysed using a combination of Independent Com-
ponent Analysis, partial correlation analysis and graph theory. This forms a data driven approach for examining
the connectivity of the DMN. ICA defined regions of interest were used as a basis for a partial correlation analysis.
The resulting partial correlation coefficients were used to compute graph theoretical measures. This was per-
formed on a single subject basis, and combined to compute group results depicting the spatial distribution of
betweenness centrality within the DMN. Hubs with high betweenness centrality were frequently found in asso-
ciation areas of the brain. This approach makes it possible to distinguish the hubs in the DMN as belonging to
different anatomical association systems. The start and end points of the fibre tracts coincide with hubs found
using the resting state analysis.

© 2013 Elsevier Inc. All rights reserved.
Introduction

Resting state functional MRI (rs-fMRI) has developed into a major
tool for examining functional connectivity in the brain. In 1995, Biswal
et al. showed the similarity between the functional activation map of a
finger tapping experiment, and the correlation map to a seed placed
inside that activation map (Biswal et al., 1995). Initially, this type of
research generally followed the methods developed by Biswal et al.,
and used seed voxels and correlation maps (Fox and Raichle, 2007).

One resting state network (RSN) of particular interest is the Default
Mode Network (DMN) (Buckner et al., 2008; Raichle et al., 2001). A
meta-study of Positron Emission Tomography (PET) data found that
regions of this network: the Medial Frontal Cortex (MFC), Inferior Pari-
etal Lobule (IPL), Medial Temporal Lobe (MTL), and the Precuneus/
Posterior Cingulate Cortex (Pc/PCC), show reduced metabolic activity
during activation (Shulman et al., 1997). From a cognitive point of
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view, parts of the DMN are involved in processes such as episodicmem-
ory (Greicius et al., 2003, 2004). However, its higher activation during
inactivity has seen it described as an important part of the idling
mode of the brain (Raichle et al., 2001; Raichle and Snyder, 2007).
Seed-based techniques are capable of detecting a number of RSNs,
including the DMN (Cole et al., 2010). However, these methods include
some bias in the form of the seed selection. This specificity to the seed
voxel selection can be an advantage for some research questions (van
den Heuvel and Hulshoff Pol, 2010). However, when searching for
RSNs it becomes a disadvantage, because the resulting RSN map can
be very sensitive to the location of the seed voxel (Cole et al., 2010).
Exploratory data-driven techniques, like Independent Component
Analysis (ICA) (Beckmann et al., 2005; Comon, 1994; Kiviniemi, 2003;
McKeown et al., 1998) can avoid some of these disadvantages. Results
obtained using ICA suggest that there are at least 10 large scale RSNs,
having long range connections throughout the entire brain (Beckmann
et al., 2005; Damoiseaux et al., 2006), and importantly, if sufficient
data are acquired, higher order ICA can be used to detect more compo-
nents (Kiviniemi et al., 2009).

In recent years graph theoretical measures have been introduced as
a means of describing the network structure of the brain. These tech-
niques have been applied both to resting state data (Salvador et al.,
2005) and to fibre tracking data (Hagmann et al., 2008). Graph theory
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can be used to find hubs of connectivity, by identifying regions with
high betweenness centrality. It has furthermore revealed that brain net-
works have a small world topography (Achard et al., 2006; Salvador
et al., 2005; van den Heuvel et al., 2008b). Previous work on the graph
theoretical structure of the brain using both resting state fMRI
(van den Heuvel et al., 2008a) and fibre-tracking data (Hagmann
et al., 2008; van den Heuvel et al., 2012) have identified the Pc/PCC
region of theDMNas amajor hub. This is in agreementwith existing an-
atomical knowledge that parts of the Pc/PCC are so called Heteromodal
Association Areas (HAAs), havingmany connections with other parts of
the brain and being associatedwith advanced stages of information pro-
cessing (Bassett et al., 2008). The unique role of HAAs is to bindmultiple
brain regions into distributed integrated networks (Achard et al., 2006;
Mesulam, 1998; Nieuwenhuys et al., 2008).

The connectivity of the DMN has been investigated on the scale of
the larger DMN regions. Fransson and Marrelec used partial correlation
coefficients to investigate the large scale connectivity between regions
of the DMNand found that the Pc/PCC region showed a heightened con-
nectivity to other regions in the network (Fransson and Marrelec,
2008). Greicius et al. have previously investigated the use of both func-
tional and anatomical connectivity of the DMN and showed that regions
that have a high degree of functional connectivity are likely directly con-
nected anatomically (Greicius et al., 2009), reflecting results previously
obtained from other regions of the brain (Koch et al., 2002; Skudlarski
et al., 2008). Van den Heuvel et al. investigated the link between this
anatomical and functional connectivity and found that the DTI fibre
path integrity of the cingulum tract is highly correlated with the func-
tional connectivity of the regions it connects (van den Heuvel et al.,
2008a). The present work expands on this previous literature, by
performing a graph theoretical analysis of the functional connectivity
pattern at a finer spatial scale than has hitherto been attempted, and
relating this to the anatomical connectivity in the network. To this
end, resting state fMRI data were obtained. These resting state data
were used to perform single-subject ICA runs. The resulting regions
were used for a detailed analysis of the organisation of the DMN, and
to compute group averages and hubs of connectivity. High angular
resolution Diffusion Weighted Imaging (DWI) data were also obtained
in order to explore the relationship between the anatomical connectiv-
ity of the DMN using both deterministic and probabilistic tractography
and its internal hub structure. Deterministic tractography provided a
clear visualisation of the streamlines between regions, probabilistic
tractography was added in order to verify the simpler method of deter-
ministic tractography.

Methods

Subjects and data acquisition

Forty-seven subjects (age mean/std: 22.7/2.4, 24 male, 44 right
handed) were scanned after giving informed written consent in accor-
dance with the guidelines of the local ethics committee. All scans were
acquired at 3 T on a Siemens Magnetom Trio system at the Donders
Centre for Cognitive Neuroimaging. T1 anatomical, resting state fMRI
and DWI data were acquired in one session. For the resting state scan,
the scanner room was completely darkened. Lights were turned off
and blinds pulled down. Subjects were instructed to relax, keep their
eyes open, stay awake and try not to think about anything specific or
dwell on one particular subject. Because this resting state scan was
much longer than is usual, the subjects were monitored to ensure that
they stayed awake. An infra-red camera normally used for eye tracking
was used for this purpose.

Resting state fMRI data were acquired at 3 T using a Multi Echo -
Echo Planar Imaging (ME-EPI) (Poser et al., 2006; Speck and Hennig,
1998) sequence with a Siemens 32 channel head coil. Voxel size
was 3.5 × 3.5 × 3.5 mm3, flip angle = 80°, TR = 2000 ms, TEs = 6.9,
16.2, 25, 35 and 45 ms, matrix size 64 × 64, 39 slices, 1030 volumes,
GRAPPA factor 3, 6/8 partial Fourier. Total scanning time for the resting
state protocol was 35 min. The DWI protocol used the optimized acqui-
sition order described by Cook et al. (2007). The DWI acquisition param-
eters were: voxel size 2.0 × 2.0 × 2.0 mm3, matrix size 110 ×110,
TR = 13,000 ms, TE = 101 ms, 70 slices, 256 directions at
b = 1500 s/mm2 and 24 directions at b = 0. Finally, the T1 structural
scan used an MPRAGE protocol, with acquisition parameters: voxel
size 1.0 × 1.0 × 1.0 mm3, matrix size 256 × 256, 192 slices, TR =
2300 ms, TE = 3.03 ms, TI = 1100 ms, flip angle = 8°.

Preprocessing

rs-fMRI preprocessingwas performed usingMatlab scripts, and FSL's
FEAT toolbox (fMRIB's Software Library, www.fmrib.ox.ac.uk/fsl). The
multi-echo sequence that was used generates a volume for every echo
at every time point. These echoes were combined as described by
Poser et al. to allow the use of standard fMRI preprocessing tools
(Poser et al., 2006). Of the 1030 combined volumes, the first six were
discarded to allow the system to reach a steady state. Motion correction
was performed prior to combining the multiple echoes using SPM5
functions (Wellcome Department of Imaging Neuroscience, University
College London, UK). FEAT preprocessing involved the removal of
non-brain regions using the Brain Extraction Tool (BET); 5 mm FWHM
Gaussian spatial smoothing; spatial normalisation to Montreal Neuro-
logical Institute (MNI) space; a 0.01 Hz high pass filter, to remove low
frequency scanner drifts; and ICA denoising. DWI preprocessing was
performed with an in-house toolbox that corrects for artefacts induced
by subject motion and cardiac pulsation (Zwiers, 2010). This toolbox
uses a spatially informed tensor estimation technique that can robustly
estimate the underlying tensor model from diffusion data that contains
artefacts.

Analysis

Default Mode Network
Independent Component Analysis as implemented in FSL'sMELODIC

was applied to the time domain concatenated data of all subjects
(Beckmann and Smith, 2004; Beckmann et al., 2005). This group analy-
sis was set to obtain 30 components, with the DMN ending up as one
component. The purpose of this analysis was to obtain a mask of the
main regions of the DMN at the group level, for use in a detailed exam-
ination of the connectivity within this network.

ICA
The single subject resting state data were subsequently analysed

using MELODIC. MELODIC was applied to the 4D Nifti files containing
the preprocessed data, set to obtain 75 Independent Components (ICs)
for each subject. The long measurement time, ICA denoising, and the
large number of time points gives an increase in power, which makes
this high number of components possible even at the single subject
level. MELODIC was set to generate 75 ICs to keep the number of com-
ponents manageable, though in principle more could have been gener-
ated by letting MELODIC determine by itself how many components to
use (Beckmann et al., 2005). When this was tested, MELODIC found
around 300 components per subject.

Parcellation
The single subject ICs related to functional anatomy were manually

selected, and any components containing artefacts, white matter and
regions outside of the brainwere rejected. Regionswithin these compo-
nents smaller than 100 voxels were removed to reduce clutter. The
remaining components were masked with the DMN mask, and form
the basis of the individual DMN parcellation. Each component was
split into its constituent regions. Some of these regions overlapped
with regions from other components. For the purposes of this work,
the two regions that overlap will be called the parent regions. To
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make sure that every voxel is assigned to only one region, these overlaps
had to be resolved. This was accomplished using the following criteria
(Fig. 1).

• In the case of a small (b100 voxels) overlap, each of the overlapping
voxels was assigned to the parent region with which they have the
highest temporal correlation.

• In the case of a large (N100 voxels) overlap, which takes up less than
85% of the voxels of both parents, the overlap is separated from its
parents, and becomes a new region.

• In all other cases, the two parents get merged into one region.

This process was applied iteratively. To determine the order in
which to resolve these overlaps, every combination of two overlapping
regions was examined. They were ordered by calculating the percent-
age of voxels of each parent that are part of the overlap. The criteria stat-
ed above were applied to the combination of overlapping regions with
the lowest value for this percentage. After this overlap was resolved
using the criteria stated above, a different combination of overlapping
regions had the smallest percentage of overlapping voxels, and so on.
This processwas repeated until therewere nomore overlapping regions
present in the parcellation. The threshold value of 100 voxelswas deter-
mined empirically. It resulted in a parcellation of themain DMN regions
into smaller sub-regions with a high level of detail, but still a manage-
able number of ROIs for further analysis.

Partial correlations
The group level mask of the DMNwas used to examine this network

for detailed and localized connectivity between its main component
regions, using both resting state correlations and DWI tractography.
The parcellations of the DMNwere used as ROIs for a partial correlation
analysis, with the exceptions of the left and right hippocampi. Although
the left and right hippocampiwere present in the group ICA results, they
were replaced with a segmentation for every subject using Freesurfer.
These regions have a large variation in size and shape between subjects.
The ICA would therefore find the voxels with the highest overlap. This
means that if these main regions were used, a large number of voxels
that are part of the hippocampus would be ignored. Using the single
subject segmentation solves this problem, and should improve the
Fig. 1. Schematic representation of resting state analysis pipeline.
results. This was only done for the hippocampi, because the other
main DMN regions do not occupy a single anatomical region that
can be readily segmented. The partial correlation analysis was created
by adapting the method from Salvador et al. (2005) to use the sub-
regions from the DMNparcellation instead of the Automatic Anatomical
Labelling (AAL) template regions. Time courses for each ROI were ob-
tained using a spatial regression as implemented in FSL. These time
courses were used to estimate the partial correlation matrix for every
subject. This matrix contains the Partial Correlation Coefficients (PCCs)
for every combination of two ROIs.

Network analysis
The PCCs between all the sub-regions of the complete parcellated

DMN were used to create a single subject connectivity network. In this
network, every sub-region forms a node. The PCCs were used to define
weighted edges between the nodes. The resulting network makes it
possible to obtain graph theoretical measures, such as node centrality.
The node centrality was calculated using the Brain Connectivity Tool-
box. For more details on the underlying graph methods, see (Rubinov
and Sporns, 2010). This measure indicates the importance of the node
in the topography of the network. The nodes with the largest between-
ness centrality can be ascribed the role of hubs in the network. The loca-
tions of the ROIs that form the basis of every node is known, so the
locations of the hubs are also known for every subject. This makes it
possible to generate a map of the betweenness centrality for every
voxel for each subject. By taking the average over all subjects, the aver-
age betweenness centrality of every voxel can be calculated. The regions
with high betweenness centrality show main hubs of connectivity for
the complete DMN. These methods make it possible to examine small-
scale hubs within the DMN at the group level.

DWI — Deterministic fibre tracking

The deterministic fibre tracking was performed using the Camino
software package (Cook et al., 2006). For this analysis, the combinations
of Pc/PCC-MFC, Pc/PCC-leftMTL and Pc/PCC-rightMTL ROIswere used as
seed/target regions. FSL was used to perform the linear and non-linear
(co)registrations. First, the b = 0 diffusion scan was co-registered to
the T1 anatomical scan. The T1 scans were first linearly and then non-
linearly registered to the MNI152 T1 template using FLIRT and FNIRT
from FSL. These two transformations were combined by Camino to
form the single diffusion to MNI transformation. Camino was then used
to: calculate the inverse of this transformation, and thus transform the
ROIs from MNI space to diffusion space; and to perform deterministic
Q-ball tractography in diffusion space (Tuch, 2004). The resulting tracts
were transformed back into MNI space to compare them across subjects
and to the resting state results.

DWI — Probabilistic tractography

Probabilistic tractography was performed using the FSL diffusion
toolbox (Behrens et al., 2003, 2007). BEDPOSTX and PROBTRACKX
were used to estimate diffusion parameters and generate probabilistic
streamlines between the elements of the DMN. This analysis was per-
formed twice: once with the Pc/PCC and once with the MFC as seed,
and the other regions as targets. These results combined show the diffu-
sion based connectivity between the MFC and the Pc/PCC.

Results

DMN regions

All subjects managed to stay awake for the total duration of the rest-
ing state scan. The data from all 47 subjects could be successfully proc-
essed and analysed. The 30 component group level ICA found the DMN
as one component, which is shown in Fig. 2. These regions, with the



Fig. 2. DMNmask based on a group ICA shown in red. The regions shown ended up in a single component of a 30 component group ICA run. This includes the left and right MTL, Pc/PCC,
MFC and left and right Inferior Parietal Cortex (IPC).
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exception of the left and right MTL including hippocampi, were used as
ROIs for every subsequent analysis. As described above, the hippocampi
were replaced with a Freesurfer segmentation.

DMN parcellation

The preprocessed resting state fMRI data were used to parcellate the
DMN of every subject, using the methods described above. An example
of this parcellation is shown in Fig. 3, showing the Pc/PCC and MFC of
subject 1. The parcellations of the other subjects are shown in the Sup-
plementary materials. The colours were randomly assigned using the
random-rainbow colour map from FSLView. This parcellation of the
DMN regions divided them into a large number of sub-regions. Details
on the number of regions and their size can be found in Tables 1 and
2. These sub-regions were used as a basis for a partial correlation anal-
ysis for each individual subject.

Resting state DMN connectivity

One graph based on resting state connectivity from the entire DMN
was generated for each subject. These graphs contain information
about the connectivity and organisation of the network. On the basis
of the anatomical location of every node, any conclusion drawn from
these graphs can be projected back onto the anatomy of the brain.
These graphs were used to calculate the betweenness centrality for
each sub-region of every subject, as described in the methods section.
The resulting maps of average betweenness centrality are shown in
Fig. 4. A relatedmeasure of connectivity, node degree, was also calculat-
ed and compared to the maps of betweenness centrality. The locations
of the highest node degree and betweenness centrality match (figure
shown in Supplementary materials), but the betweenness centrality
Fig. 3. Sub-regions of Pc/PCC and MFC of subject 1. The parcellations were created using
single subject ICA results and resulted in an average of 61 sub-regions for the Pc/PCC
and 21 for the MFC.
provides a more spatially specific location with sharper edges of the
hubs (Nijhuis et al., 2013), and was therefore used for all subsequent
analysis. The betweenness centrality maps were transformed to z-
scores and thresholded at z N 1.7 to define the resting state hubs. This
analysis finds hubs in all the major regions of the DMN, except the left
and right hippocampi. The betweenness centrality scores for these
regions were not normally distributed, so a simple transformation to
z-scores was not possible. The resulting hubs are shown in red in Fig. 5.

Diffusion DMN connectivity

Deterministic fibre tracts were obtained and inspected and com-
pared to rs-fMRI results using Paraview1. The results for the combina-
tions Pc/PCC-MFC, Pc/PCC-left MTL and Pc/PCC-right MTL are shown
in Fig. 7. The DMN regions are shown in blue, resting state hubs in red,
and fibre tracts in green. Fibre tracking results show a spatial match to
the resting state hub results, meaning that the fibre tracts go through
the spatial locations shown to be hubs in the resting state analysis.
Figs. 8 and 9 show a detailed comparison of the resting state hubs in
red, and the probabilistic tractography based connectivity in green
and blue. The MFC and anterior Pc/PCC resting state hubs lie adjacent
to the regions with high probabilistic tractography based connectivity,
confirming the results from the deterministic tractography. Fig. 10
shows a 3D rendition of these same results, showing the close cor-
respondence between the resting state hubs, and the probabilistic
tractography results.

Discussion

This study utilises a combination of ICA and partial correlation anal-
ysis. ICA has become established over the years as a robust group
analysis tool for rs-fMRI data (Beckmann et al., 2005; Comon, 1994;
Kiviniemi, 2003; McKeown et al., 1998). The RSNs detected by ICA
form networks that may be associated with distinct functional process-
es. Recently, the close correspondence between RSNs and functional
regions was demonstrated (Smith et al., 2009). This further increases
the confidence that ICA shows networks with an underlying functional
relevance. This increased confidence forms the main motivation to use
ICA to determine ROIs as a basis for network analysis. Previous work
that this paper is based on involved partial correlation analysis using
the AAL template as a basis to define ROIs (Salvador et al., 2005). How-
ever, for the present study there is no atlas available on the scale
required. The ICA methods used in this work avoid this problem by
determining the ROIs for the partial correlation analysis using single
subject ICA results. This has the added benefit of not using group aver-
ages of large anatomical features, as is the case for the AAL template.
The detailed size and shape of these structures vary between subjects,
so even in a common space like MNI, some error is introduced in the
1 http://www.paraview.org/.
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Table 2
Average size of sub-regions in voxels across all subjects in the parcellation of the DMN.
Standard deviation, smallest and largest size of sub-regions also included.

Average size of regions (voxels) SD Min Max

Complete DMN 97 143.3 1 2100
Pc/PCC 118 10.8 1 2100
MFC 74 117.1 1 1407
RIPC 67 93.2 1 857
LIPC 63 79.8 1 823

Table 1
Average number of sub-regions across all subjects in the parcellation of theDMN. Standard
deviation, smallest and largest number of sub-regions also included. Total number of
regions is much larger than any atlas based method would provide, but low enough to
allow the use of partial correlation coefficients.

Number of sub-regions SD Min Max

Complete DMN 122 18.6 68 152
Pc/PCC 61 10.8 33 83
MFC 21 5.2 9 32
RIPC 19 4.4 9 28
LIPC 24 5.0 14 36
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positioning, size and shape of the template ROIs. In this work, ROIs de-
rived from the resting state data of the subjects themselves are used,
rather than the gross anatomical average of some other group of
subjects, and should hence be more closely related to the underlying
functional organisation. Although to some degree the procedure used
to resolve the overlapping regions is arbitrary, it is not expected to
significantly impact the final result.

ICA based methods have been used previously to investigate the
DMN in detail. Of particular interest is the recent work by Leech et al.
(2012). They used ICA on Pc/PCC masked data to subdivide this region
in smaller subregions, and investigate the connectivity of these regions
with the rest of the brain. They found that various subregions of the Pc/
PCC connect to different other RSNs. What is of particular interest is the
subregions they found that connect the Pc/PCC to the rest of the DMN. If
the hub results in Fig. 5 in this paper are compared with components 1
and 3 from Fig. 2a from the paper by Leech et al., it can be seen that
the regions found are similar. Also of interest is the recent work by
van den Heuvel and Sporns on the rich-club organisation of the struc-
tural connectivity of the human brain (van den Heuvel and Sporns,
2011). The rich-club nodes are essentially nodes which are central to
the organisation of the connectome. This makes it very similar in con-
cept to the betweenness centrality used in this work. The manner of
presentation is different, but if the high-resolution connectome from
van den Heuvel and Sporns is compared to the betweenness centrality
hubs in this work, it does appear to be similar. Rich-club nodes appear
to be in similar locations in the Pc/PCC to the betweenness centrality
nodes.

As stated above, one main component method for this work is ICA.
The other is partial correlation, which was performed on the time
courses derived from the ICA parcellation. Partial correlation analysis
Fig. 4. Average betweenness c
is a well established method to examine functional connectivity in
fMRI data. Correlational methods in general have been used since the
start of the rs-fMRI field (Biswal et al., 1995; Lowe et al., 1998). They
are used both to assess the functional connectivity between two ROIs,
and to generate correlationmaps of the brain based on a seed voxel. Par-
tial correlation gives the additional benefit of identifying the unique
connections between two regions with the contributions of all others
‘partialled out’. This comes at the cost of needing more time points
than ROIs to properly condition the sample covariance matrix that
needs to be inverted. The combination of ICA and partial correlation
forms a data driven technique, where the only user involvement
required is the removal of noise and artefact components. Both of
these methods benefit from long scanning times and a large number
of data points.

This methodological approach has resulted in a detailed examina-
tion of the connectivity within the DMN. The analysis of the resulting
functional connectivity yielded hubs of the DMN. The hubs found
agree with previously published work on rs-fMRI hubs found for the
entire brain (Tomasi and Volkow, 2011; van den Heuvel and Sporns,
2011; van den Heuvel et al., 2008a). They reside within the Pc/PCC,
identified as a hub region for the DMN (Fransson and Marrelec, 2008;
Hagmann et al., 2008). Of particular interest are the association areas
that intersect with the DMN. When the hubs of the Pc/PCC DMN are
compared to known anatomical information as shown in Fig. 6, the
posterior hubmatches the location of theHAA in the parieto-occipital sul-
cus, while the anterior hub is in the paralimbic association area (BA 23)
(Achard et al., 2006; Mesulam, 1998; Nieuwenhuys et al., 2008). The
hub of the MFL is also located in the paralimbic association area. See
also Nieuwenhuys figures 12.3, 12.10, 12.13 and 15.47 (Nieuwenhuys
et al., 2008). These two association areas are part of different large scale
systems. The particular HAA shown in Fig. 6 is part of the parieto-
occipital system, with BA23 and 32 being part of the paralimbic system.
An association between HAAs and hubs in the brain has previously been
reported by Bassett et al. (2008). This work however provides a much
more specific spatial location to the hubs, which provides enough spatial
specificity to resolve two different hubs related to two different large
scale systems.

These HAAs are important to the functional organisation of the brain
and DMN. For example, the PCC is strongly and reciprocally intercon-
nected with many association areas. These include the Superior Parietal
Lobule (SPL), the temporal polymodal cortex and the prefrontal lobe.
These HAAs are mostly associated with the integration of multiple
streams of information, which could be a plausible role for a hub region
to fulfil. The location of the resting state hubs and diffusion based fibre
termination points show a close match. The Pc/PCC–MFC fibre tracts
from both the deterministic and the probabilistic analyses closely re-
semble the known anatomy of the cingulate bundle running from the
frontal lobe directly towards the PCC. The fibre tracks running between
SPL in Pc/PCC region and theMTL including the hippocampus are part of
the parietotemporal HAA including the SPL, most of the IPL and a for-
wardly extending stripwithin the banks of the superior temporal sulcus
in the temporal lobe (Nieuwenhuys et al., 2008). Although tractography
entrality over all subjects.

image of Fig.�4


Fig. 5. Resting state DMN hubs shown in red, together with the DMN mask in blue. Top part of figure shows a 2D view using a sagittal, coronal and axial slice. Bottom part shows a 3D
rendering of the DMN in blue, and the hubs in red. A rendering of a human head in the same orientation is added to show the point of view used.
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only shows larger bundles of nerve fibres without giving information
about their synapses, the tractography results of this study agree with
studies in non-human primates which show that the parahippocampal
gyrus of theMTL projects to the parts of the parietal cortex, the cingulate
cortex and theMFC (vanHoesen, 1982). Hence thismethodmaybe of use
in examining the detailed connectivity between two specific regions:
Fig. 6. Left: the association cortex as shown in Fig. 15.47B in Nieuwenhuys et al. (2008) is plott
association area (HAA) of the parieto-occipital sulcus and the blue areas indicate part of the
centrality. In this panel, blue shows the DMN, and red, the hubs. It can be seen that the hubs
Pc/PCC of the DMN, one hub is located within the parieto-occipital HAA (red) and the other hu
in the paralimbic association cortex.
details that can be missed when considering more global connectivity
patterns. It also indicates that derived measures such as betweenness
centrality can still show a good correlation with underlying measures of
anatomical connectivity.

Both deterministic and probabilistic tractography were used in this
work. Probabilistic tractography was added to compensate for any
ed on the medial view of an anatomical MRI scan. The red area indicates the heteromodal
paralimbic association cortex (BA23 and BA32). Right: Hubs found using betweenness
are located in the association areas as indicated in the left figure. Of the two hubs in the
b in the paralimbic association cortex (blue). The hub in the frontal lobe (BA32) is located

image of Fig.�5
image of Fig.�6


Fig. 7. Deterministic tractography results of the DMN, with the DMN ROIs in blue, rs-fMRI hubs in red/orange, and fibre tracts in green. Subfigures A/B, C/D and E/F/G show results for
different combinations of DMN regions. Note that the hubs are shown through the transparent blue surface of the DMN, which can influence the hue of the red/orange of the underlying
hubs. For each set, the hubs towhich the fibre tracts connect are shown in orange. Subfigures A and B show 3D renderings of the results for the Pc/PCC and left MTL, C and D for the Pc/PCC
and rightMTL, and E, F andG for the combination of Pc/PCC andMFC. Each set of subfigures shows the same results as a 3D rendition, but rotated around to show the results fromadifferent
angle. A rendering of a human head in the same orientation is shown in each subfigure, to indicate the camera position. Fibre tracts in green are shown to track through the resting state
hubs in orange. This shows the close match between the hubs, and the underlying anatomical connectivity.

Fig. 8. Pc/PCC resting state hubs shown in red, probabilistic tractography results shown in blue. The regions with high tractography based connectivity lie adjacent to the anterior resting
state hub, showing a close correspondence between the resting state and diffusion results.
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Fig. 9. MFC resting state hubs shown in red, probabilistic tractography results shown in green. The two results lie adjacent to each other, showing a close correspondence between the
resting state and diffusion results.

Fig. 10. 3D rendition of the DMN (blue), resting state hubs (red and orange) and probabilistic tractography results (green). The probabilistic tractography results confirm the deterministic
tractography results shown in Fig. 7.
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shortcomings in the older, simpler deterministic tractography. Results
from both analyses were found to be comparable, with deterministic
tracts lying within regions of high average fibre density. Previous
work has already investigated the structural and functional organisation
of the human brain. Where this work differs is the scale at which we
investigate this organisation. The hub results from the functional analy-
sis have a higher regional specificity than the large scale networks usu-
ally analysed. One example of the benefit of this specificity is shown in
the separation of the hubs in the DMNbelonging to different anatomical
systems.

The data used for this project are all from healthy subjects. One inter-
esting possibility for future research is to apply thesemethods to a patient
group. For example, it has been shown that there are differences in DMN
connectivity in ADHD patients vs. controls (Castellanos et al., 2008).
Differences are also found in Alzheimer's disease (Greicius et al., 2004),
autism (Kennedy and Courchesne, 2008) and schizophrenia (Bluhm
et al., 2007). Examination of such patient groups can provide more
information on the location of these connectivity changes. For example,
the work by Bassett et al. showed a difference in the distribution
of hubs in schizophrenia patients compared to healthy controls, when
examining the brain on the scale of Brodmann's areas (Bassett et al.,
2008).

In sum, using a novel combination of data driven techniques, we
have presented an assessment of the resting state connectivity of the
DMN on a finer scale than previously reported. Prominent findings in-
clude that hubs in the Precuneus/Posterior Cingulate Cortex and other
regions for the DMN, correspond well to previously reported hubs of
the entire brain, and to DTI fibre-tracking results of these same subjects.
The locations of the hubs correspond with known heteromodal and
paralimbic association areas, which are important for multi information
integration.
Appendix A. Supplementary data

Supplementary data to this article can be found online at http://dx.
doi.org/10.1016/j.neuroimage.2013.12.051.
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