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A methanol spray flame in a combustion chamber of the NIST was simulated using an
Eulerian–Lagrangian RANS model. Experimental data and previous numerical investi-
gations by other researchers on this flame were analyzed to develop methods for more
comprehensive model validation. The inlet boundary conditions of the spray were generated
using semi-empirical models representing atomization, collision, coalescence, and secondary
breakup. Experimental information on the trajectory of the spray was used to optimize the
parameters of the pressure-swirl atomizer model. The standard k-ε turbulence model was
used with enhanced wall treatment. A detailed reaction mechanism of gaseous combustion
of methanol was used in the frame of the steady laminar flamelet model. The radiative trans-
fer equations were solved using the discrete ordinates method. In general, the predicted mean
velocity components of the gaseous flow and the droplets, the droplet number density, and
the Sauter mean diameter (SMD) of the droplets at various heights in the present study show
good agreement with the experimental data. Special attention is paid to the relative merits of
the employed method to set inlet boundary conditions compared to the alternative method of
using a measured droplet size and velocity distribution.
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INTRODUCTION

Turbulent spray combustion plays an important role in industrial furnaces, gas tur-
bines, internal combustion engines, oil gasifiers, etc. The combustion efficiency, stability,
and pollutant formation strongly depend on the characteristics of the turbulent spray com-
bustion. A better understanding of the fundamental mechanisms together with improved
modeling capabilities would help to enhance the efficiency and lead to a cleaner and safer
environment (Jenny et al., 2012).

Numerical simulations have been attractive for many years because they provide
an easier and safer way to understand the characteristics of combustion in detail com-
pared to experiments. However, the modeling and simulation of the turbulent spray is
particularly challenging because complex processes involving turbulence, atomization,
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NIST TURBULENT METHANOL SPRAY FLAME 1111

evaporation, combustion, and radiative heat transfer are included and they are strongly
coupled. To improve the reliability of the spray combustion simulation, it is necessary to
validate mathematical models with experimental data.

As described in Jenny et al. (2012), often light fuel oils are used to get a better
understanding of the turbulent spray combustion because their properties and reaction
mechanisms have been well investigated and are readily available (see, e.g., Düwel et al.,
2007; Karpetis and Gomez, 2000; McDonell and Samuelsen, 1995; Widmann and Presser,
2002). The reported experiment carried out by Widmann and Presser (2002) at the National
Institute of Standards and Technology (NIST) led to the creation of a database of a methanol
spray flame (NIST, 2010). As reported in Presser (2006), the predicted spray characteristics
are sensitive to the model representation of the spray inlet boundary conditions. Compared
to other flames, a relative advantage of the NIST flame is that a lot of attention was paid
to accurate measurement of the droplet size and velocity distributions close to the injec-
tor in order to provide good boundary conditions for the simulation. Three gas velocity
components were obtained from the particle image velocimetry (PIV) measurements at
three heights within the chamber for the cases with non-burning and with burning spray
(cold and hot states). Droplet size distributions, Sauter mean diameter (SMD), droplet mean
axial and radial velocities, and droplet number density were measured at various axial loca-
tions downstream of the nozzle exit. The combination of accurate boundary conditions and
relatively large amounts of data make this database very valuable for validation.

Several research groups (Collazo et al., 2009; Crocker et al., 2001; De Jager, 2008)
have used this database for the validation of their simulations. Their modeling approaches
are all based on Reynolds-averaged Navier–Stokes equations (RANS), since large eddy
simulation (LES) and direct numerical simulation (DNS) are computationally too expensive
due to their high spatial and temporal resolution requirements for this flame. Crocker et al.
(2001) and Collazo et al. (2009) carried out Eulerian–Lagrangian RANS simulations while
De Jager (2008) employed an Eulerian–Eulerian RANS simulation. Some agreements with
the experiment were found in their simulation results. However, as it will be discussed in
the following section, either only a limited part of this database was used for validation
or boundary conditions of the NIST flame were not analyzed in detail. We will follow the
line of modeling with RANS simulations and simulate the NIST flame based on the anal-
ysis of boundary conditions and the above mentioned numerical studies in order to handle
accurately important aspects of turbulence modulation, evaporation, mixing, and detailed
chemistry. Additionally, the advantages of such a way of spray modeling are illustrated and
the sensitivities of influential parameters in the spray model are discussed.

EXPERIMENTAL DATABASE

Experiment

The NIST flame experiment was carried out in a combustion chamber, which is shown
in the drawing of Figure 1. The chamber height is 1.2 m and the inner diameter is 0.8 m. The
flame is fired vertically upwards. The exhaust channel is off-axis to permit direct probing of
the flame from above. Swirling combustion air generated by a movable 12-vane swirl cas-
cade passes through the outer annulus passage, with a flow rate of 0.01575 ± 0.0005 m3/s
at ambient pressure and temperature. The inner and outer diameters of the annulus are
34.9 mm and 101.6 mm, respectively. A pressure-jet nozzle forms a hollow-cone methanol
spray with a nominal 60◦ full cone angle at ambient temperature and it is surrounded by
the annulus passage. The nominal upstream pressure of the liquid fed to the nozzle is
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1112 S. ZHU ET AL.

Figure 1 Sketch and dimensions (mm) of the NIST reference spray combustor.

maintained at 690 kPa and the flow rate is kept at 0.00083 ± 0.000006 kg/s. More details
regarding the set-up of the configuration can be found in the work of Widmann and Presser
(2002).

By using a PIV system, the gas phase axial, radial, and tangential velocities at var-
ious heights (1.4 mm, 9.5 mm, and 17.6 mm from the nozzle exit) were measured. The
axial and radial particle velocities and the diameter of the droplets were obtained using a
phase Doppler interferometer (PDI) along the cross section at seven heights in the range
from 5 mm to 65 mm. Sheathed K-type thermocouples were used to measure the wall tem-
peratures at various elevations and gas temperatures at the exit. Concentrations of CO2,
CH3OH, and CO were measured at the exit of the exhaust channel. No minor components
or reaction intermediates were identified. More details are available in NIST (2010).

Previous Modeling

As mentioned above, several investigations of the NIST flame have been made before.
In order to obtain a better understanding of the NIST flame and the corresponding sim-
ulation aspects, it is necessary to review and analyze the previous simulations, and the
predictions in the present study will be discussed and compared in relation to previous
results.

With a two-dimensional (2D) axisymmetric Eulerian–Lagrangian RANS simulation
using CFD-ACE, Crocker et al. (2001) computed the NIST flame for both non-reacting and
reacting cases. The RNG k–ε model was used for turbulent gas flow, and combustion was
modeled using a one-step, finite-rate reaction with equilibrium products of CO2, H2O, CO,
H2, OH, and O, proposed by Westbrook and Dryer. The measured velocity profiles at height
z = 1.4 mm in the cold state were assumed to be the initial conditions of the inlet air, and
the measured droplet diameter and velocity components of the droplets at height z = 5 mm
were analyzed for obtaining the initial boundary conditions of the spray in the simulation.
The fuel oil was then assumed to be injected at height z = 5 mm as droplet parcels at
30 radial locations, with 20 different droplet sizes, 5 different velocity magnitudes, and
7 different angles (directions) at each radial location. The spray volume flux, spray velocity
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NIST TURBULENT METHANOL SPRAY FLAME 1113

components, and droplet SMD were compared with the experimental data, and they showed
good agreement. However, due to the very low measured spray flux in the near-nozzle
region, the measured data of droplets at height z = 5 mm was considered to be insufficient
to describe the initial conditions of the droplets. Data of the droplets were further modified
to some specific values in the simulation in order to fit one subset of the measured data while
other subsets were found to be difficult to fit. Since the droplets were injected from height
z = 5 mm in the investigation of Crocker et al. (2001), the secondary break-up process was
not included. Predictions of velocity components of the gaseous phase were not compared
with the experimental data in detail and the evaporation process of the droplets was not
discussed either. An aspect worthy to note is that, as a result of the estimation of the spray
trajectories for the initial boundary condition of the spray, the predicted spray velocity
components and SMD of droplets with low number densities showed good agreement with
measured data. It will be discussed and compared with the predictions from the present
study later.

De Jager (2008) employed an Eulerian–Eulerian approach and introduced a CFI
model for the composition of the gaseous phase, in which C, F, and I represent a reac-
tion progress variable, the mixing scalar, and enthalpy scalar, respectively. The fluctuations
are described by a β-PDF for C and F, and the δ-PDF for the normalized enthalpy loss
I. The predicted velocity components of the combustion air at heights z = 9.5 mm and
z = 17.6 mm were compared with the experimental data at both non-burning and burn-
ing conditions. Significant discrepancies of radial and tangential velocities of the gaseous
phase between simulation and experiment were found. The author indicated that turbu-
lence is modeled poorly using the k-ε model, and the proposed spray model in its current
form with the Eulerian–Eulerian approach is limited and needs further improvement. The
interaction between spray and combustion air needs more attention, especially in the near
nozzle region. The suggestion was given by the author that it would be beneficial to imple-
ment spray effects in simulations with a Lagrangian description of the droplets, to represent
the effects of coalescence and secondary break-up, to reach a more accurate prediction of
the SMD.

Collazo et al. (2009) presented results of Eulerian–Lagrangian RANS simulations
with a 3D geometry. The interaction processes between droplets and continuous phase
were simulated by use of the dispersed phase model, and the linearized instability sheet
atomization (LISA) model of Schmidt et al. (1999b). The standard k-ε model was used to
simulate the turbulence. For combustion, the eddy dissipation concept (EDC) model pro-
posed by Magnussen (1981) was applied with a two-step reaction of methanol with oxygen,
including carbon monoxide. Predictions of droplet diameters, droplet trajectories, temper-
atures, and gas concentrations were presented and compared with the NIST database (see
Widmann and Presser, 2002). The prediction of droplet properties showed some discrep-
ancies, and the authors deduced that the initial spray angle should be higher than 60◦.
Temperatures and carbon dioxide concentration at the exhaust of the system were well pre-
dicted in the simulation of Collazo et al. (2009), while the peak temperature of the flame
was overestimated and the concentration of intermediate species was relatively inaccurate.
Since neither the results of the velocities of air or droplets were presented, the turbulence
model was not validated in this paper.

In both simulations of De Jager (2008) and Collazo et al. (2009), the SMD of the
droplets and the droplet number density at various heights were compared with the exper-
imental data. However, their results from the simulations were all studied under cold state
without combustion while the reported spray measurements were conducted in the reacting
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1114 S. ZHU ET AL.

flow in the experiment. This was confirmed in a private communication by Presser (one
of the authors of the NIST experiment; see Widmann and Presser, 2002). In the present
study, simulation of the NIST flame and its validation is done for both gaseous phase and
spray, based on the analysis of features of the burning flame and experience obtained from
previous simulations.

Methods of the Present Study

Based on the analysis of previous simulations of the NIST flame, in the present study,
an Eulerian–Lagrangian RANS approach with modeling of droplet collision and secondary
break-up is used to obtain an improved prediction of the spray in ANSYS Fluent. The
exhaust channel is omitted in the simulation since it is shown in Crocker et al. (2001) that it
has little influence on the simulation in the near-nozzle region. The measured velocity com-
ponents of the gaseous phase at height z = 1.4 mm under hot state are used for the boundary
condition of the inlet air (z = 0 mm), and the corresponding predicted velocity components
of the gaseous phase at height z = 1.4 mm are compared with the measured data to test the
validity of this method. Attention is paid to the analysis of the spray trajectories in order
to obtain an accurate boundary condition of the spray. The numerical simulation is per-
formed with the steady laminar flamelet model in order to include detailed chemistry, and
the influence of the evaporation on mixture fraction variance is investigated. Predictions of
the mean velocity components of air flow and droplets, droplet number density, and SMD
is compared with the experimental data and previous predictions mentioned above in order
to get a better understanding of this turbulent spray flame.

MATHEMATICAL MODELS

Computational Domain, Grid, and Turbulence Model

For the simulation of the NIST flame, as we discussed above, the influence of the
exhaust channel on the simulation of the near-nozzle region is negligible and it can be omit-
ted in the geometry, considering the end of the combustion chamber as an open boundary.
As a result, the 2D axisymmetric simulation with swirl is employed in the present study.

The grid independence was tested by introducing a series of different cell sizes with
the same axial/radial aspect ratio of 3. The role of the near-wall treatment for this swirling
flow was analyzed. As a result, a 2D mesh with about 46,000 quadrilateral cells (as shown
in Figure 2) in combination with the second-order upwind scheme was found suitable for
this study. A standard k-ε turbulence model with the enhanced wall treatment is employed
based on the comparative analysis. The use of the enhanced wall treatment can possess the
accuracy of the standard two-layer (a viscosity affected region and a fully-turbulent region)
approach for fine near-wall mesh and at the same time, not to reduce accuracy for the wall-
function mesh. Its application is dependent on both the grid and flow characteristics, and
we found that this is of particular significance for the prediction of the profile of radial
velocity of the gaseous phase.

Spray Model

Model for droplet diameter distribution. The atomization process of light oil
sprays is commonly modeled using a wave growth or aerodynamic theory that predicts
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NIST TURBULENT METHANOL SPRAY FLAME 1115

Figure 2 2D mesh with about 46,000 quadrilateral cells.

spray parameters, such as the spray angle and the drop diameter. The surface wave insta-
bility model proposed by Reitz (1987), the Kelvin–Helmholtz/Rayleigh–Taylor (KHRT)
instability model by Patterson and Reitz (1998), and the Taylor analogy breakup (TAB)
model by O’Rourke and Amsden (1987) are widely used atomization models. However,
their coupling with the nozzle effects and the primary breakup is largely unknown and is
usually represented by an arbitrary nozzle-dependent constant.

For the pressure swirl atomizer in the NIST flame, we employ the LISA model as
presented by Schmidt et al. (1999a). It assumes that Kelvin–Helmholtz waves grow on the
sheet and eventually break the liquid into ligaments. It is then assumed that the ligaments
break up into droplets due to varicose instability. Once the liquid droplets are formed, the
spray evolution is determined by drag, collision, coalescence, and secondary breakup.

For film formation, the relationship between the thickness of this film, t, and the mass
flow rate is as follows:

ṁeff = π ρut (dinj − t) (1)

where dinj is the injector exit diameter, ṁeff is the effective mass flow rate, and u is the mean
axial component of velocity at the injector exit. Because u depends on internal details of the
injector and is difficult to calculate from first principles, the approach of Han et al. (1997)
is used and the velocity magnitude is assumed to be related to the injector pressure by:

U = kv

√
2�P

ρl
(2)

where kv is a dimensionless velocity coefficient and a function of the injector design and
injection pressure (see, for details, Lefebvre, 1989). If �P is known, u can be calculated as:

u = U cos θ (3)

where θ is the spray angle.
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1116 S. ZHU ET AL.

The pressure-swirl atomizer model for sheet breakup and atomization includes the
effects of the surrounding gas, liquid viscosity, and surface tension on the breakup of the
liquid sheet. It is based upon the growth of sinusoidal waves on the liquid sheet. For waves
that are long compared with the sheet thickness, ligaments are assumed to be formed from
the sheet breakup process once the unstable waves reach a critical amplitude. If the surface
disturbance has reached a value of ηb at a breakup time τ , the sheet breaks up and ligaments
will be formed at a length given by:

Lb = Uτ = U

�
ln

(
ηb

ηO

)
(4)

where � is the maximum growth rate, and ln
(
ηb

/
ηO

)
is an empirical sheet constant for

which a default value of 12 was obtained theoretically by Weber (1931) for liquid jets.
Dombrowski and Hooper (1962) also showed that a value of 12 for the sheet constant
agreed favorably with experimental sheet breakup lengths over a range of Weber numbers
from 2 to 200.

Thus, the diameter of the ligaments formed at the point of breakup can be obtained
from a mass balance. If it is assumed that the ligaments are formed from tears in the sheet
twice per wavelength, the resulting diameter is given by:

dL =
√

8h

KS
(5)

where KS is the wave number corresponding to the maximum growth rate, and the film
thickness can be calculated from the breakup length and the radial distance from the center
line to the mid-line of the sheet at the atomizer exit r0:

hend = r0h0

r0 + Lb sin
(

θ
2

) (6)

For waves that are short compared to the sheet thickness, this mechanism is not used.
The ligament diameter is assumed to be linearly proportional to the wavelength that breaks
up the sheet:

dL = 2πCL

KS
(7)

where CL is the ligament constant equal to 0.5 by default.
In either the long-wave or the short-wave case, the breakup from ligaments to droplets

is assumed to behave according to Weber’s analysis for capillary instability (Weber, 1931).
So the most probable diameter for droplet diameter distribution, d0, is determined from:

d0 = 1.88dL(1 + 3Oh)1/6 (8)

where Oh is the Ohnesorge number, which is a combination of the Reynolds number and
the Weber number.
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NIST TURBULENT METHANOL SPRAY FLAME 1117

Once this most probable droplet size for a Rosin–Rammler distribution has been
determined, with a spread parameter and a dispersion angle, which are equal to 3.5◦ and 6◦
based on past modeling experience of Schmidt (1999), respectively, the droplet diameter
distribution is determined.

Model for spray evolution. In the simulation, the fuel is assumed to be injected
into the chamber as a fully atomized spray consisting of spherical droplets of various sizes.
The motions of the droplets in the turbulent combustion flow field are calculated using
a stochastic method in which the momentum, mass, and energy exchange between the
droplets and the gas phase is simulated while tracking a large number of droplets.

The equation of motion for a droplet is:

dup,i

dt
= 18μ

ρpD2
p

CDRe

24

(
Ui − up,i

) + gi
(
ρp − ρ

)
ρP

+ Fi (9)

In this equation, up,i is the velocity of droplet (particle) i, U is a sampled gas velocity,
μ is the molecular viscosity of the fluid, ρ is the fluid density, ρp is the density of the par-
ticle, Dp is the particle diameter, Re is the relative Reynolds number based on slip velocity
and particle diameter, and the drag coefficient CD is a function of the particle Reynolds
number. Fi is a possible additional acceleration term. In practice, a number of ‘parcels’,
each representing a set of identical droplets, is tracked.

For secondary breakup, the TAB model, which is based upon Taylor’s analogy, as
described in Taylor (1963), between an oscillating and distorting droplet and a spring mass
system, is employed since the investigated case has relatively low Weber number injections
(Weber number less than 100) and the TAB model is well suited for low-speed sprays into
a standard atmosphere (see Dombrowski and Hooper, 1962).

For droplet collision and coalescence, the algorithm of O’Rourke (1981) is employed.
It uses the concept of a collision volume to calculate the probability of collision. In general,
once two parcels are supposed to collide, the outcome tends to be coalescence if they collide
head-on, and bouncing if the collision is more oblique. The probability of coalescence can
be related to the offset of the collector droplet center and the trajectory of the smaller
droplet. The critical offset is a function of the collisional Weber number and the relative
radii of the collector and the smaller droplet.

The rate of vaporization is governed by gradient diffusion, with the flux of droplet
vapor into the gas phase related to the difference in vapor concentration at the droplet
surface and the bulk gas:

Ni = kc
(
Ci,s − Ci,∞

)
(10)

where Ni is the molar flux of vapor, Ci,s is the vapor concentration at the droplet surface, and
Ci,∞ is the vapor concentration in the bulk gas. kc is the mass transfer coefficient calculated
from the Sherwood number correlation (see Ranz and Marshall, 1952a, 1952b), and is
defined as:

ShAB = kcDp

Di,m
= 2.0 + 0.6Re1/2 Sc1/3 (11)

where Di,m is the diffusion coefficient of vapor in the bulk and Sc is the Schmidt number.
The concentration of vapor at the droplet surface is evaluated by assuming that the partial
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1118 S. ZHU ET AL.

pressure of vapor at the interface is equal to the saturated vapor pressure, psat, at the droplet
temperature, Tp:

Ci,s = psat
(
Tp

)
RTp

(12)

where R is the universal gas constant.

Radiation and Combustion Model

By comparison of the predictions with and without the radiation model, it was found
that radiative heat transfer cannot be neglected in the simulation of the NIST flame. The
difference of the peak temperature can be as high as about 200 K. Therefore, in this
study, the discrete ordinates (DO) radiation model with a variable absorption coefficient,
weighted-sum-of-gray-gases model (WSGGM) is employed.

As a combustion model, a one-step global reaction mechanism with the eddy dis-
sipation model (ED) is often used in spray combustion simulations. However, this model
often leads to overestimated temperature predictions, and sometimes detailed chemistry is
also necessary for the prediction of ignition and extinction processes, as well as the pollu-
tant formation. According to the relative fast chemistry of methanol, the laminar flamelet
method provides a feasible way here to include detailed chemical reactions in turbulent
combustion simulations without a considerable increase in computational time. It assumes
that in the gaseous phase combustion, the diffusion coefficients for all species are equal, and
then the species mass fraction and temperature are mapped from physical space to mixture
fraction space and can be uniquely described by two parameters: the mixture fraction, ξ ,
and the scalar dissipation, χ . Figure 3 shows results contained in the look-up table. The
Favre-averaged values of quantities in the turbulent flame are then obtained through the use
of Favre-averaged probability density function, f̃ (ξ , χ ):

�̃ =
∞∫

0

1∫
0

�(ξ , χ )f̃ (ξ , χ )dξ dχ (13)

Figure 3 Steady flamelet profiles stored in the look-up table (CHI ≡ χ̃ [s−1]).
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NIST TURBULENT METHANOL SPRAY FLAME 1119

The detailed reaction mechanism for methanol employed in the present study was
developed by Lindstedt and Meyer (2002) and provided by Lindstedt and Chen (2010) with
a Chemkin compatible reduced mechanism. It comprises 32 species and 167 reactions.

In the model, the heat gain/loss to the system is assumed to have a negligible effect
on the species mass fractions, and adiabatic mass fractions are used (see also Muller et al,
1994; Binniger et al., 1998). The flamelet profiles are then convoluted with the assumed
β-function-shape PDFs as in Eq. (13), and then tabulated for look-up. The equations for
the mean mixture fraction, mixture fraction variance, and mean enthalpy are solved. The
scalar dissipation field is calculated from the turbulence fields k̃, ε̃, and the mixture fraction
variance ξ̃ ′′2 as follows:

χ̃ = Cχ ε̃ξ̃ ′′2

k̃
(14)

where Cχ is set to the standard value 2.
The mean values of temperature, density, and species mass fraction are obtained from

the PDF look-up table.
Furthermore, in order to investigate the influence of a source term, ¯̇ρsξ̃

′′2(1 − 2ξ̃)ξ̃
due to evaporation in the mixture fraction variance equation (see Hollmann and Gutheil,
1996), calculations were made with and without this source term included.

Boundary Conditions

An accurate representation of the boundary conditions is essential to carrying out a
successful simulation, as discussed in Presser (2006). With respect to the air inlet condi-
tions, the mass flow and the temperature for the simulation are shown in Table 1. The air
velocity components at height z = 1.4 mm near the air inlet, both with and without the
spray, are measured in the experiment. Based on the previous simulations and analysis,
the velocity components at this elevation can represent the inlet conditions, and the data
measured when the spray flame is present are supposed to be a better assumption for the
simulation of the spray combustion. This will be discussed in the next section.

With regard to the spray, the mass flow rate, temperature of methanol, the injector
pressure, and spray angle for the simulation based on the experiment are shown in Table 1.
However, the injector exit diameter, dinj, in Eq. (1) and the parameters for the droplet diam-
eter distribution in the LISA model are not well defined, and we have to deduce them from
the experimental data in order to obtain a relative accurate spray trajectory.

The droplet number density at seven axial locations downstream of the nozzle exit
(z = 5, 15, 25, 35, 45, 55, and 65 mm) from the experiment of Widmann and Presser (2002)

Table 1 Inlet conditions of air and fuel

Air flow rate (m3/h) ∼56.7a

Air temperature (K) 298
Fuel flow rate (kg/h) 3.0
Fuel temperature (K) 298
Injection pressure (Pa) 690,000
Spray angle (◦) 60

aInterpolated data within 5% relative error.
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1120 S. ZHU ET AL.

Z = 1.8103  R + 0.3665

R (mm)

Z (mm)

experimental data

Trajectory from:

 original point with 30 angle
o

estimation with 30 angle
o

(influenced by air flow at large radii)

Figure 4 Estimation of the spreading angle of the spray.

was analyzed to estimate the injector exit diameter, as shown in Figure 4. The short dashed
line represents the trajectory obtained in the experiment by linking the location of the peak
number density at each elevation. The long dashed line represents the trajectory from the
point of origin with the spray angle of 60◦. As we can see from Figure 4, at large radii, the
trajectory of the spray in the experiment is already influenced by the co-flow and thus the
spray angle is less than 60◦. Therefore, to estimate the initial trajectory of the spray, we
kept the spray angle of 60◦ and used the data of locations where the spray is less influenced
by the co-flow.

As a result, the trajectory of the spray was estimated, as shown in Figure 4, with the
solid line. The injector exit diameter in Eq. (1) is then set to be 1.78 mm. The sensitivity
of this parameter on the predictions is discussed in the following section. Furthermore, the
influence of the dispersion angle, sheet constant, and ligament constant on the predicted
results were investigated as well. The effect of dispersion angle on droplet size distribution
and temperature profiles is shown in the following section. A combination of a dispersion
angle of 10◦, a sheet constant of 12, and a ligament constant of 0.5 was employed in our
simulations.

For the walls, a convection coefficient with the ambient air of 12 Wm−2 K−1 and a
surrounding temperature of 298 K (also used in work of Collazo et al. (2009)) were adopted.

RESULTS AND DISCUSSION

Numerical and experimental data of air mean velocity components at height z =
1.4 mm are presented in Figure 5. The uncertainty of the experimental measurements is
represented by error bars. The experimental data at this height were measured from radius
19.6 mm to 50.0 mm with a PIV system. Since PIV measurement at lower heights in
the near-field region of the nozzle is not possible, data at height z = 1.4 mm are used
as numerical inlet boundary conditions at height z = 0 mm for the combustion air flow. The
corresponding computational predictions of air flow mean velocity components at height
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Figure 5 Predicted mean velocity components at z = 1.4 mm compared with experiment.

z = 1.4 mm are compared with the measured data at the same location in Figure 5. It can
be noted that numerical and experimental data are very close to each other in the mea-
sured region. No high gradient velocity is observed due to either flue gas entrainment or
radiation from the flame, suggesting that the measured velocity components at height z =
1.4 mm at hot state are accurate enough to be used as inlet boundary conditions for the
combustion air.

Figures 6 and 7 show the computed mean gas velocity components at heights z =
9.5 mm and z = 17.6 mm, respectively. These data are compared with predictions of De
Jager (2008) and the experiment of Widmann and Presser (2002). At large radii (above
30 mm), where the flow field is dominated not by the spray but by the air flow, the present
study shows good agreement with experimental data for mean gas velocity components.
The deviations at large radii for the tangential velocity at z = 9.5 mm and z = 17.6 mm
seem to be remarkable. However, superimposing the influence of the measurement errors
of the data at z = 1.4 mm shown in Figure 5, which affects the inlet conditions, the devi-
ations are still minor. For radii below 30 mm (in particular for radii smaller than the inner
radius of the combustion air inlet, i.e., 17.45 mm), major deviations from the experimental
data for axial and radial velocities can be observed. This is also visible in the work of De
Jager (2008). This flow behavior can be an effect of an overestimation of the interaction
between the droplets and the continuous phase. However, because the acceleration of the
continuous phase by the spray and thermal expansion of the continuous phase should result
in enhanced velocity components, an alternative more probable explanation can be found,
i.e., although velocity components of the gaseous phase are accelerated by the spray, it
is difficult to measure them in a region where a dispersed phase is present in high con-
centration (along the droplet trajectory) due to the similar scattering feature of droplets as
the induced particles during measurement. For the tangential velocity, the predicted results
at small radii resemble the experimental data well because the tangential velocity is less
influenced by the spray.

Due to the assumptions of pre-evaporated fuel used in the simulation of De Jager
(2008), the predicted axial velocity profile observed in his results has a peak value of
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Figure 6 Predicted mean velocity components at z = 9.5 mm compared with De Jager’s results and the
experiment.

9.7 m/s at the central line (z = 9.5 mm). In the present study, a peak value of 6.9 m/s
occurs at a radial position about 5 mm away from the central line, which means the gaseous
phase is dragged by the spray along the injection trajectory. This is also observed in the
simulation results of Crocker et al. (2001) with a narrow region of accelerated flow near the
nozzle tip caused by liquid spray entrainment. Large discrepancies between predicted radial
and tangential velocities from De Jager (2008) computation and the experimental data can
be observed. That is most likely attributed to the near-wall treatment introduced in the tur-
bulence model. In this case, the heights at which data were measured are close to the nozzle,
and the influence of the tip of the atomizer needs to be taken into account. According to
the y+ value in the near-wall region, a more accurate prediction can be obtained by using
the enhanced wall treatment (Kader, 1981), instead of the wall function used by De Jager
(2008).
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Figure 7 Predicted mean velocity components at z = 17.6 mm compared with De Jager’s results and the
experiment.

Figure 8a shows the spray volume flux at different heights from the simulation of
Crocker et al. (2001) compared with the experiment of Widmann and Presser (2002). The
magnitude of the peak at height z = 15 mm is predicted to be significantly higher than the
experimental data. This phenomenon is also observed in the present study (see Figure 8b
for comparison of droplet number density between numerical and experimental data) At
further downstream locations, i.e., heights z = 35 mm and z = 55 mm, peak magnitudes of
spray volume fluxes from the simulation of Crocker et al. (2001) occur at different radial
locations from the experimental. Therefore, it was proposed by the authors to increase all of
the initial spray angles by 3◦ in order to better evaluate the sensitivity of the spray flux loca-
tion to the initial spray angle. Since the predicted droplet velocity and SMD in the work
of Crocker et al. (2001) shows good agreement with the experiment without adjustment
of initial spray angles, this modification may entail more significant discrepancy in both
profiles because the spray trajectory differs significantly with a 3◦ change. In the present
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Figure 8 Predicted spray volume flux/droplet number density at different heights compared with results from
Crocker et al. (2001) and the experiment.

study, an increased dispersion angle of 10◦ is introduced instead of the initial spray angle,
resulting in the peak positions and trends all being in good agreement with the experimental
data. This behavior is observed not only at z = 15 mm, 35 mm, and 55 mm heights, but
also at four other elevations shown in Figure 8c. The main difference here is that the sim-
ulation of the present study provides higher droplet number density than the experiment.
Closer to the atomizer, at lower heights, the predicted number of droplets increases leading
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NIST TURBULENT METHANOL SPRAY FLAME 1125

to major overestimation of the experimental data. This is reasonable because accurate mea-
surements of droplet number density in the high number density region close to the nozzle
are very difficult. During measurement only a small portion of droplets can be captured and
quantified. That is why it has been suggested by Widmann, and Presser (2002) to use the
information about the droplet number density in a qualitative way rather than quantitatively.
Also, in the work of Crocker et al. (2001) this large difference of droplet number density
is also observed at a height of mm. From Figure 8a, it can be concluded that at a height
of 35 mm a similar number of droplets was observed in computations as in experiments;
however, at a height of 55 mm more droplets were captured in the experiment than by the
simulation. The present study shows that there are always less droplets observed during
measurement than are recorded by the simulation; also by approaching the nozzle progres-
sively, fewer droplets are being observed. Figure 9 depicts the predicted droplet number
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Figure 9 Predicted droplet number density at different heights with different injector exit diameters.
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1126 S. ZHU ET AL.

density at various heights with different injector exit diameters. All injections are pointing
outwards. With a small injector exit diameter of 0.4 mm, the droplet number density at z =
5 mm is much higher than for the 1.78 mm and 3.5 mm and approaches the centerline of the
nozzle. Since the mass flow of the fuel is constant, this indicates that a considerable amount
of small droplets is generated. The behavior like that is also observed at the same height
in Figure 10, which represents the predicted Sauter mean diameter for various injector exit
diameters. The small droplets evaporate very quickly leading to the droplet number den-
sity at height z = 15 mm, which is even lower than for the other two cases. The region on
the left-hand side of the peak in droplet number density is a region confined by the spray,

Radial coordinate, mm

Figure 10 Predicted Sauter mean diameter at different heights with different injector exit diameters.
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NIST TURBULENT METHANOL SPRAY FLAME 1127

whereas on the right-hand side of the peak it is the region outside of the spray cone. With
the injector exit diameter of 0.4 mm, the evaporated fuel gas inside the spray cone does not
lead to immediate combustion but creates a rich fuel gas environment with a relatively low
temperature profile as shown in Figure 11. Since the evaporation rate of droplets is related

Radial coordinate, mm

Figure 11 Predicted mean temperature profiles at different heights with different injector exit diameters.
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1128 S. ZHU ET AL.

to the surrounding fuel concentration, it slows down inside the spray cone and, therefore,
the droplet number density at heights z = 25 mm, z = 35 mm, and z = 45 mm increases
again above the level observed for the other investigated cases. The corresponding tem-
perature grows with the height indicating that the fuel is consumed; after that the droplet
number density decreases quickly to the same level as in the other cases. Outside of the
spray cone (right side of the peak in droplet number density), the droplet number density
with the injector exit diameter of 0.4 mm is, in general, lower than the other cases from
height z = 15 mm, due to the consumption of evaporated fuel in the high temperature areas
shown in Figure 11.

It is also observed in Figure 9 that, when the injector exit diameter increases from
0.4 mm to 1.78 mm or 3.5 mm, the radial locations of the peak in droplet number density
increases correspondingly at low heights (z = 5 mm, 15 mm, and 25 mm). However, at
higher elevations the peak in droplet number density in all cases appears at radial loca-
tions closer to each other, and almost at the same radial position at height z = 55 mm.
This indicates that the spray trajectories are not following the original angle, but have
been influenced by the air flow at high elevations. As a result, the analysis of the spray
trajectory in the present study needs to be mainly based on the measured data at low
heights.

With an injector exit diameter of 1.78 mm and 3.5 mm, the similar magnitude of
droplet number density is observed at heights z = 5 mm, z = 15 mm, and z = 25 mm. Due
to the larger injector exit diameter, the 3.5-mm case produces generally smaller droplets
with the similar amount of droplets as in the 1.78-mm case (see Figure 10). However, at
elevations z = 35–55 mm, there are more droplets that remained along the spray trajectory
for the 3.5-mm case. At height z = 5 mm, combustion process is already visible, but the
3.5-mm case has a higher peak temperature than the 1.78-mm case, due to the less “rich
fuel” environment inside spray cone. At higher elevations, the temperatures for the 3.5-mm
case are, in general, lower than for the 1.78-mm case inside spray cone since less fuel exists
in that region. In an outside spray cone both keep a similar profile till height z = 100 mm.
Above this height, similar to the case with the injector exit diameter of 0.4 mm, the 3.5-
mm case shows a higher temperature outside the spray cone. This indicates that when the
injector exit diameter is 0.4 mm or 3.5 mm, the flame is wider than the 1.78-mm case. The
origin of similarity in the flame behavior for the smallest and biggest injector exit diameter,
as discussed above, is different.

With the same injector exit diameter of 1.78 mm but different dispersion angle of 6◦,
10◦, and 14◦, the predicted droplet number density and SMD at various heights are shown
in Figures 12 and 13, respectively. Figure 14 shows the corresponding temperature profiles.
It can be noted that at z = 5 mm there is virtually the same distribution of the droplet
sizes in all cases. The Sauter mean diameter in the region with high droplet number density
(i.e., along the main trajectories) is similar at each height for all investigated cases. The
main difference is that at higher elevations, wider distributions of droplets with a higher
dispersion angle occur (see Figures 12 and 13).

According to Figure 14, at height z = 5 mm the peak temperature occurs inside the
spray cone when the dispersion angle is 6◦ and 14◦ and along the spray trajectories for the
remaining elevations. For the 10◦ case it occurs along the spray trajectory at every height.
The temperature inside the spray cone decreases then for the 6◦ and 14◦ angles at height z =
15 mm. Since then, the 6◦ case shows a similar temperature profile inside the spray cone as
the 10◦, while along the spray trajectory the peak temperature is lower. Temperature inside
the cone in the 14◦ case at height z = 15 mm is still slightly higher than in the 10◦ case, but
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NIST TURBULENT METHANOL SPRAY FLAME 1129

Radial coordinate, mm

Figure 12 Predicted droplet number density at different heights with different dispersion angles.

it decreases further at height z = 25 mm, and it keeps this trend. Outside the spray cone,
temperature in all cases has a similar profile below height z = 55 mm. Then the divergence
between profiles is more pronounced due to the difference in the remaining amount of fuel.
At height z = 150 mm it can be noted that for both the 6◦ and 14◦ case more fuel remained
to be combusted leading to a higher temperature outside the spray cone than in the 10◦ case.

As a result, both the injector exit diameter and the dispersion angle have a con-
siderable effect on the predictions. According to the analysis of the spray trajectory and
distribution of droplet sizes and locations in the present study, the injector exit diameter
of 1.78 mm and dispersion angle of 10◦ are used. This combination gives an acceptable
agreement with the measured data as discussed below.
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1130 S. ZHU ET AL.

Radial coordinate, mm

Figure 13 Predicted Sauter mean diameter at different heights with different dispersion angles.

Figure 15 shows the predicted SMD of the droplets in comparison with results of
Crocker et al. (2001) and experimental data. In view of the uncertainties related to mea-
surements and calculations of the SMD from captured droplets, the results obtained in the
present study are very satisfactory. It is observed that at height z = 5 mm the SMD has
higher deviations than at other heights. That might be because in the simulation at the noz-
zle exit the spray is directed towards the symmetry axis. In a 2D simulation all droplets then
travel through the axis and the coalescence is overestimated according to the algorithm of
O’Rourke (1981) and causes the droplet diameters to be more narrowly distributed. It has
to be noted that the simulation does not predict any SMD in the inner region of the cone
because no droplets reach that region, and this is in contrast with the experiment. In the
results of Crocker et al. (2001) shown in Figure 15a, because the droplets are injected at
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Radial coordinate, mm

Figure 14 Predicted mean temperature profiles at different heights with different dispersion angles.

height z = 5 mm and the initial droplet size distribution at each radial position is taken
directly from the measured data with 21,000 parcels of droplets, the predicted SMD shows
better agreement with the experiment in regions with low droplet number density (aside
of the main spray trajectory) than the present study. This behavior is visible especially at
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Figure 15 Predicted SMD of the droplets at different heights compared with results from Crocker et al. (2001)
and the experiment.

height z = 15 mm. Large discrepancies between simulation of Crocker et al. (2001) and the
experiment can be observed at further downstream positions. They proposed to use seven
equally weighted parcels with a 1.5◦ interval centered on the mean angle, in order to fit the
measured SMD. However, this action may also influence other predictions leading finally
to significant discrepancy from the experiment.

The computed mean axial and radial velocities of the droplets are compared with
results from Crocker et al. (2001) and with the experimental data in Figure 16. The pre-
dictions from the present study are in good agreement with the experiment in regions of
significant importance, i.e., regions with high droplet number density (along the main spray
trajectory) (see Figures 16a and 16b). In the region with low droplet number density, there
are some discrepancies similar to those found in the comparison of the SMD. In the simu-
lation of Crocker et al. (2001), the axial velocities are slightly underpredicted. Therefore, it
was proposed to shift the initial droplet size to an even larger size. That would again lead
to difficulties in other predictions.

In general, it is a feasible and effective approach to use the measured data of droplets,
i.e., droplet size distribution and velocity components as the initial boundary condition
of the spray. In this way, modeling of the primary breakup process, which is not well-
understood, yet it can be avoided. Furthermore, since the data are usually measured at
downstream positions, i.e., at least 5 mm away from the atomizer, the droplet coalescence,
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Figure 16 Predicted mean axial and radial velocities of the droplets at different heights compared with results
from Crocker et al. (2001) and the experiment.
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1134 S. ZHU ET AL.

collision, and secondary breakup processes are mostly completed, and can be avoided
in the simulation. As a result, the more accurate data we obtain in the experiment, the
more accurate the description of the spray in the simulation is. However, as presented in
the experiment of the NIST flame by Widmann and Presser (2002), the scattering of the
droplets often leads to a very low measured spray flux close to the atomizer, i.e., about
one-tenth of the total spray flux in the experiment of the NIST flame. Therefore, with the
measured data of droplets, which is just a small part of the total injection, the accuracy of
the boundary conditions is arguable and they still require further adjustments as done in the
simulations of Crocker et al. (2001). It is possible to measure a larger fraction of the number
of droplets at further downstream positions, but there it is more likely that the droplets have
already interacted with the surroundings and they can hardly be used as boundary condi-
tions. In some situations, i.e., with strong air flow, hot co-flow, or intense flame radiation,
droplets may have been affected before they can be measured in the experiment. Besides,
in order to guarantee an accurate description of the spray, a new set of measured data is
required for the simulation when any change of the spray occurs, such as change of mass
flow or pressure of the liquid fuel, effect of air flow, or radiation, etc., even when the same
atomizer is used.

By contrast, in the present study the mass flow and pressure of the liquid fuel, spray
angle, and dispersion angle are used to determine the droplet size distribution and velocity
components, and this approach can be easily transferred to other conditions of research,
especially for comparative study. One of the key points in this method is the analysis of the
initial spray trajectory, which may differ with a different atomizer or liquid fuel. Unlike the
other data, i.e., SMD or droplet velocity components, the spray trajectory can be analyzed in
the experiment relatively easily, and can be analyzed even at closer positions to the atomizer
in order to eliminate the influences of the surroundings. The obtained initial spray trajectory
is usually accurate enough for simulations even if just a small proportion of droplets can
be measured in the experiment. As shown above, in regions of high importance (regions
with high droplet number density), the droplet number density, SMD, and the mean axial
and radial velocities of the droplets predicted in current research have shown improved
agreement with the experimental data in comparison to other studies. The disadvantage
of the method used in the present study is that the models for droplet coalescence, colli-
sion, and secondary break-up require further improvements so that the droplets in regions
with low number density can also be predicted correctly. Therefore, we suggest improving
the collision and coalescence model by generating more widely distributed small droplets.
The trajectory of the spray will not change by this modification and the predicted droplet
velocity and SMD in regions with low droplet number density will match the experiment
better.

Furthermore, temperature measurements in the flame are not present in the exper-
imental study due to the large uncertainties associated with such measurements in spray
flames. Only a temperature of about 550 K at the exit of the exhaust channel was indicated.
However, in both simulations of Crocker et al. (2001) and the current study the exhaust
channel is omitted. Therefore, the direct comparison is not possible. A peak temperature of
about 1800 K is reported by Crocker et al. (2001), while in the present study the magnitude
is approximately 50 K higher. In the current research the average temperature at the outlet
location is equal to around 700 K. Since in the experiment the temperature was measured
further downstream than in the numerical study, it is expected that a temperature of 700 K
is a good approximation of the experimental conditions at the outlet.
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In order to further validate the spray flame behavior, the definition of oxidation
mixture ratio (Yang and Blasiak, 2005) is introduced:

RO = mO

mO + ∑
c

ScmF,c
(15)

where S = noMO/nFMF with m being the mass fraction, n the stoichiometric ratio, M the
molar mass, and index O, F, and C representing oxygen, fuel, and flue gas, respectively.
The lean flammability limit can be used to define the external boundary of the flame, and
the rich flammability limit can be used to define the inner boundary of the flame. Following
Yang and Blasiak (2005), we assumed that RO = 0.99 is representative for the external
boundary. From Figure 17 it can be noticed that contours of mean oxidation mixture ratio
resemble the flame photographs in the experiment of Widmann and Presser (2002) well
and it qualitatively confirms that the predicted mean concentration of OH is capable of
representing the flame profile.

The influence of the source term of the mixture fraction variance because of evap-
oration on the NIST flame was investigated as well and presented in Zhu et al. (2011).
Due to the evaporation of the droplets, the peak value of mean mixture fraction variance
rises from 0.013 to 0.016. The main difference occurs at the root of the flame, where
most of the evaporation takes place. This is also the same region where the scalar dissi-
pation changes with the peak value of scalar dissipation increasing from 13s−1 to 17s−1.
Since in the NIST flame the influence of the source term on the mixture fraction variance
only occurs in this lower region while the combustion mainly occurs in the flame area,
the combustion characteristics are not strongly influenced by the modeling of the variance
equation.

RO OH

Figure 17 Predicted contours of mean oxidation mixture ratio, RO and mean mole fraction of OH.
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CONCLUSIONS

We have presented results of a numerical investigation of a methanol spray flame
studied experimentally at the NIST by Widmann and Presser (2002). We also have analyzed
previous simulations of this flame performed by Crocker et al. (2001), De Jager (2008), and
Collazo et al. (2009).

In spite of the asymmetric position of the exhaust channel, the flame can be con-
sidered to be statistically symmetric. Therefore, in the employed RANS approach the
computational domain can be taken as two dimensional, allowing for a sufficiently fine
grid, especially in the near nozzle region where large velocity and temperature gradients
are present.

Based on the analysis of y+ value in the near-wall region we used the enhanced
wall treatment instead of the wall function used in previous simulations, e.g., by De Jager
(2008) in the frame of the standard k-ε model. The choice of model for the near wall region
provided better predictions of the velocity components of the gaseous phase at various
downstream positions. The observed deviations between model predictions and experimen-
tal results at small radial distance may be attributed to both numerical and experimental
causes, and have been observed also in previous simulations by others, see Crocker et al.
(2001) and De Jager (2008).

In order to take into account droplet collision, coalescence, and secondary breakup,
the Eulerian–Lagrangian method was used with the LISA model for the atomization pro-
cess. The measured data were analyzed in order to obtain relative accurate boundary
conditions of the spray, which is especially of high importance to the injector exit diame-
ter (see Eq. (1)) for the analysis of the initial spray trajectory. This method was compared
and discussed with the approach used in Crocker et al. (2001), in which the measured
data of droplets were used as the boundary conditions of the spray. Since often a very low
spray flux can be measured close to the atomizer in the experiment and the droplets may
have interacted with the surroundings if they are measured further downstream, the mea-
sured data of droplets, i.e., droplet size distribution and velocity components, still require
adjustments before they can be used. Also, when we use the measured data as bound-
ary conditions of the spray, it is necessary to measure a new set of data if any change of
the atomizer or process conditions is made. This limits the transferability of the models.
In the method used in the present study, the required analysis of the initial spray trajec-
tory needed to define the boundary conditions of the spray can be made relatively easy
and the spray model can be easily transferred to other conditions, especially for compara-
tive investigations. In regions of major importance with high droplet number density, the
predictions of droplet number density, SMD, and the mean axial and radial velocities of
the droplets showed improved match with the experimental data with regard to results of
previous investigations. Nevertheless, it is found that models for droplet coalescence, colli-
sion, and secondary break-up processes require further improvements so that the droplets in
regions with low number density can also be predicted with higher precision, and we sug-
gest to improve the collision and coalescence model by generating more widely distributed
small droplets.

Additionally, the effects of influential parameters in the spray model, such as injector
exit diameter and dispersion angle, on the predictions are investigated. Different parameters
lead to different profiles of droplet number density, Sauter mean diameter, and temper-
ature. Therefore, it is crucial to use boundary conditions adequate to the settings of the
experiment.
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The introduction of the steady flamelet model with a detailed reaction mechanism
for gaseous combustion, and the discrete ordinates model for radiation also contributes
to the good agreement between the predictions and the experimental data. Unfortunately,
temperature and species measurements in the flame zone are not available in the experiment
for validation. It is found that contours of mean OH concentration and mean oxidation
mixture ratio both resemble well the flame photographs in the experiment of Widmann and
Presser (2002), and a predicted temperature of 700 K at the outlet in the simulation is a good
approximation of the experimental conditions at the exit. The investigation of the influence
of the source term of evaporation on the mean mixture fraction variance has shown that,
due to the evaporation process, the peak value of mean mixture fraction variance increased
from 0.013 to 0.016. However, the change only occurred in the root part of the flame and
not in the main flame area, so the combustion characteristics do not change much.
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